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SOUNDINGS
This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research articles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Jan D. Achenbach—For contributions
to the understanding of wave propaga-
tion in solids.

Peter G. Cable—For contributions to
sonar technology.

Oded Ghitza—For contributions to
signal-processing techniques for speech.

Frank Henyey—For contributions to
fluid dynamics and ocean sound propa-
gation and scattering.

Armin Kohlrausch —For contributions
to the understanding of monaural mask-
ing and binaural detection.

Kevin J. Parker—For contributions to
biomedical ultrasound.
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Annual Report of the Editor-in-Chief for the
Calendar Year Ending 31 December 1997

This is the annual report to the Executive Council of the Society con-
cerning the activities of the Editor-in-Chief and his colleagues on the Edi-
torial Board of theJournalof the Society, as well as other matters related to
the Journal during the 1997 year.

1. Financial and Pages Published

The total number ofJournal text pages~articles, letters, front text
material and indices! published in 1997~Volumes 101 and 102! was 7434, a
decrease of 2%. This figure includes the indexes of both volumes but does
not include the technical programs of meetings in State College, PA and San
Diego, CA for which the total number of text pages~abstracts plus author
indexes! was 368, nor does it include the 1997 Supplement containing the
References to Contemporary Papers in Acoustics, with 612 text pages. The
latter appeared as Part 2 of the August 1997 issue. Including all of the
above, the total number of text pages published in 1997 was 8414. The
corresponding figure for 1996 was 8564, giving a decrease of 2%. Compar-
ing all indexed pages,~pages excluding indexes and References! the number
published in 1997 was 7573 and in 1996 was 7793, a 3% decrease. Tardi-
ness in administration by one associate editor probably contributed to the
decrease. Table I lists in two columns the number of numbered pages pub-
lished in the last ten years. Column I gives thetotal text pages as defined
above. Column II givesindexed pages as defined above.

Page charge acceptance was 38%, well below the expected 50% of the
total text pages published, exclusive of meeting programs and references.
The current page charge is $80.00 per printed page. Acceptance of page
charges isnot mandatory. The existence of a mandatory page fee~now
$160.00 per page! for published pages over 12 may have contributed to
reduced acceptance of voluntary charges. Some authors have published ar-
ticles in parts to avoid mandatory fees. Associate editors attempt to discour-
age this practice.

The Executive Council’s budget for 1997limited total pages for the
Journal ~exclusive of meeting programs and References! to 7700 pages. By
month-to-month monitoring of the publication schedule the Editorial De-
partment at AIP and the Editor-in-Chief adhered to this budget, with coop-
eration from the Associate Editors, totalling 7600 pages.

2. Personnel and Editorial Mechanics

During the year 1997 the following changes in editorial personnel took
place, some already reported in the semi-annual report to the Executive
Council in December 1997.

Associate Editor Walter Jesteadt for Psychological Acoustics~43.66!
asked to be replaced at the end of his three-year term. In consultation with
the Technical Committee on Psychological and Physiological Acoustics, the
Editor-in-Chief has appointed Robert V. Shannon of the House Ear Institute
to be the new Associate Editor.

Associate Editor Raymond H. Dye, Jr. for Psychological Acoustics
~43.66! asked to be replaced after three years of service. In consultation with

the Chair of the Technical Committee on Psychological and Physiological
Acoustics, the Editor-in-Chief appointed D. Wesley Grantham of Vanderbilt
University to be the new Associate Editor.

Associate Editor Gilles A. Daigle for Noise, Its Effects, and Control
~43.50! asked for replacement after four years of service. In consultation
with the Chair of the Technical Committee on Noise, the Editor-in-Chief
appointed Michael A. Stinson of the National Research Council of Canada
to be the new Associate Editor.

Associate Editor Jeffrey L. Krolik for Acoustic Signal Processing
~43.60! asked for replacement at the end of his three-year term. In consul-
tation with the Chair of the Interdisciplinary Technical Group on Signal
Processing in Acoustics, the Editor-in-Chief appointed John C. Burgess to
be the new Associate Editor.

Being an Associate Editor for ourJournal requires, in addition to
ability and experience in a branch of acoustics, a considerable dedication to
the Society and to the field of Acoustics. The Editor-in-Chief expresses his
gratitude to both the retiring and the continuing Associate Editors, and to
those institutions which support their editorial efforts, on behalf of our con-
tributors, our members, and the Society.

The editorial mechanics of theJournal at AIP continues with the able
participation of Editorial Supervisor Lin Miller and Rosalind Nissim as
Chief Production Editor, with help from Andrea Witt, Connie Nedohon, and
Carolyn DeMarco. The Editor-in-Chief is especially grateful to this entire
group for their capable, diligent, and cheerful assistance.

3. Subject Coverage and Emphasis in the Journal

Table II presents data on the number of articles published in the vari-
ous categories of our subject classification system~PACS! during the year
1997 together with the number of associated pages, and the average number
of pages per article in each category. Note that some categories average over
40% more pages per article than other categories.

From 1996 to 1997 both the number of articles and letters published
and the number of pages decreased slightly. The average length decreased to
9.1 pages in 1997 compared to 9.2 in 1996. There was a marked increase in
the number of papers published in linear acoustics, ultrasonics, transduction,
and noise. There was decreased publication in nonlinear acoustics, architec-
tural acoustics, acoustic signal processing, and speech communication.

In Volumes 101 and 102 published in 1997 there were 497 pages
devoted to acoustical news, technical notes, reviews, and indices. Distribu-
tion is shown in Table III, which also contains the corresponding figures for
1992 through 1996. The distribution changes little from year to year. How-
ever our book reviewers lacked diligence this year.

TABLE I. Number of pages published in the last ten years.

Year
Text total

I
Indexed

II

1988 5753 5079
1989 5934 5421
1990 6710 6088
1991 7162 6333
1992 7818 6982
1993 7899 7013
1994 8278 7403
1995 8224 7415
1996 8564 7793
1997 8414 7573

Ten-year average 7476 6710

TABLE II. Distribution of articles among categories in JASA, 1997.

Category
Number of

articles
Total
pages

Pages per
article

10. Tutorial 14 150 10.7
20. General Linear Acoustics 122 986 8.1
25. Nonlinear Acoustics, Macrosonics 31 241 7.8
28. Aeroacoustics, Atmospheric Sound 21 184 8.8
30. Underwater Sound 86 872 10.1
35. Ultrasonics, Quantum Acoustics, 51 436 8.5

Physical Effects of Sound
38. Transduction 21 187 8.9
40. Structural Acoustics and Vibration 63 544 8.6
50. Noise: Its Effects and Control 24 214 8.9
55. Architectural Acoustics 8 60 7.5
58. Acoustical Measurements 13 96 7.4
60. Acoustic Signal Processing 11 113 10.3
64. Physiological Acoustics 62 650 10.5
66. Psychological Acoustics 91 858 9.4
70,71,72. Speech Communication 72 728 10.1
75. Music and Musical Instruments 18 162 9.0
80. Bioacoustics 36 318 8.8

1997 Total Articles and Letters 744 6799 9.1
1996 Total Articles and Letters 753 6965 9.2
~for comparison!
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4. Meeting Programs in 1997

The program of the 133rd meeting of the Society in State College, PA
~joint with Noise-Con 97! contained 195 pages of abstracts and author index
with a total of 825 abstracts. The program appeared as Part 2 of the May
issue. All authors of papers in meeting programs are currently indexed in the
Journal,but the abstracts are not peer reviewed. The program of the 134th
meeting of the Society in San Diego contained 161 pages of abstracts and
author index with a total of 680 abstracts. The program appeared as Part 2 of
the October issue.

5. Acceptance and Rejection of Manuscripts Submitted to the
Journal for Publication in 1997

The relevant figures are presented in Table IV in the same form as that
used previously. Fewer manuscripts were accepted and more were rejected
in 1997 than in 1996. The same number of papers are under review currently
as a year ago, enough backlog to be entirely adequate for continuity of
publication. The overall rejection rate increased to approximately 27%. The
largest percentages of rejection in 1997 were musical, noise, speech, struc-
tural, and underwater sound.

TABLE III. Page distribution of complementary material for 1992–1997.

1992 1993 1994 1995 1996 1997

Technical Notes, Research Briefs, and FORUM 11 21 20 25 28 19
Acoustical News—U.S.A. 89 107 89 108 114 122
Acoustical News—International 12 16 12 16 14 12
Standards News 35 29 20 27 31 37
Book Reviews 17 12 19 12 16 1
Patent Reviews 116 121 110 103 102 115
Cumulative Author Indexes 18 20 20 20 18 21
Volume Indexes 207 213 238 220 213 158
Errata 10 6 9 6 12 12

TOTALS 515 535 537 537 548 497

TABLE IV. Acceptance and rejection of manuscripts submitted to JASA in 1997.

Category

Manuscripts
received in

1997

Manuscripts
accepted in

1997

Manuscripts
rejected in

1997

Manuscripts
sent back

for revision
1997

Manuscripts
under review

at end of
1997

10 Martin ~Tutorial & Review! 7 4 1 2 1
20 Greenspon

Norris
56
86J 142

54
48J 102

15
22J 37

50
23J 73

73
26J 99

25 Breazeale 38 24 4 24 51
28 Sutherland 28 20 3 2 21
30 Miller

Bradley
Chin-Bing

0
89
63
J 152

53
19
22
J 94

13
13
19
J 45

0
25
24
J 49

0
32
20
J 52

35 Bass 81 42 10 16 44
38 Ehrlich 21 16 2 23 9
40 Remington

Burroughs
32
72J 104

14
28J 42

6
16J 22

14
9 J 23

14
23J 37

50 Daigle-Stinson 30 18 13 13 9
55 Quirt 15 11 2 4 7
58 Ehrlich 21 17 5 20 6
60 Krolik 35 10 3 6 20
64 Frisina

Lonsbury-Martin
45
19J 64

49
6J 55

10
2J 12

12
8 J 20

13
2 J 15

66 Hall
Grantham
Jesteadt
Shannon
Dye

48
26
29
24
25
6 152

14
1

19
1

19
6 54

3
2
2
2
4
6 13

23
10
8
10
12
6 63

8
13
0

11
6
6 38

70 Lofqvist
71 Strange
72 Hieronymus

46
57
14
J 117

25
31
1
J 57

7
27
2
J 36

24
22
2
J 48

12
18
9
J 39

75 Strong 28 11 9 14 17
80 Dunn 46 30 5 26 22
TNRB Ostergaard 3 3 0 2 0

1997 TOTALS 1084 610 222 428 487

1996 Totals 1077 665 200 527 487
~for comparison!

3139 3139J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Acoustical News—USA



The Society owes a continuing debt of gratitude to the Associate Edi-
tors who process manuscripts, and to the dedicated reviewers who examine
them. A list of 1427 reviewers during the year 1997 was published in the
July issue with an expression of appreciation for their services.

6. Outside-U.S.A. Papers Published in the Journal

Publication activity in theJournal from outside the U.S.A. led in 1997
to the equivalent of 324 articles and letters in theJournal compared with
321 in 1996. Forty-three percent ofJournal authorship was outside U.S.A.
The distribution among 35 countries was as follows: United Kingdom 43,
Canada 41, France 35, Netherlands 27, Japan 26, Germany 19, Australia 18,
Taiwan 11, Russia 9, India 8, Sweden 7, Belgium 7, China 6, Korea 6, Hong
Kong 6, Italy 5, Spain 5, Israel 4, Finland 3, Norway 3, Greece 2, Denmark
2, Poland 2, Mexico 2, South Africa 2, Byelorussia 2, with Chile, Yugosla-
via, Switzerland, Turkey, New Zealand, Ukraine, Romania, and Singapore
also represented.

7. Review and Tutorial Papers

In 1997 every issue contained either a purposely tutorial invited ar-
ticle, or one or more selected research articles ‘‘judged~a! to have a subject
of wide acoustical interest and~b! to be written for understanding by broad
acoustical readership.’’ Titles of these articles are listed on the front cover of
the Journal in the new format.

8. Technical Notes and Research Briefs

In 1997 thisJournal section contained 4 brief reports of recent re-
search results in various fields, and also contained 13 abstracts of graduate
dissertations in acoustics. This department will be discontinued in 1998, but
thesis abstracts will continue to be published.

9. Book Reviews

In 1997 theJournalpublished only one book review, although a num-
ber of reviews had been assigned and promised. An attempt will be made in
1998 to convince reviewers to fulfill their responsibility.

10. Patent Reviews

A dedicated corps of 14 patent reviewers published reviews for an
average of 55 reviews per reviewer in 1997. These reviews benefit our
readers, particularly those who are concerned with new acoustical applica-
tions, devices, and instruments.

11. References to Contemporary Papers in Acoustics

The 1997 issue of this document, compiled by computer by Richard
Stern, appeared in the summer as Part 2 of the August 1997 issue. It con-
tained 612 text pages. This bibliographical coverage of acoustical informa-
tion from around the world is a valuable part of the material on acoustics
distributed to all members of the Society, and to all non-member subscribers
to theJournal.

12. Standards News and Standards

This section of theJournal continues to provide the essential news of
the work of the various standards committees on acoustics, as well as avail-
ability of standards in acoustics published by the Society and others. The
role of the Society in the publication of standards is very important.

13. News Sections

These sections provide up-to-date information about the work of the
Society Office, the activities of the various Society committees and the
regional chapters, changes in membership lists, personal notes about mem-
bers and obituaries, and a calendar of meetings of relevant societies for both
the U.S.A. and around the world. TheJournal is now collecting interna-
tional information for the ICA.

14. Acoustics 1997

This annual feature has been discontinued because AIP no longer pub-
lishes an annual News issue, preferring to learn about and publicize notable
advances on a regular basis throughout the year in a timely manner.

15. Time of Appearance of the Journal

Release by AIP to the printer has been on schedule consistently. The
Editor-in-Chief appreciates the diligent efforts of our publication staff to
maintain the schedule during a heavy publication year.

16. Supplementary Publication Media

The Journal continued to be available to members bimonthly on CD-
ROM in 1997. Back issues through 1961 are also on CD-ROM. Preparations
were completed in 1997 for 1998 on-line availability of theJournal through
the AIP Online Journal Publishing Service, first to institutional subscribers
that sign a user agreement, and then to ASA members later in the year. A
procedure is being developed by Robert Apfel, with AIP assistance, for the
purpose of rapid review and on-line publication of letters of up to 4 pub-
lished pages in length.

17. Echoes

The Society newsletter was edited by Alice Suter through two issues in
1997, when she retired after six years of outstanding editorial service. She
was succeeded in July by Thomas Rossing, who edited the two later issues
in 1997. Each issue, in addition to news about the Society, its members and
meetings, and press publicity about sound, has a feature article on an acous-
tical subject. Subjects in 1997 were ‘‘Frog Vibrational Communication,’’
‘‘Born to Learn Language,’’ ‘‘The Pickering Pickup,’’ and ‘‘Robert Bruce
Lindsay.’’

The Editor-in-Chief expresses his deep appreciation for the generous
and capable support he has received from all connected with the editing and
production of theJournal.

DANIEL W. MARTIN
Editor-in-Chief
May 1998

Reports of Technical Committees/Technical
Specialty Groups
~See October and November issues for additional reports.!

Signal Processing in Acoustics
The Interdisciplinary Technical Group on Signal Processing in Acous-

tics ~SP! has continued to grow and interact more frequently with various
Technical Committees~TC! of the Acoustical Society. Signal and image
processing is the underlying technology that encompasses many of the ef-
forts in acoustics through the necessity to model, gather data, analyze data,
and extract the required information from noisy measurements. It is for this
reason that the Technical Group on Signal Processing has and continues to
foster a growing interaction with each of the Technical Committees through
the sponsoring of joint sessions and tutorials. This effort was clearly exem-
plified by the various signal processing related sessions throughout both the
San Diego and Seattle meetings.

At the 134th ASA meeting in San Diego SP group sponsored 7 ses-
sions: 2 regular contributed sessions and 5 special sessions. These sessions
were entitled:

‘‘Signal Processing for Multichannel Vibrational Analysis’’~SA!
‘‘Sound Quality’’
‘‘Signal Processing for Microphone Arrays’’
‘‘General Signal Processing’’
with three special sessions devoted to a topic of high current interest, on
‘‘Acoustics in Multimedia.’’

The 135th ASA meeting in Seattle featured more joint SP group
sponsored/co-sponsored sessions with 4 regular and 4 special. These ses-
sions were:

‘‘Speech: Modeling and System Identification’’~SC!
‘‘Speech Communication: Non-Stationary and Wavelet Processing Meth-
ods’’ ~SC!
‘‘General Topics in Acoustical Signal Processing’’
‘‘Implementation Issues of Acoustical Signal Processing in Real Time Sys-
tems II’’
‘‘Signal Processing for Medical Ultrasound I’’~PA!
‘‘Underwater Acoustic Communications’’~UW!
‘‘Implementation Issues of Acoustical Signal Processing in Real Time Sys-
tems I’’
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‘‘Multichannel Signal Processing for Acoustic Applications’’~AA, SC!.

Again the joint effort of the SP group and interactions with various
TCs in acoustics is noted by the joint sponsorship of sessions. We plan to
encourage even more interactions and joint sessions in the future meetings.

The eighth Meeting of the Technical Group was held in Seattle at
which time, the Chair, Gary Wilson had to step down due to time constraints
‘afforded by his new position. James Candy was nominated for the Chair
and unanimously elected by the Group. Preparations continue for the Special
Sessions of both the Norfolk and Berlin meetings.

JAMES V. CANDY
Chairman

Regional Chapter News

Cincinnati
Following is a summary of the programs and lectures presented in

1997–98 at the Cincinnati Chapter of the ASA meetings and a list of offi-
cers.

President:Sharon T. Hepfner
Secretary:Brian C. Thompson
Treasurer:Susan Farrer
Member-At-Large:Ernest M. Weiler

January 1997 lecture: Dr. Robert Dooling~Univ. of Maryland!. Topic:
‘‘Hearing And Vocal Learning In Birds: A Model For Human Language.’’

February 1997 lecture: Dr. Christy Holland. ‘‘Demonstration and evaluation
of noise exposure during magnetic resonance imaging~MRI!.’’

April 1997 lecture: Dr. Daniel Martin. ‘‘The Singing Voice.’’ Following the
lecture, the group attended a concert by the Knox Presbyterian Church
Choir.

May 1997 lecture: Dr. Ernest Weiler. Case studyre: highway noise barriers.
Dr. Roger Adelman described and demonstrated a unique amplification de-
vice. Dr. Brian Thompson discussed and demonstrated the Sonatron treat-
ment device.

September 1997 lecture: Christi Themann. ‘‘Early data from the NIOSH
survey of noise exposure and hearing status in farm families.’’ Also, Sharon
Hepfner presented recent developments in, and new applications for, hearing
protection devices.

October 1997: A joint meeting with the Columbus, OH chapter for the guest
lecture on the development of an intraoral hearing aid.

December 1997: The Chapter honored Dr. Daniel W. Martin for his out-
standing contributions and service to the ASA, and our chapter, with a
luncheon. The large gathering heard several speakers, including Dr. Mar-
tin’s longtime friend, Dr. Mead Killion.

January 1998 lecture: Michael Hooker. Topic: ‘‘Theatrical Acoustics.’’

March 1998 lecture: Donald Wasserman. Topic: ‘‘Human Aspects of Occu-
pational Exposure to Low Frequency Vibration.’’

May 1998 lecture: Leeann Mutzan. Topic: ‘‘Music Therapy.’’

BRIAN C. THOMPSON
Secretary

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/Forum Acusticum, Berlin, Germany
@Acoustical Society of America, 500 Sunnyside Blvd.,
Woodbury, NY 11797, Tel.: 516-576-2360; Fax: 516-
576-2377; E-mail: asa@aip.org; WWW: asa.aip.org#.

10–12 May AIAA/CEAS Aeroacoustics Conference, Bellevue, WA
@Belur Shivashankara, The Boeing Company, P.O. Box
3707, MS 67-ML, Seattle, WA 98124-2207; Tel.:
425-234-9551, Fax: 425-237-5247; E-mail:
belun.n.shivashankara@boeing.com#.

6–7 June 1999 SEM Spring Conference, Cincinnati, OH
@Katherine M. Ramsay, Conference Manager, Society
for Experimental Mechanics, Inc., 7 School St., Bethel,
CT 06801; Tel.: 203-790-6373; Fax: 203-790-4472; E-
mail: meetings@sem1.com#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219; Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.

6–11 July 1999 Clarinetfest, Ostend, Belgium@International Clari-
net Association, Keith Koons, Music Dept., Univ. of
Central Florida, P.O. Box 161354, Orlando, FL 32816-
1354#. Deadline for receipt of abstracts: 31 January
1999.

1–5 Nov. 138th meeting of the Acoustical Society of America,
Columbus, Ohio@Acoustical Society of America, 500
Sunnyside Blvd., Woodbury, NY 11797; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Statistics—16th ICA/ASA Meeting Seattle

Statistics of the 16th International Congress on Acoustics and the
135th Meeting of the Acoustical Society of America, held in Seattle, Wash-
ington, USA 20–26 June 1998, have now been released by the organizers.

The compilation below shows the number of registered participants
from the various countries represented at the Seattle ICA/ASA meeting as
well as at the six previous congresses, Sydney 1980, Paris 1983, Toronto
1986, Belgrade 1989, Beijing 1992, and Trondheim 1995. The Table reflects
the fact that there have been some political changes in the 15 years covered
by these statistics.

Country Sydney Paris Toronto Belgrade Beijing Trondheim Seattle

Algeria 0 1 0 0 0 1 0
Argentina 2 3 5 0 0 0 0
Australia 303 3 19 4 12 19 36
Austria 0 0 0 2 0 6 11
Belgium 2 19 8 9 4 9 15
Brazil 2 1 4 1 3 3 12
Bulgaria 0 3 1 6 0 0 0
Canada 14 30 171 18 10 10 75
Chile 0 1 0 0 1 1 2
China 13 15 19 15 370 4 47
Colombia 0 0 0 0 0 0 1
Croatia 1 0 0
Cuba 0 1 0 0 0 0 0
Czech Republic 4 3
Czechoslovakia 1 6 1 7 0
Denmark 20 36 23 19 9 28 17
Egypt 1 2 1 1 0 0 1
Estonia 4 2
Finland 0 5 2 4 2 10 7
France 28 350 98 67 35 63 95
Ghana 0 1 0 0 0 0 0
Germany~FRG! 61 100 71 55 32 41 49
Germany~GDR! 0 2 1 3
Greece 0 3 0 3 0 0 1
Hong Kong 0 2 0 0 2 0 4
Hungary 0 8 3 22 0 11 1
India 8 10 7 8 3 3 9
Indonesia 5 0 0 0 1 0 0
Iran 0 2 0 1 2 0 0
Iraq 1 0 0 0 0 0 0
Ireland 0 0 0 0 0 0 3
Israel 1 4 2 0 3 0 3
Italy 7 20 15 13 8 16 28
Japan 108 97 143 87 106 96 173
Korea 0 0 2 0 21 4 33
Libya 2 0 0 0 0 0 0
Malaysia 1 0 0 0 2 0 0
Morocco 0 0 0 0 1 0 0
Mexico 2 0 0 0 0 0 8
Netherlands 12 24 18 21 8 14 27
New Zealand 12 2 4 1 0 2 9
Nigeria 2 0 1 0 0 0 0
Norway 2 9 8 9 3 89 18
Pakistan 2 0 0 0 0 0 0
Peru 0 0 0 0 0 1 0
Poland 5 17 10 16 2 25 12
Portugal 0 4 1 1 1 3 0
Romania 0 3 0 1 0 1 0
Russia 8 13 27
Singapore 1 2 2 0 3 1 3
Slovak Republic 1 1
South Africa 5 3 8 1 1 0 3
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Country Sydney Paris Toronto Belgrade Beijing Trondheim Seattle

Spain 1 18 16 4 2 7 13
Sweden 10 15 21 16 10 40 25
Switzerland 2 11 3 4 0 7 7
Syria 0 3 0 0 0 0 0
Thailand 0 0 0 0 1 0 0
Turkey 0 0 1 0 0 1 1
Ukraine 0 0 2
United Kingdom 22 75 46 27 20 35 77
U.S.A. 54 117 201 61 64 69 1066
USSR 4 17 12 31
Venezuela 0 0 0 0 0 0 2
Yugoslavia 5 3 6 169 3 0 3

Total 721 1048 954 707 754 642 1932
Accompanying persons 127 200 133 63 95 98 192

International Commission on Acoustics
selects logo

Several months ago the International Commission on Acoustics~ICA!
decided that it should have a logo which symbolizes the world-wide role
ICA has in the field of acoustics. An international competition was started
which came to a close at the time of the Seattle Congress. The design, which

was judged to be the most appropriate, had been submitted by Logan E.
Hargrove of Reston, Virginia, USA. His winning entry, which is now the
official logo of the International Commission on Acoustics, is shown in
Fig. 1.

First Iberoamerican Meeting on Ultrasound

The First Iberoamerican Meeting on Ultrasound was held 25–29 May
1998 in Cartagena de Indias, Colombia. The meeting was organized by the
Iberoamerican Network for Ultrasonic Technologies and was sponsored by
the Iberoamerican programScience and Technology for Development
~CYTED!. The 57 participants came from 15 countries: Argentina, Bolivia,
Brazil, Colombia, Cuba, Chile, Dominican Republic, Ecuador, El Salvador,
Honduras, Mexico, Peru, Portugal, Spain, and Uruguay. Most of the partici-
pants were associated with academic institutions but also with industry,
hospitals, and consulting firms.

The two main topics of the meeting were transducers and signal pro-
cessing. The program consisted of tutorials and review lectures~usually
during the morning sessions! and contributed papers~usually during the
afternoon sessions!. The main goal of the meeting was to allow the partici-
pants to share their knowledge in order to stimulate cooperation among the
different groups working on ultrasound in the Spanish- and Portuguese-
speaking areas.

The tutorial and review lectures were given by a team of experienced
lecturers who presented the state-of-the-art of the two selected topics of the
meeting. Most of the participants also presented papers on the results of
their activities. Animated discussions took place after most of the lectures
and presentations. The meeting allowed participants to exchange experi-

ences and viewpoints about the present and future research or applications in
the two topics of the meeting. As a conclusion, the interaction between
academic and industrial groups was strongly recommended.

At the end of the meeting the participants expressed satisfaction and
enthusiasm for the goals and the development of the meeting. This positive
outcome should also be attributed to the magnificent beauty of the city of
Cartagena de Indias, to the charm of the 17th century building of the Span-
ish House where the conference was held, and especially to the outstanding
kindness and efficiency of the team of the Centro Iberoamericano de For-
macion who took charge of the local arrangements and coped extraordinar-
ily well with any problem or difficulty.

The review lectures and contributed papers will be published in the
Proceedings of the conference. Additional information can be obtained from
Lorenzo Leija ~lleija@mail.cinvestav.mx!, the coordinator of the
Iberoamerican Network on Ultrasound.

JUAN A. GALLEGO-JUAREZ
Instituto de Acustica, CSIC
Serrano 144, Madrid 28006, Spain

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The September issue of JASJ~E!, Vol. 19, No. 5~1998! contains the
following papers:

F. Kawakami ‘‘Evaluation of initial decay rate of power-law decays for
measuring random incident absorption’’

F. Kawakami and T. Sakai ‘‘Deep-well approach for canceling the edge
effect in random incident absorption measurement’’

K. Tanaka and H. Kojima ‘‘Estimation of a degree of speech recognition
difficulty for word sets.—An application of between-word distance calcu-
lation in a symbolic domain’’

K. Kido, H. Suzuki, T Ono, and M. Fukishima ‘‘Deformation of impulse
response estimates by time window in cross spectral technique’’

Y. Shimada, Y. Nishimura, T. Usgawa, and M. Ebata ‘‘An adaptive algo-
rithm for periodic noise with secondary path delay estimation’’

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

December 1998
9–11 National Symposium on Acoustics-1998„NSA-98…,

Calcutta.10/98
15–16 Sonar Signal Processing, Loughborough.4/98

FIG. 1. The logo of the International Commission on Acoustics.
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March 1999
15–19 Joint Meeting of EAA Forum Acusticum, and 137th

Meeting of the Acoustical Society of America, Berlin.
6/97

April 1999
27–29 International Conference on Vibration, Noise, and

Structural Dynamics, Venice.8/98

May 1999
10–14 4th International Conference on Theoretical and

Computational Acoustics, Trieste.6/98
24–26 2nd International Conference on Emerging Tech-

nologies in NDT, Athens.8/98
30–3 *16th International Evoked Response Audiometry

Study Group Symposium, Tromso”, Norway. ~E.
Laukli, Otorhinolaryngology, University Hospital, P.O.
Box 34, 9038 Tromso”, Norway; Fax:147 77 62 73 69,
e-mail: einar. laukli@rito.no!

June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97
28–1 Joint Conference of Ultrasonics International ’99

and World Congress on Acoustics ’99 „UI99/
WCU99…, Lyngby. 6/98

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97
5–8 6th International Congress on Sound and Vibra-

tions, Copenhagen.2/98

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97

15–17 British Society of Audiology Annual Conference,
Buxton.8/98

October 1999
20–22 * Iberian Meeting of the Spanish Acoustical Society

and the Portuguese Acoustical Society, Avila, Spain.
~Spanish Acoustical Society, c/Serrano 144, 28006
Madrid, Spain; Fax: 134 91 411 7651; e-mail:
ssantiago@fresno.csic.es!

March 2000
20–24 Meeting of the German Acoustical Society„DAGA …,

Oldenburg.10/98

July 2000
4–7 *7th International Congress on Sound and Vibra-

tion, Garmisch-Partenkirchen, Germany.~H. Heller,
DLR, Postfach 3267, 38022 Braunschweig, Germany;
Fax: 149 531 295 2320; e-mail: hanno.heller@dlr.de;
Web: www.iiav.org/icsv7.html!

October 2000
3–5 WESTPRAC VII , Kumamoto.6/98
16–18 *2nd Iberoamerican Congress on Acoustics, 31st

National Meeting of the Spanish Acoustical Society,
and EAA Tutorium , Madrid, Spain.~Spanish Acous-
tical Society, c/Serrano 144, 28006 Madrid, Spain; Fax:
134 91 411 7651; e-mail: ssantiago@fresno.csic.es!

16–20 6th International Conference on Spoken Language
Processing, Beijing. 10/98

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.10/98
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Statistics—16th ICA/ASA Meeting Seattle

Statistics of the 16th International Congress on Acoustics and the
135th Meeting of the Acoustical Society of America, held in Seattle, Wash-
ington, USA 20–26 June 1998, have now been released by the organizers.

The compilation below shows the number of registered participants
from the various countries represented at the Seattle ICA/ASA meeting as
well as at the six previous congresses, Sydney 1980, Paris 1983, Toronto
1986, Belgrade 1989, Beijing 1992, and Trondheim 1995. The Table reflects
the fact that there have been some political changes in the 15 years covered
by these statistics.

Country Sydney Paris Toronto Belgrade Beijing Trondheim Seattle

Algeria 0 1 0 0 0 1 0
Argentina 2 3 5 0 0 0 0
Australia 303 3 19 4 12 19 36
Austria 0 0 0 2 0 6 11
Belgium 2 19 8 9 4 9 15
Brazil 2 1 4 1 3 3 12
Bulgaria 0 3 1 6 0 0 0
Canada 14 30 171 18 10 10 75
Chile 0 1 0 0 1 1 2
China 13 15 19 15 370 4 47
Colombia 0 0 0 0 0 0 1
Croatia 1 0 0
Cuba 0 1 0 0 0 0 0
Czech Republic 4 3
Czechoslovakia 1 6 1 7 0
Denmark 20 36 23 19 9 28 17
Egypt 1 2 1 1 0 0 1
Estonia 4 2
Finland 0 5 2 4 2 10 7
France 28 350 98 67 35 63 95
Ghana 0 1 0 0 0 0 0
Germany~FRG! 61 100 71 55 32 41 49
Germany~GDR! 0 2 1 3
Greece 0 3 0 3 0 0 1
Hong Kong 0 2 0 0 2 0 4
Hungary 0 8 3 22 0 11 1
India 8 10 7 8 3 3 9
Indonesia 5 0 0 0 1 0 0
Iran 0 2 0 1 2 0 0
Iraq 1 0 0 0 0 0 0
Ireland 0 0 0 0 0 0 3
Israel 1 4 2 0 3 0 3
Italy 7 20 15 13 8 16 28
Japan 108 97 143 87 106 96 173
Korea 0 0 2 0 21 4 33
Libya 2 0 0 0 0 0 0
Malaysia 1 0 0 0 2 0 0
Morocco 0 0 0 0 1 0 0
Mexico 2 0 0 0 0 0 8
Netherlands 12 24 18 21 8 14 27
New Zealand 12 2 4 1 0 2 9
Nigeria 2 0 1 0 0 0 0
Norway 2 9 8 9 3 89 18
Pakistan 2 0 0 0 0 0 0
Peru 0 0 0 0 0 1 0
Poland 5 17 10 16 2 25 12
Portugal 0 4 1 1 1 3 0
Romania 0 3 0 1 0 1 0
Russia 8 13 27
Singapore 1 2 2 0 3 1 3
Slovak Republic 1 1
South Africa 5 3 8 1 1 0 3
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Country Sydney Paris Toronto Belgrade Beijing Trondheim Seattle

Spain 1 18 16 4 2 7 13
Sweden 10 15 21 16 10 40 25
Switzerland 2 11 3 4 0 7 7
Syria 0 3 0 0 0 0 0
Thailand 0 0 0 0 1 0 0
Turkey 0 0 1 0 0 1 1
Ukraine 0 0 2
United Kingdom 22 75 46 27 20 35 77
U.S.A. 54 117 201 61 64 69 1066
USSR 4 17 12 31
Venezuela 0 0 0 0 0 0 2
Yugoslavia 5 3 6 169 3 0 3

Total 721 1048 954 707 754 642 1932
Accompanying persons 127 200 133 63 95 98 192

International Commission on Acoustics
selects logo

Several months ago the International Commission on Acoustics~ICA!
decided that it should have a logo which symbolizes the world-wide role
ICA has in the field of acoustics. An international competition was started
which came to a close at the time of the Seattle Congress. The design, which

was judged to be the most appropriate, had been submitted by Logan E.
Hargrove of Reston, Virginia, USA. His winning entry, which is now the
official logo of the International Commission on Acoustics, is shown in
Fig. 1.

First Iberoamerican Meeting on Ultrasound

The First Iberoamerican Meeting on Ultrasound was held 25–29 May
1998 in Cartagena de Indias, Colombia. The meeting was organized by the
Iberoamerican Network for Ultrasonic Technologies and was sponsored by
the Iberoamerican programScience and Technology for Development
~CYTED!. The 57 participants came from 15 countries: Argentina, Bolivia,
Brazil, Colombia, Cuba, Chile, Dominican Republic, Ecuador, El Salvador,
Honduras, Mexico, Peru, Portugal, Spain, and Uruguay. Most of the partici-
pants were associated with academic institutions but also with industry,
hospitals, and consulting firms.

The two main topics of the meeting were transducers and signal pro-
cessing. The program consisted of tutorials and review lectures~usually
during the morning sessions! and contributed papers~usually during the
afternoon sessions!. The main goal of the meeting was to allow the partici-
pants to share their knowledge in order to stimulate cooperation among the
different groups working on ultrasound in the Spanish- and Portuguese-
speaking areas.

The tutorial and review lectures were given by a team of experienced
lecturers who presented the state-of-the-art of the two selected topics of the
meeting. Most of the participants also presented papers on the results of
their activities. Animated discussions took place after most of the lectures
and presentations. The meeting allowed participants to exchange experi-

ences and viewpoints about the present and future research or applications in
the two topics of the meeting. As a conclusion, the interaction between
academic and industrial groups was strongly recommended.

At the end of the meeting the participants expressed satisfaction and
enthusiasm for the goals and the development of the meeting. This positive
outcome should also be attributed to the magnificent beauty of the city of
Cartagena de Indias, to the charm of the 17th century building of the Span-
ish House where the conference was held, and especially to the outstanding
kindness and efficiency of the team of the Centro Iberoamericano de For-
macion who took charge of the local arrangements and coped extraordinar-
ily well with any problem or difficulty.

The review lectures and contributed papers will be published in the
Proceedings of the conference. Additional information can be obtained from
Lorenzo Leija ~lleija@mail.cinvestav.mx!, the coordinator of the
Iberoamerican Network on Ultrasound.

JUAN A. GALLEGO-JUAREZ
Instituto de Acustica, CSIC
Serrano 144, Madrid 28006, Spain

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The September issue of JASJ~E!, Vol. 19, No. 5~1998! contains the
following papers:

F. Kawakami ‘‘Evaluation of initial decay rate of power-law decays for
measuring random incident absorption’’

F. Kawakami and T. Sakai ‘‘Deep-well approach for canceling the edge
effect in random incident absorption measurement’’

K. Tanaka and H. Kojima ‘‘Estimation of a degree of speech recognition
difficulty for word sets.—An application of between-word distance calcu-
lation in a symbolic domain’’

K. Kido, H. Suzuki, T Ono, and M. Fukishima ‘‘Deformation of impulse
response estimates by time window in cross spectral technique’’

Y. Shimada, Y. Nishimura, T. Usgawa, and M. Ebata ‘‘An adaptive algo-
rithm for periodic noise with secondary path delay estimation’’

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

December 1998
9–11 National Symposium on Acoustics-1998„NSA-98…,

Calcutta.10/98
15–16 Sonar Signal Processing, Loughborough.4/98

FIG. 1. The logo of the International Commission on Acoustics.
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March 1999
15–19 Joint Meeting of EAA Forum Acusticum, and 137th

Meeting of the Acoustical Society of America, Berlin.
6/97

April 1999
27–29 International Conference on Vibration, Noise, and

Structural Dynamics, Venice.8/98

May 1999
10–14 4th International Conference on Theoretical and

Computational Acoustics, Trieste.6/98
24–26 2nd International Conference on Emerging Tech-

nologies in NDT, Athens.8/98
30–3 *16th International Evoked Response Audiometry

Study Group Symposium, Tromso”, Norway. ~E.
Laukli, Otorhinolaryngology, University Hospital, P.O.
Box 34, 9038 Tromso”, Norway; Fax:147 77 62 73 69,
e-mail: einar. laukli@rito.no!

June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97
28–1 Joint Conference of Ultrasonics International ’99

and World Congress on Acoustics ’99 „UI99/
WCU99…, Lyngby. 6/98

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97
5–8 6th International Congress on Sound and Vibra-

tions, Copenhagen.2/98

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97

15–17 British Society of Audiology Annual Conference,
Buxton.8/98

October 1999
20–22 * Iberian Meeting of the Spanish Acoustical Society

and the Portuguese Acoustical Society, Avila, Spain.
~Spanish Acoustical Society, c/Serrano 144, 28006
Madrid, Spain; Fax: 134 91 411 7651; e-mail:
ssantiago@fresno.csic.es!

March 2000
20–24 Meeting of the German Acoustical Society„DAGA …,

Oldenburg.10/98

July 2000
4–7 *7th International Congress on Sound and Vibra-

tion, Garmisch-Partenkirchen, Germany.~H. Heller,
DLR, Postfach 3267, 38022 Braunschweig, Germany;
Fax: 149 531 295 2320; e-mail: hanno.heller@dlr.de;
Web: www.iiav.org/icsv7.html!

October 2000
3–5 WESTPRAC VII , Kumamoto.6/98
16–18 *2nd Iberoamerican Congress on Acoustics, 31st

National Meeting of the Spanish Acoustical Society,
and EAA Tutorium , Madrid, Spain.~Spanish Acous-
tical Society, c/Serrano 144, 28006 Madrid, Spain; Fax:
134 91 411 7651; e-mail: ssantiago@fresno.csic.es!

16–20 6th International Conference on Spoken Language
Processing, Beijing. 10/98

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.10/98
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OBITUARIES
This section of the Journal publishes obituaries concerning the death of Fellows of the Society and other
acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a
summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

Hugh Guthrie Flynn • 1912–1997

Hugh Flynn, Fellow of the Acousti-
cal Society and grand old man of
cavitation acoustics, died 23 May
1997 in Rochester, New York. Hugh
was born 8 December 1912 in Lan-
caster, Ohio, 30 miles from Colum-
bus, to which the family moved
when Hugh was ten. During the
1930s he was a crime reporter for the
Ohio State Journal~Columbus daily
newspaper! while at the same time
pursuing, off and on, a physics de-
gree at Ohio State University. He
graduated in 1939 and a year later
took a job with the Navy’s Bureau of
Ordnance. From 1942 to 1946 he

was a naval officer and saw service in the Pacific aboard a submarine tender.
He also made use of the Navy’s educational program to get a master’s
degree in physics from Rensselaer Polytechnic Institute. After separating
from the Navy as a lieutenant commander in November 1946, he joined the
newly formed National Academy of Science/National Research Council
Committee on Undersea Warfare as its first staff member~January 1947 to
September 1948!. While on a trip for the Committee, he met F. V. Hunt.
That encounter subsequently led him to Harvard.

Hugh’s graduate and postdoctoral years at Harvard~1948–1960! set
the stage for the rest of his life. He became interested in cavitation; it was
the beginning of a lifelong love affair with bubbles. He became convinced
that modern digital computing techniques were the key to solving cavitation
equations and pioneered this approach. After defending his thesis ‘‘The
Collapse of a Transient Cavity in a Compressible Liquid’’ in 1956, he con-
tinued as one of Hunt’s postdoctoral students. Eventually, he became the
senior postdoctoral student and served as the Laboratory’s Deputy Director
~1959–60!, a position that gave him valuable experience in the administra-
tion of research. In 1960, after joining the faculty of the new Electrical
Engineering Department at the University of Rochester in February, he re-
turned to Cambridge in May to marry Prudence Turgeon, with whom he had
carried on a long courtship while at Harvard.

Hugh spent the rest of his life in Rochester. He and Prudence raised
three children there, Kitty, Molly, and Nathaniel. A remarkable publication,
‘‘Physics of Acoustic Cavitation in Liquids,’’ Chap. IX in Vol. 1B of W. P.
Mason’s series inPhysical Acoustics~Academic Press, New York, 1964!,
solidified his international reputation as an authority on cavitation. Years
later cavitation colleagues throughout the world still used that chapter as
their point of departure and inevitably started out new graduate students
with ‘‘Go read Flynn’s chapter.’’ Hugh’s interest in computers, begun at
Harvard, grew at Rochester. He played a leading role in founding the Uni-
versity’s Computer Science Department and recruiting its first Chair. He
retired as Professor Emeritus in 1978.

Hugh’s retirement was a signal for rebirth, not slow decay. He became
interested in the role of cavitation in medical ultrasound. In the early 1980s
he showed that, contrary to beliefs at the time, the short pulses used in
diagnostic ultrasound could produce cavitation. His collaboration with
Charles Church brought considerable advances in that area. Finally, never
afraid of thinking big, Hugh conceived of cavitation as a means of produc-
ing nuclear fusion. Awarded a patent in 1982, he continued working on this
idea literally as long as he lived. His death on 23 May 1997 came a year and
two days after Prudence had died.

In summary, the scientific legacy left us by Hugh Flynn includes~1! a
computational approach to cavitation,~2! a widely used classification and
terminology for cavitation,~3! the role of cavitation in medical ultrasonics,
and ~4! the use of cavitation to effect fusion.

Hugh’s professional and~to some extent! personal life was celebrated

by two special sessions organized by Charles Church for the Seattle Meeting
of the Acoustical Society of America, held jointly with the 16th Interna-
tional Congress on Acoustics. Two-page summaries of the papers given are
in the Proceedings, Vol. III, pp. 1905–1920, and Vol. IV, pp. 2275–2292.
The celebration was an outpouring of professional respect and personal
affection for a colleague we shall sorely miss.

For information and encouragement in the preparation of this article,
the author is indebted to Hugh’s children Kitty, Molly, and Nathaniel; Mardi
Hastings~Ohio State University!; and many of Hugh’s colleagues at Har-
vard and at Rochester, particularly Edwin L. Carstensen.

DAVID T. BLACKSTOCK

Russell J. Niederjohn • 1944–1996
Dr. Russell J. Niederjohn, professor in the Department of Electrical

and Computer Engineering, Marquette University, Milwaukee, Wisconsin
died 17 November 1996 at age 52. He served as chair of the department
from 1987 to 1994 and as co-director of the Signal Processing Research
Center since 1990. Dr. Niederjohn was a member of the Acoustical Society
of America from 1968 until his death. He was very heavily involved in
various professional and honorary society activities, particularly in the
IEEE. Most recently, he served as president of the IEEE Industrial Electron-
ics Society.

Dr. Niederjohn was born in Schenectady, New York. He received his
bachelor’s degree in 1967, his master’s in 1968, and his doctorate in 1971,
all in electrical engineering from the University of Massachusetts. He joined
the Marquette faculty in 1971. Early in his career Dr. Niederjohn established
several courses in the area of minicomputer and microcomputer hardware
and software, at a time when many other universities were simply making
plans to do so. In recent years, most of his courses were in digital signal
processing and speech processing, areas that he also developed at Mar-
quette.

Dr. Niederjohn was an excellent teacher. In addition to several other
teaching awards, he received the Eta Kappa Nu C. Holmes MacDonald
Award as the Outstanding Electrical Engineering Professor in the United
States in 1978 and the Marquette University Faculty Award for Teaching
Excellence in 1988. For over ten years he served as faculty advisor to the
Marquette chapter of Eta Kappa Nu, the national electrical engineering stu-
dent honorary society. He also carried out an extraordinary amount of schol-
arly research, especially in the area of digital processing of speech signals.
He directed the work of more than fifty master’s and doctoral students,
published well over one hundred scholarly papers, and was principal or
co-principal investigator on grants totaling more than two million dollars. In
addition to being recognized many times for his research excellence, in 1996
he received the Marquette University College of Engineering Outstanding
Researcher Award. In 1993 he was elected a Fellow of the Institute of
Electrical and Electronics Engineers~IEEE!, for his ‘‘contributions to
speech and signal processing.’’

He is survived by his wife, Susan, and sons, Scott and Jeremy, as well
as numerous other relatives and friends.

JIM HEINEN
IGOR V. NABELEK

Antarè s Parvulescu • 1923–1998
Antarès Parvulescu, a Fellow of the Society, and a physicist who spe-

cialized in ocean acoustics at the Naval Research Laboratory, died of a
stroke 15 July 1998 at George Washington University Hospital. A resident
of the Washington area off and on since the 1950s, he lived in Alexandria.

Dr. Parvulescu retired from the Navy Department in September 1997.
He was a physicist at the Naval Research Laboratory, technical advisor to
the Director, Science and Technology, naval technical adviser to the De-
fense Advanced Research Projects Agency, a consultant to Lockheed Martin
Corp., and Principal Scientist at the Applied Physics Laboratory of the Uni-
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versity of Washington. Dr. Parvulescu also had an intense interest in marine
bioacoustics, and made several fundamental contributions that have had a
profound influence on how all studies of fish bioacoustics are done. For his
work in theoretical mathematics and physics applied to ocean acoustics, an
asteroid was named in his honor in the 1980s by the International Astro-
nomical Union.

Dr. Parvulescu was a native of Ploesti, Romania, and a graduate of the
University of Bucharest, where he also received a doctorate in mathematics
when he was 19. He had piloted planes since age 14, and he flew small
planes as a member of the resistance in German-occupied Romania during
World War II.

After the war, he taught mathematics, physics, astronomy, and ocean
engineering at the University of Witwatersrand in South Africa. He moved
to the United States in 1950 and taught at the University of California at
Berkeley. He later taught at Columbia University, Bard and Vassar colleges,
the University of Hawaii, and was founding chairman of the physics depart-
ment at Gallaudet College for the Deaf. He was a senior member of the
Institute of Electrical and Electronics Engineers, and a member of two acad-
emies of science.

He was a member of St. Mary’s Catholic Church in Alexandria. His
first wife, Dorothy Parvulescu, died in 1977. Survivors include his wife,
Elaine Parvulescu of Alexandria; a son from his first marriage, Constantin
Parvulescu of Seattle; and a sister, Dr. Carin Christian of Reston.

ELAINE HICKEY

J. Christian Myers • 1909–1998

Retired Navy Capt. J. Christian Myers, died 25 January 1998, at
Rhode Island Hospital in Providence, Rhode Island. He was the husband of
Ruth Kennedy Myers who is the founder of ‘‘Christmas in Newport.’’ Born
in Harrisburg, Pennsylvania on 21 September 1909, he was the son of the
late Christian Wissler Myers and the late Ann Henning Myers. Capt. Myers
retired from the Navy in 1961 after 30 years of service. He had been deputy
and assistant chief of naval research. He later retired from the Raytheon
Company as program manager of research and development for the Subma-
rine Signal Division.

He was a 1932 graduate of the U.S. Naval Academy. In his early
years, he served on the battleship Arizona and the destroyer Drayton. He
attended the U.S. Navy Postgraduate School in Annapolis, Maryland, and
received his master’s degree from Harvard University. He was assigned to
the USS SEMMES, a special ship designed for test and evaluation of under-
water sound and radar equipment. In 1943, he was selected as the engineer-
ing duty officer of the Mine Defense Laboratory in Panama City, Florida. In
1953, he was appointed assistant chief of naval research. Following his
retirement from the Navy, he served as vice president of Chesapeake Instru-
ment Corp. In 1964, he joined the Philco–Ford Corp. as program manager
in their Marine and Underwater Systems Division later joining Raytheon.
Mr. Myers was the recipient of two patents—a signal enhancer and a
method of releasing stranded ships.

He was a plank owner and former member of the board of directors of
Seaport ’76 Foundation where he was one of the project managers in the
construction of the Sloop Providence. He was a member of the Newport
Historical Society, the Preservation Society of Newport County, and the
Naval Academy Alumni Association.

Mr. Myers was a senior member of the Institute of Electronic and
Electrical Engineers as well as a member of the American Ordinance Asso-
ciation, the American Society of Naval Engineers, and the Acoustical Soci-
ety of America.

Besides his wife, he leaves a son, Christian W. Myers II of Ports-
mouth; three grandsons; two granddaughters; and two great-grandchildren.

CHRISTIAN MYERS

Aram Glorig • 1906–1998

Aram Glorig M.D., a Fellow of the Society, and a consultant at the
House Ear Clinic, Los Angeles as well as a founder of the American Audi-
tory Society, passed away after a long battle with cancer on 22 June 1998 in
San Clemente, California. This forensic and industrial otologist was dedi-
cated to improving the lives of people coping with deafness or a hearing
impairment, and further, helped prevent hearing loss to millions of people
worldwide. In a career spanning six decades, Dr. Glorig was committed to

providing a forum for the discussion of hearing problems among audiolo-
gists, otologists, acoustical and electrical engineers, as well as hearing aid
manufacturers and dispensers.

Although he first specialized in pediatrics, he later developed an inter-
est in otolaryngology, completing his second residency on the eve of World
War II and promptly joined the army. While at his post in England~his
homeland! he observed many cases of severe hearing loss and tinnitus as a
result of exposure to bomb and shell blasts. This interest in the effects of
noise exposure on hearing prompted Dr. Glorig to learn more about Audi-
ology, the clinical diagnostic science that determines the level of hearing
loss and the subsequent rehabilitation of hearing impairment. In 1946, soon
after his return to the United States, he first met Howard House, M.D. ‘‘It
was the first year of the Los Angeles Foundation of Otology and Aram was
one of two students taking my fenestration course,’’ Dr. House reminisced.

A year later, he was recruited from an Assistant Professorship at Yale
by the Surgeon General to develop a center to care for military personnel
returning with noise-induced hearing at the Walter Reed Army Hospital.
Promoted to the rank of Major General, Dr. Glorig became the Director of
the Audiology and Speech Correction Center for the Veterans Administra-
tion ~VA !, later duplicated nationwide. As Director of the Army’s Technical
Research in Hearing he also worked with hearing aid manufacturers to de-
velop smaller, more efficient devices for his patients.

In 1952, Dr. Glorig joined Dr. House on the new Noise Research
Center’s Subcommittee and conducted scientific surveys of noise in the
industrial workplace. The Occupational Safety and Health Administration
~OSHA! used the results to set federal standards for protecting workers’
hearing which are still in place today. As a Committee member of the
National Association of Hearing and Speech Agencies, he helped prepare
and promote standards for accrediting hearing and speech agencies through-
out the nation and also played a pivotal role in developing the international
standards for calibrating hearing-testing equipment.

Another of his finest achievements was the establishment of the Callier
Center for Communication Disorders in Dallas, Texas as a result of advice
he gave on the treatment and rehabilitation of the deaf and hard-of-hearing.
He served as the Center’s Director until his retirement in 1977 but retained
the title of Director Emeritus for life. A year later, Dr. Glorig accepted an
invitation from Dr. House to join the House Ear Clinic as a consultant in
Forensic Otology and over the next twenty years used his expertise to refine
the litigation process in cases resulting from all manner of ear injuries in the
workplace. During his lifetime Aram Glorig was often recognized for ad-
vancing the knowledge and practices of otology and audiology. Among his
most prestigious awards are the Presidential Citation from the American
Academy of Otolaryngology—Head and Neck Surgery, the American Au-
ditory Society’s Lifetime Achievement Award, and the Health Achievement
in Occupational Medicine Award from the American College of Occupa-
tional and Environmental Medicine.

Aram Glorig is survived by his wife, Bobbi Barras-Glorig, daughters
Patti Schiff and Debbie DeVeccia of Dallas, Texas with whom he main-
tained a close relationship. The eldest, Patricia is well known in Dallas
circles as a prodigious fundraiser and continues the family’s interest in the
Callier Center by serving as a member of its board. She is married to Steve
Schiff and has two children, Devon and Denham. His other daughter, Debo-
rah, owns and operates a stable of hunters and jumpers with her husband,
Tom DeVeccia. They live in Argyle with their two daughters, Olivia and
Maggie and son. His stepchildren Debie Seifert, Tony and Bryan Barras,
and seven step-grandchildren all reside in California.

DILYS JONES

Thomas Mariner • 1915–1998

Dr. Thomas Mariner, a Fellow of the Society, formerly of Mount Joy,
Pennsylvania, died 7 April 1998 at Moravian Manor in Lititz, Pennsylvania.
Born in 17 November 1913 in Blasdale, New York, he was the son of James
and Pearl~Gress! Mariner and stepson of Isaac Rowe. He graduated from
Newton High School in Newtonville, Massachusetts, receiving National
Honor Society recognition and the Boy’s Senior Cup for ‘‘character, schol-
arship, athletics, and personality.’’ He obtained his Bachelor of Arts degree
from Boston University~1935! with special distinction in physics, general
honors, Augustus Howe Buck Scholar recognition, and Phi Beta Kappa
honor. His doctoral degree in Physics was earned from Princeton University
~1947!. Additional honor society memberships included Sigma Xi and the
Scientific Research Society of America.
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He began his professional career as Physics Group Leader at the
American Cyanamid Company of Stamford, Connecticut~1941–1948!. He
joined the Armstrong Cork Company of Lancaster, Pennsylvania as a man-
ager in the Physics Research Unit~1948–1976!, became General Manager
of Physics Research~1977–1978!, and retired in December 1978. His dis-
tinguished career in research includes nine patents and more than 25 tech-
nical papers in professional journals. He participated professionally on com-
mittees of the Acoustical Society of America, the American Society for
Testing Materials, the International Organization for Standardization, the
American Standards Association, and the board of editors for ‘‘Noise Con-
trol’’ magazine. Dr. Mariner’s civic participation in Lancaster County,

Pennsylvania included school director~1958–1967! of Donegal Union
School District, member of Lancaster County Tax Collection Bureau~origin
to 1967!, and member of the Advisory-Policy Council for Vocational Tech-
nical Schools of Lancaster County~1965–1967! as assistant chairman,
chairman, and vice-president.

He is survived by his three children, Jacquelyn R. Benner of Upper
Black Eddy, Pennsylvania, Dr. Geoffrey R. Mariner of Apalachin, New
York, and Dr. Robert W. Mariner of San Diego, California, and his three
grandchildren, Sandra J. Benner, Eric A. Benner, and Lisa A. Mariner.

GEOFFREY R. MARINER
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BOOK REVIEWS

James F. Bartram
94 Kane Avenue, Middletown, Rhode Island 02842

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Architectural Acoustics: Blending Sound
Sources, Sound Fields, and Listeners

Yoichi Ando

Springer-Verlag, New York, NY 10158.
xvi1252 pp. Price: $49.95.

Professor Yoichi Ando, who is Associate Dean, Graduate School of
Science and Technology at Kobe University in Japan, is arguably the most
prominent architectural acoustician in that nation. His new text may be
considered a followup to his first book,Concert Hall Acoustics~Springer-
Verlag, Heidelberg, 1985!. This new volume goes beyond the Sabine realm
of architectural acoustics, which is based on the relatively simple but effec-
tive formula T605(0.159V)/SAi . Other considerations come into play in
determining optimal configurations for listening spaces, and this is what
Ando sets out to explain by combining the elements of psychoacoustics,
modeling of the auditory-brain system, and mapping of subjective prefer-
ences. His text is intended for ‘‘both undergraduate and graduate students in
various fields including acoustics, psychology and physiology, and musical
art, as well as professionals in architecture, engineering, and ‘sound coordi-
nators’ of concert halls and theaters.’’ The text is not an easy read, espe-
cially for those who are not solidly grounded in mathematical techniques
and/or are involved more in the artistic aspects~e.g., design or performance!
of listening areas rather than in the scientific approach. For these people, the
author advises reading of Chaps. 10 and 11 prior to tackling the guidelines
described in Chaps. 4 and 6–8.

Following the Introduction and a historical review, Chap. 3 describes
the physical properties of source signals and sound fields in a room, in
particular the autocorrelation function~ACF! which contains the same in-
formation as power density spectrum but it is adjusted to account for hearing
sensitivity. Effective duration of the normalized ACF is defined by the delay
te at which the envelope of the normalized ACF becomes one-tenth of its
maximal value. The response of the ear includes the effects of time delay
due not only to the room’s acoustical characteristics, but also the spatially-
incurred differences in the signals reaching the right ear and the left ear. The
chapter would be rendered a bit clearer if the terms IACC~interaural cross-
correlation function!, IATD ~interaural time difference!, and IALD ~interau-
ral level difference! had been explained beforehand and perhaps in a more
elementary fashion.

Chapter 4 deals with the subjective attributes for a sound field in a
room. First the simplest sound field is considered, a situation which consists
of the direct sound and a single reflection acting in lieu of a set of reflec-
tions. The data presented therein are based on tests in anechoic chambers
~which allowed for simulation of different concert halls! with normal hear-
ing subjects listening to different musical motifs. From these subjective
tests, the optimum design objectives were established, namely the listening
level, preferred delay time, preferred subsequent reverberation time~after
the early reflections!, and dissimilarity of signals reaching both ears~involv-
ing IACC!. These factors are each assigned scalar values and then combined
to yield a subjective preference that can vary from seat to seat in a concert
hall. In Chap. 5 on the human hearing system, the first part describes the
sensitivity of the human ear to a sound source and the operational principle
of the outer and the middle ear. The latter part of the chapter delves into the
electrical-physiological responses of the auditory neural passages, even the
roles of the right and left cerebral hemispheres, linking the responses to
subjective preference. Some rather interesting results of investigations in-
clude the statement that the right hemisphere is dominant for ‘‘the continu-

ous speech,’’ while the left hemisphere is dominant when variation occurs in
the delay time of acoustic reflection. The left hemisphere is usually associ-
ated with speech and time-sequential identifications, while the right hemi-
sphere is allied with nonverbal and spatial identifications. A proposed model
for the auditory-brain system is also given, which incorporates a subjective
analyzer for spatial and temporal criteria and entails the participation of the
left and the right hemispheres of the brain.

The auditory system brain model of Chap. 5 provides the basis for the
topic of Chap. 6, which deals with the qualities of sound fields in terms of
what is occurring in the auditory pathways and in the brain. The power
density spectra in the neural processes in the right and left auditory path-
ways yield sufficient information to establish autocorrelation functions.
Chapter 7 treats the subjective effects of sound field on performers. The
author suggested in this chapter that music programs be selected for a given
concert hall on the basis of their blending into the sound field of the hall,
which, of course, would relegate many an acoustically fixed concert facility
to rather limited use. Chapter 8 is a ‘‘practical’’ chapter in the sense that it
contain design tips to improve the quality of the sound field at each listen-
er’s position. These include discussion of side walls, ceilings, diffusers
mounted on walls and ceilings~avoidance of image shift is stressed here!,
scattered reflection by uneven surfaces, fractal geometry for desired sound
reflections~yes, based on Mandelbrot’s theory!, transfer functions for deal-
ing with reflection near the ceiling and for panel arrays, lateral reflection
components from canopies, and floor structure and seating including the
effects under sub-flooring cavities.

Individual listener subjective preferences and the matter of seat selec-
tion comprise the topic of Chap. 9. It is obvious that different individuals are
likely to have different subjective preferences with respect to the same mu-
sical program, so seating requirements can differ, with respect to the pre-
ferred listening level and to the initial time delay, and even lighting. Ex-
amples are given of the audience preference, e.g., the performance of
Handel’s Water Music with 106 listeners providing the input on their pref-
erences with respect to listening level, reverberation time, and IACC. Case
studies in Chap. 10 illustrate how the acoustical design of a concert hall and
a multipurpose auditorium can be accomplished. Procedures for designing
sound fields include consideration of temporal factors, spatial factors, the
effect of sound field on musicians, the conductor, stage performers, listener
and the archetypal problem of fusing acoustical design with architecture.
Multi-purpose auditoriums present bigger challenges, some of which have
been met very well. The methodologies of acoustical measurements of the
sound fields in rooms are discussed in Chap. 11, particularly those dealing
with binaural impulse response, reverberation, as well as a recommended
method for IACC measurement. An interesting segment is also included on
the physical properties of a forest acting as an acoustic space. In the final
chapter, a basis for planning physical environments is laid out to take ac-
count of time and space in regard to their effects on the specialized hemi-
spheres of the human brain. A number of factors other than acoustical in-
clude measurable quantities such as temperature, lighting levels, etc. and
other less tangible determinants that can be aesthetically evocative.

In view of the subjective nature of Ando’s thesis, a question remains:
is aural subjectivity a variant according to culture and nationality? This
would constitute an interesting topic for investigation.

DANIEL R. RAICHEL
CUNY Graduate School
Mechanical and Aerospace Engineering Department
City College of New York
New York, New York 10031
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039
MAHLON D. BURKHARD, 31 Cloverdale Heights, Charles Town, West Virginia 25414
RONALD B. COLEMAN, BBN Acoustic Technologies, 70 Fawcett Street, Cambridge, Massachusetts 02138
DAVID A. PREVES, P.O. Box 59124, Minneapolis, Minnesota 55459
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
WILLIAM THOMPSON, JR., The Pennsylvania State University, University Park, Pennsylvania 16802

5,754,123

43.28.Tc HYBRID ULTRASONIC AND RADAR
BASED BACKUP AID

Peter Joseph Nashifet al., assignors to Ford Motor Company
19 May 1998„Class 340/903…; filed 6 May 1996

This backup safety system for automobiles uses ultrasonic transducers
108, 110, 112, 114 to radiate waves and receive reflected waves from nearby
objectB. Radar source16 also receives reflected waves from more distant

object A. The two sensing systems are mutually computer controlled to
provide warning, speed, and parking signals to the driver.—DWM

5,530,678

43.30.Xm REAL-TIME CALIBRATION ACOUSTIC
ARRAY

J. G. Kosalos, assignor to Alliant Techsystems, Incorporated
25 June 1996„Class 367/13…; filed 5 December 1994

The acoustically transparent window of a transducer, or array of trans-
ducers, contains a thin PVDF film which can function as either a source or
a receiver. Hence, by using preestablished transfer ratios between the input
of the transducer proper and the output of the PVDF film, or vice versa, one
can performin situ checks or recalibrations of that transducer operating as
either source or receiver.—WT

5,499,540

43.35.Yb ELECTROMAGNETIC ACOUSTIC
TRANSDUCER FOR BOLT TENSION AND LOAD
MEASUREMENT

Hubert L. Whaley et al., assignors to The Babcock & Wilcox
Company

19 March 1996„Class 73/761…; filed 15 February 1994

‘‘A device for measuring a load on a part such as a bolt comprises a
socket... wherein the socket engages the bolt for transmitting a load to the
bolt. An electromagnetic acoustic transducer comprising a magnet and a coil
is located in the interior space of the socket near the bolt... . A detector is
used to detect and measure a change in the ultrasonic signal at the bolt.’’—
MDB

5,503,020

43.35.Zc ELECTROMAGNETIC ACOUSTIC
TRANSDUCER

Efrain A. Mandracchia, assignor to Sonic Force Corporation
2 April 1996 „Class 73/643…; filed 1 July 1994

The patent pertains to a method of generating acoustic waves in an
electrically conductive structure. It includes establishing a static magnetic
field in an electrically conductive structure; positioning a multilayered
printed circuit board~PCB! within the static magnetic field in close prox-
imity to the surface of the structure; applying an alternating current to plu-
rality of parallel conductors on the PCB; and detecting acoustic waves in an
electrically conductive structure with the same mechanism as a received
signal generated by the instantaneous force field in the electrically conduc-
tive structure.—MDB

5,752,302

43.35.Zc METHOD AND APPARATUS FOR SIZING
AND SEPARATING WARP YARNS USING
ACOUSTICAL ENERGY

Shuh-Haw Sheenet al., assignors to the United States of America
19 May 1998„Class 28/181…; filed 23 April 1997

This patent discloses ‘‘A slashing process for preparing warp yarns for
weaving operations including the steps of sizing and/or desizing the yarns in
an acoustic resonance box and separating the yarns....’’ ‘‘The sizing step
includes immersing the yarns in a size solution contained in an acoustic
resonance box. Acoustic transducers are positioned against the exterior of
the box for generating an acoustic pressure field within the size solution.’’...
‘‘The sized yarns are then separated by passing the warp yarns over and
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under lease rods. Electroacoustic transducers generate acoustic waves along
the longitudinal axis of the lease rods, creating a shearing motion on the
surface of the rods for splitting the yarns.’’—DWM

5,752,423

43.35.Zc ULTRASONIC CUTTING DEVICE

Francis F. H. Rawson, assignor to Nestee S.A.
19 May 1998 „Class 83/508.3…; filed in the United Kingdom 21

March 1995

This ultrasonic cutting device has a ‘‘mother’’ horn10 to which is
attached a solid horn11 terminated at end13. Surrounding horn11 is a
bearing tube15 surrounded by tubular spacer horns16 spaced apart by
transverse cutting blades19. The solid horn has a length that is a multiple of

half-wavelengths, and each of the tubular spacer horns is one half-
wavelength long so that the cutter blades are positioned at antinodes for
maximum cutting efficiency.—DWM

5,495,766

43.38.Fx ULTRASONIC SENSOR

Masaharu Kota and Kazuya Nakatera, assignors to Murata
Manufacturing Company

5 March 1996 „Class 73/652…; filed in Japan 28 September 1993

The improvement is the addition of a cylindrical element24 between
the sound inlet22a and the piezoelectric diaphragm element25 comprised
of metal plate26 and piezoceramic disk27. The inner diameter of element
24 is 1.2 to 1.5 times the diameter of cone32. The inner diameter of element

24 is made approximately equal to a wavelength of the ultrasonic signal
while the length is less than a wavelength, whereby the coverage angle of
the sensor is increased.—MDB

5,497,540

43.38.Fx METHOD FOR FABRICATING HIGH
DENSITY ULTRASOUND ARRAY

Subramaniam Venkataramani et al., assignors to General Electric
Company

12 March 1996„Class 29/25.35…; filed 22 December 1994

The steps are described for fabricating an array of piezoelectric ele-
ments for medical applications requiring focused ultrasound. After an acous-
tic matching material is applied to two electroded surfaces of a piezoceramic
block, the block is cut in two perpendicular planes, which are also perpen-
dicular to the matching material surfaces, into a number of wafers with ends
being the acoustic matching material. These wafers are then reassembled,

i.e., bonded together, with a space between the wafers that is filled with a
polymer.—MDB

5,526,324

43.38.Fx ACOUSTIC ABSORPTION AND DAMPING
MATERIAL WITH PIEZOELECTRIC ENERGY
DISSIPATION

W. B. Cushman, assignor to Poiesis Research, Incorporated
11 June 1996„Class 367/1…; filed 16 August 1995

An acoustic absorption or vibration damping material is realized by
incorporating lossy, electrically conductive particles or strands into a piezo-
electric matrix material such as PVDF. The conductive particles or strands,
usually graphite, act as small localized short circuits within the matrix ma-
terial and dissipate, as heat energy, any electrical charges produced as a
result of stressing the piezoelectric material.—WT

5,731,552

43.38.Ja SPEAKER WITH SOUND ABSORBING
DIAPHRAGM

Ye-Ming Tsao, Taipei, Taiwan
24 March 1998„Class 181/156…; filed 21 May 1996

It is possible to lower the fundamental resonance of a transmission line
loud speaker system by adding a passive radiator to the end of the pipe.
Computer modeling suggests that absorptive stuffing is still needed to sup-
press higher-order harmonics. The patent teaches that sufficient high-
frequency attenuation can be achieved by simply designing the passive ra-
diator itself as a ‘‘...sound absorbing diaphragm.’’—GLA

5,731,553

43.38.Ja SPEAKER SYSTEM

Patrice Ledoux, assignor to Excel Sound & Art
24 March 1998„Class 181/156…; filed 29 January 1997

The patent describes a conventional single-tuned bandpass system hav-
ing a sealed loudspeaker chamber and a vented sound outlet chamber. The
vent tunnel goes through a box filled with sand or other inert material. ‘‘The
result is extremely clear sound reproduction.’’—GLA

5,740,259

43.38.Ja PRESSURE WAVE TRANSDUCING

Charles Dunn, assignor to Bose Corporation
14 April 1998 „Class 381/90…; filed 28 April 1995

Unwanted resonances in horns or pipes can be attenuated by inserting
stubs, expansion or compression chambers, or resistive screens. Claim 1 of
the patent puts it in a way that may be easier to understand: ‘‘At least one
immitance element...is positioned and dimensioned to reduce audible noise
and alter the frequency response of said system while allowing said pressure
wave waveguide to more efficiently transfer electroacoustical energy be-
tween said electroacoustical transducer and said medium as a result of being
characterized by a waveguide impedance and effective length that reduces
impedance mismatch between said vibratile surface and said medium.’’—
GLA

5,748,759

43.38.Ja LOUDSPEAKER STRUCTURE

James Joseph Croft and Robert C. Williamson, assignors to
Carver Corporation

5 May 1998„Class 381/193…; filed 5 April 1995

A pinched roller96 can serve as the centering spider or outer cone
surround of a loudspeaker while at the same time acting as a negative spring
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to counteract enclosure air stiffness. A separate sensor and air pump can be
used to maintain proper centering.—GLA

5,749,433

43.38.Ja MASSLINE LOUDSPEAKER ENCLOSURE

Michael Jackson, Phoenix, AZ
12 May 1998„Class 181/156…; filed 13 February 1996

Passive radiators26, 28 are separated by a small air space. Additional
vent mass is supplied by duct20. Can this arrangement be made to work?—
yes. Is the design characterized by ‘‘...a significantly reduced volume com-

pared with conventional speaker enclosures providing comparable low fre-
quency response’’?—no.—GLA

5,750,943

43.38.Ja SPEAKER ARRAY WITH IMPROVED
PHASE CHARACTERISTICS

Ralph D. Heinz, assignor to Renkus-Heinz, Incorporated
12 May 1998„Class 181/152…; filed 2 October 1996

By using a quasi-parabolic flare, an array of horns can share a common
acoustic center54. The patent includes a fair amount of questionable theory,

but the design appears to offer practical benefits.—GLA

5,757,942

43.38.Ja SPEAKER UNIT WITH AND IMPROVED
ACOUSTIC EQUALIZER

Yoshiteru Kamatani and Nobuo Fuke, assignors to Sony
Corporation

26 May 1998„Class 381/156…; filed in Japan 13 November 1995

The loudspeaker unit in question is a high-frequency compression
driver and the acoustic equalizer is its phasing plug. In most high-quality
drivers the phasing plug is attached rigidly to the center pole piece, which
also serves as the outermost member of the multiple-element phasing plug.
This patent teaches that this results in a resonant condition that produces
distortion. In the improved version, individual elements are resiliently
mounted.—GLA

5,757,946

43.38.Ja MAGNETIC FLUID LOUDSPEAKER
ASSEMBLY WITH PORTED ENCLOSURE

Andre John Van Schyndel, assignor to Northern Telecom Limited
26 May 1998„Class 381/199…; filed 23 September 1996

An important feature of Thiele/Small loudspeaker analysis is the ob-
servation that electrical and mechanical damping combine to formQ(ts).
To realize a desired response curve in a vented enclosure, for example, we
can choose between an efficient loudspeaker with high electrical damping or
a much less efficient loudspeaker having a highly damped cone suspension.
Squirting magnetic fluid into the magnetic gap of a loudspeaker adds con-
siderable damping to the motion of its voice coil. This patent states that the
resulting overdamped response curve can be extended by mounting the
loudspeaker in a small vented box, exactly as predicted by its Thiele/Small
parameters.—GLA

5,745,585

43.38.Lc DYNAMIC EQUALIZATION METHOD AND
DEVICE

Claude Carpentier, assignor to S L X S.A.R.I.
28 April 1998 „Class 381/103…; filed in France 12 November 1991

First, we are told that the performance of a loudspeaker system in a
room is subject to two kinds of distortion: comb filtering at high frequencies
resulting from interference between direct and reflected sound, and broader
undulations at low frequencies caused by ‘‘non-linearity of the response
curve of the enclosure at the listening angle.’’ Because the effects of mul-
tiple reflections may take as long as 100 ms to stabilize in an ordinary
listening room, it follows that direct and reverberant sound fields can be
separated in time and equalized independently. All that is needed is a suit-
able circuit to discriminate between transient and steady-state conditions and
accordingly switch between the two equalization curves.—GLA

5,751,398

43.38.Md MOTION PICTURE DIGITAL SOUND
SYSTEM AND METHOD

Terry D. Beard, assignor to Digital Theater System, Incorporated
12 May 1998„Class 352/236…; filed 29 November 1990

‘‘Both an analog sound track and a digital time code are placed on a
motion picture sound film. ... The digital audio data itself is stored in a large
capacity high reliability archival storage device rather than on the film.’’
The advantages of this and other separate digital storage schemes include
robust, error-free playback and the ability to provide any number of syn-
chronized audio channels. The major disadvantage is that CDs or DATs
must accompany each film.—GLA
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5,754,664

43.38.Vk VEHICLE AUDIO SYSTEM

David L. Clark and John W. Steuber, assignors to Prince
Corporation

19 May 1998„Class 381/86…; filed 1 August 1994

An array of loudspeakers, perhaps eight in all, is mounted in the head-
liner of an automobile. These are matrixed, delayed, and filtered to provide
enhanced stereophonic reproduction.—GLA

5,757,927

43.38.Vk SURROUND SOUND APPARATUS

Michael Anthony Gerzon and Geoffrey James Barton, assignors
to Trifield Productions Ltd.

26 May 1998„Class 381/20…; filed in the United Kingdom 2 March
1992

A modified decoder for Ambisonics-encoded recordings provides
more stable left/center/right imaging for home theaters and the like.—GLA

5,753,812

43.40.Ph TRANSDUCER FOR SONIC LOGGING-
WHILE-DRILLING

Jeffrey B. Aron et al., assignors to Schlumberger Technology
19 May 1998„Class 73/152.47…; filed 7 December 1995

In order to make sonic logging measurements of a subterranean earth
formation surrounding a borehole during drilling of an oil well, a horizontal
monopole wave~independent of azimuth angle! is generated horizontally by
the acoustic wave transducer shown here in cross section at the level of the
sonic transmitter. Collar13has a central bore32 through which drilling mud
is pumped. Sheath26 has window openings27 behind which are piezo-

ceramic transducer elements20 spaced at equal angular increments.
Twenty-four transducer elements are shown, but as large a number as pos-
sible should be used to increase the monopole-to-multipole amplitude ratio.
In the receiver mode the electrically connected array of elements detects
averaged acoustic waves from the surrounding formation.—DWM

5,495,767

43.40.Yq LASER VIBROMETER

Xingwu Wang and James C. Simpson, assignors to Alfred
University

5 March 1996 „Class 73/657…; filed 26 July 1994

The patent for measuring target vibration rate describes what is essen-
tially a Michelson interferometer with a laser light source with the light
intensity variations due to interference being detected by an optical sensor.
The optical sensor is comprised of a dual photo-diode, diodes separated by
0.5 to 5000 mm, followed by electronic circuitry for processing the signals
from the two diodes.—MDB

5,503,017

43.40.Yq SEMICONDUCTOR ACCELERATION
SENSOR

Masahito Mizukoshi, assignor to Nippondenso Company
2 April 1996 „Class 73/514.36…; filed in Japan 21 May 1993

The figure is a perspective cross section of the sensor element. There is
a pair303 and304 of field effect transistors~FETs!, one on either side of a
movable gate electrode301. The movable gate electrode is constrained to
move in the direction of the arrows. Electrostatic forces on the movable gate

maintain it approximately equidistant between the two FETs in at-rest con-
dition. Motion of the gate causes modulation of current flow in the FETs in
a push–pull mode. The trench recess for the movable gate and the insulating
layer 308 are specific features of the construction.—MDB

5,535,177

43.40.Yq MWD SURFACE SIGNAL DETECTOR
HAVING ENHANCED ACOUSTIC DETECTION
MEANS

W. C. Chin and K. A. Hamlin, assignors to Halliburton Company
9 July 1996„Class 367/81…; filed 7 June 1995

By interposing a one-dimensional waveguide between a pressure trans-
ducer and the point in a conduit carrying drilling fluid~mud! in an oil well
drilling system, an in-well generated pressure signal that acts on the face of
the transducer can be increased~perhaps doubled!. Moreover, this wave-
guide can be filled with a fluid which is lossier than the drilling fluid,
thereby damping out high-frequency noise and improving the signal-to-
noise ratio. This waveguide should be at least a quarter of a wavelength long
at the lowest frequency of interest. The waveguide has been realized using
high-pressure, small-diameter~

1
4 in.! hydraulic hose.—WT

5,748,748

43.50.Ki APPARATUS AND METHOD FOR
INFLUENCING OSCILLATIONS IN THE
PASSENGER COMPARTMENT OF A MOTOR
VEHICLE AND APPARATUS AND METHOD FOR
DETECTING DEFECTS IN A MOTOR
VEHICLE

Matthias Fischer et al., assignors to Fichtel and Sachs AG
5 May 1998„Class 381/71.4…; filed in Germany 26 August 1995

An active control system is described for reducing noise in a passenger
compartment of an automobile. As opposed to more traditional approaches
that use adapt filter coefficients based on the gradient of the mean-square
response of residual sensors, the approach described here uses gain sched-
uling to select ‘‘the best’’ control filter from a set of stored filters. The
selection is based on waveform matching of a set of sensors located
throughout the vehicle that are said to characterize the operating condition,
and therefore appropriate filter to select. The authors also state that discrep-
ancies between actual sensor responses and stored waveforms can be used to
detect operational defects in the vehicle over time.—RBC
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5,748,749

43.50.Ki ACTIVE NOISE CANCELLATION MUFFLER

Scott Miller and J. Clay Shipps, assignors to Noise Cancellation
Technologies, Incorporated

5 May 1998„Class 381/71.5…; filed 25 June 1996

An active-muffler noise-cancellation system is described having a con-
troller, a loudspeaker housing41, and a connecting port42, which enters
into a duct extension43 alongside the exhaust pipe44. The side-by-side
configuration of the exhaust and control piping~44 and 42, respectively!
results in a dipole radiation pattern, which is said to be converted into a
plane wave by the extension duct43. The control system uses either a

reference sensor to detect engine RPM, or a microphone located in the
exhaust pipe. This signal is filtered to create the drive signal to a loud-
speaker located in housing41. The residual sensor46 is placed in the duct
extension. The authors mention many benefits of this configuration, includ-
ing improved efficiency and attenuation over other dipole-oriented active-
muffler designs.—RBC

5,748,750

43.50.Ki METHOD AND APPARATUS FOR ACTIVE
NOISE CONTROL OF HIGH ORDER MODES
IN DUCTS

André L’Espérance et al., assignors to Alumax, Incorporated
5 May 1998„Class 381/71.5…; filed 10 June 1997

This patent describes an active noise control system for control of
higher-order modes of noise propagating within industrial exhaust stacks.
The placement of reference and residual sensors and control loudspeakers is
described in relation to reducing radiation of a pure tone at 320 Hz from a
1.8-m-diam stack, which is excited by two fans. The control approach is a
Filtered-X LMS algorithm implemented on hardware supplied by commer-
cial vendors. The number and locations of residual sensors are determined
using ak-mean algorithm described in a reference.—RBC

5,754,662

43.50.Ki FREQUENCY-FOCUSED ACTUATORS
FOR ACTIVE VIBRATIONAL ENERGY CONTROL
SYSTEMS

Mark R. Jolly et al., assignors to Lord Corporation
19 May 1998„Class 381/71.4…; filed 30 November 1994

This patent discusses how the use of bandpass filters can limit the
frequency range of active control systems designed to reduce interior noise
in airplanes or helicopters. These bandpass filters~analog and/or digital! are
used to send control signals to those actuators~structural or acoustic! in
frequency ranges where each is most effective in reducing interior noise,
while not significantly increasing structural response.—RBC

5,758,311

43.50.Ki VIBRATION/NOISE ACTIVE CONTROL
SYSTEM FOR VEHICLES

Takayuki Tsuji et al., assignors to Honda Giken Koygo K. K.
26 May 1998„Class 701/111…; filed in Japan 16 March 1994

This is another patent describing an active control system for reducing
noise within the passenger compartment of an automobile. The approach
uses gain scheduling to select nominal control filter coefficient from stored
data as a function of suspension-system acceleration levels and vehicle
speed. Once these nominal values are selected, a Filtered-X LMS algorithm
is used to further adapt the coefficients. The use of gain scheduling is said to
allow the control system to respond more rapidly to changes in the transfer
characteristics of the vibration/noise transmission, which are speed or road-
surface dependent.—RBC

5,776,179

43.64.Me METHOD FOR EVALUATING INNER EAR
HEARING LOSS

Tianying Ren and Alfred L. Nuttall, assignors to The University of
Michigan

7 July 1998„Class 607/137…; filed 6 October 1995

The patent describes the use of electrically evoked otoacoustic emis-
sions to evaluate the electromotility of hair cells within the mammalian
cochlea. For individuals with no middle ear function, the same electrical

stimulation at the round window can also be used to implement a cochlear
implant without invasive insertion of electrodes.—DAP

5,771,298

43.66.Yw APPARATUS AND METHOD FOR
SIMULATING A HUMAN MASTOID

Larry J. Davis and Robert Chanaud, assignors to Larson-Davis,
Incorporated

23 June 1998„Class 381/60…; filed 13 January 1997

A simulated human mastoid that can be used to test bone conduction
hearing aids is described. To reduce cost and complexity, the diaphragm of
the device is placed over the opening in an artificial ear. The result is said to
be less expensive, easier to use, and to match better the mechanical imped-
ance specified in ANSI S3.26-1981 than previous commercial attempts to do
so.—DAP
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5,745,648

43.72.Ar APPARATUS AND METHOD FOR
ANALYZING SPEECH SIGNALS TO DETERMINE
PARAMETERS EXPRESSIVE OF
CHARACTERISTICS OF THE SPEECH SIGNALS

Safdar M. Asghar and Mark A. Ireton, assignors to Advanced
Micro Devices, Incorporated

28 April 1998 „Class 395/2.13…; filed 5 October 1994

The patent describes a method of speech analysis using line spectral
frequency~LSF! coding and an efficient mathematical procedure for finding
the roots of a polynomial expressed in LSF coefficients. Trigonometric iden-

tities are exploited to scan the arc of theZ plane unit circle in small steps,
searching for zero crossings of a trigonometric expression.—DLR

5,751,900

43.72.Ar SPEECH PITCH LAG CODING
APPARATUS AND METHOD

Masahiro Serizawa, assignor to NEC Corporation
12 May 1998„Class 395/2.16…; filed in Japan 27 December 1994

This pitch analyzer and the related speech vocoder are able to encode
an accurate representation of the pitch value by computing extracted pitch
lag values for several subframes of the current frame. The extracted pitch
lag values for subframes other than the current or preceeding subframe are
used to predict a lag for the current subframe.—DLR

5,737,485

43.72.Bs METHOD AND APPARATUS INCLUDING
MICROPHONE ARRAYS AND NEURAL
NETWORKS FOR SPEECH/SPEAKER
RECOGNITION SYSTEMS

James L. Flanagan et al., assignors to Rutgers The State
University of New Jersey

7 April 1998 „Class 395/2.41…; filed 7 March 1995

This speech recognition system uses multiple microphones in a linear
array to collect speech from a distant talker, for example, from the other side
of a room. The microphone signals are processed by a neural network to
generate a computed speech signal essentially equivalent to the signal from
a single close-talking microphone. A single signal is in fact used to train the
neural network.—DLR

5,737,486

43.72.Bs PATTERN RECOGNITION METHOD BY
USING REFERENCE PATTERNS EACH OF
WHICH IS DEFINED BY PREDICTORS

Ken-Ichi Iso, assignor to NEC Corporation
7 April 1998 „Class 395/2.41…; filed 10 May 1990

This speech recognition system uses neural network technology for
pattern detection in what is probably the prototypical arrangement of a time-
delay neural network for recognition. Past and present feature vectors are

provided as network inputs while network outputs are taken as word or
phrase indicators. The input is said to cover a longer time span than a typical
hidden Markov model.—DLR

5,745,649

43.72.Bs AUTOMATED SPEECH RECOGNITION
USING A PLURALITY OF DIFFERENT MULTILAYER
PERCEPTION STRUCTURES TO MODEL A
PLURALITY OF DISTINCT PHONEME CATEGORIES

David M. Lubensky, assignor to NYNEX Science & Technology
Corporation

28 April 1998 „Class 395/2.41…; filed 7 July 1994

This isolated word recognizer uses a combination of HMM and neural
network structures to implement phonetic context dependencies while re-
ducing the computational load. Left and right phonetic contexts are grouped
into broad classes for which neural networks are trained using a cascade-
correlation training procedure. Phonetic segmentation is then performed by
HMMs.—DLR

5,749,066

43.72.Bs METHOD AND APPARATUS FOR
DEVELOPING A NEURAL NETWORK FOR
PHONEME RECOGNITION

Paul A. Nussbaum, assignor to Ericsson Messaging Systems,
Incorporated

5 May 1998„Class 704/232…; filed 24 April 1995

This patent describes a development system suitable for designing and
testing a speech recognizer using neural network technology. Acoustic ana-
lyzer details and segmentation and network training methods may be chosen
by the operator and evaluated with respect to system performance.—DLR
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5,749,065

43.72.Gy SPEECH ENCODING METHOD, SPEECH
DECODING METHOD AND SPEECH
ENCODING/DECODING METHOD

Masayuki Nishiguchi and Jun Matsumoto, assignors to Sony
Corporation

5 May 1998„Class 704/219…; filed in Japan 30 August 1994

This CELP vocoder converts the short-term spectral information into
line spectral pairs~LSP! representation for transmission. Separate code-
books are provided for voiced and unvoiced portions of the input with
separate versions of each for male and female speakers. The waveform
during voiced intervals is generated by sine wave synthesis.—DLR

5,751,901

43.72.Gy METHOD FOR SEARCHING AN
EXCITATION CODEBOOK IN A CODE EXCITED
LINEAR PREDICTION „CELP… CODER

Andrew P. DeJaco and Ning Bi, assignors to Qualcomm,
Incorporated

12 May 1998„Class 395/2.25…; filed 31 July 1996

This CELP vocoder uses the mean square error computed over the
analysis window~as is typical! to search the excitation codebook. However,
the window is extended beyond the current excitation vector by the percep-
tual filter length into the next subframe. This accounts for the ringing of the
code vector into the next subframe and results in a symmetrical autocorre-
lation matrix, saving memory and computation time.—DLR

5,740,319

43.72.Ja PROSODIC NUMBER STRING SYNTHESIS

Frederick C. Wedemeier, assignor to Texas Instruments,
Incorporated

14 April 1998 „Class 395/2.75…; filed 24 November 1993

This speech synthesizer for sequences of spoken digits represents the
sound of each digit in two forms, a first part, usually just the initial pho-
neme, and a second form, often the entire word. Stored speech segments for
each digit include versions of one or both forms in different contexts, i.e.,
utterance initial or final or as a digit pair. A total of 13 speech segments are
stored for each digit.—DLR

5,740,320

43.72.Ja TEXT-TO-SPEECH SYNTHESIS BY
CONCATENATION USING OR MODIFYING
CLUSTERED PHONEME WAVEFORMS ON BASIS
OF CLUSTER PARAMETER CENTROIDS

Kenzo Itoh, assignor to Nippon Telegraph and Telephone
Corporation

14 April 1998 „Class 395/2.76…; filed in Japan 10 March 1993

The patent describes a method of speech synthesis based on phoneme
clusters. The system is ‘‘trained’’ by a cluster analysis of linear prediction
spectra from the training speech. For each cluster, the LPC parameters at the

centroid are stored along with a segment of a speech waveform nearest the
centroid, but which has been modified so that the spectrum is closer to the
centroid target.—DLR

5,745,650

43.72.Ja SPEECH SYNTHESIS APPARATUS AND
METHOD FOR SYNTHESIZING SPEECH
FROM A CHARACTER SERIES COMPRISING A
TEXT AND PITCH INFORMATION

Mitsuru Otsuka et al., assignors to Canon Kabushiki Kaisha
28 April 1998 „Class 395/2.69…; filed in Japan 30 May 1994

This speech synthesizer stores short-term spectral descriptors to repre-
sent the phonetic units. During synthesis, a representative waveform is gen-
erated using a sum of cosines method. The input ‘‘text’’ is in the form of a
phonetic transcription augmented by pitch indicators, which govern the ad-
dition of overlapped fundamental period waveforms.—DLR

5,748,838

43.72.Ja METHOD OF SPEECH REPRESENTATION
AND SYNTHESIS USING A SET OF HIGH
LEVEL CONSTRAINED PARAMETERS

Kenneth N. Stevens, assignor to Sensimetrics Corporation
5 May 1998„Class 395/2.7…; filed 24 September 1991

This speech synthesizer control strategy uses models of the human
vocal cord dynamics to generate full sets of synthesizer control parameters
from a smaller number of high-level parameters. The high-level parameters
typically include such items as the glottal fundamental frequency, glottal
opening area, and pressure change constraints. The low-level parameters are
controls for a formant synthesizer such as the Klatt cascade/parallel
model.—DLR

5,749,071

43.72.Ja ADAPTIVE METHODS FOR CONTROLLING
THE ANNUNCIATION RATE OF SYNTHESIZED
SPEECH

Kim Ernest Alexander Silverman, assignor to Nynex Science and
Technology, Incorporated

5 May 1998„Class 704/260…; filed 19 March 1993

This speech synthesis system performs a linguistic phrase analysis
based on specific knowledge of the textual domain, names and addresses
taken from a phone book. The phrase structure information is used to con-
struct improved pitch and duration controls, resulting in speech synthesis
with improved prosodic patterns and better intelligibility.—DLR
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5,734,793

43.72.Ne SYSTEM FOR RECOGNIZING SPOKEN
SOUNDS FROM CONTINUOUS SPEECH
AND METHOD OF USING SAME

Shay-Ping T. Wang, assignor to Motorola, Incorporated
31 March 1998„Class 395/2.41…; filed 7 September 1994

This speech recognizer matches acoustic feature vectors by computing
a discriminant function for each of a number of acoustic classes. The dis-
criminant functions may use any orthogonal basis set, but typically consist
of low-order polynomials. The set of polynomial discriminant weights con-
stitute the classifier output for each acoustic class.—DLR

5,734,794

43.72.Ne METHOD AND SYSTEM FOR VOICE-
ACTIVATED CELL ANIMATION

Tom H. White, Los Angeles, CA
31 March 1998„Class 395/2.84…; filed 22 June 1995

This patent describes an application for a speech recognizer in which
the decoded output is used to select animation cells from a set of cartoon
facial patterns. The sequence of selected cells results in a film of an ani-

mated speaking character which also can display appropriate emotions or
other visual correlates of the processed speech signal.—DLR

5,737,487

43.72.Ne SPEAKER ADAPTATION BASED ON
LATERAL TYING FOR LARGE-VOCABULARY
CONTINUOUS SPEECH RECOGNITION

Jerome R. Bellegarda et al., assignors to Apple Computer,
Incorporated

7 April 1998 „Class 395/25.9…; filed 13 February 1996

This technique for speaker adaptation in large vocabulary speech rec-
ognition systems uses a sort of mapping between hidden Markov model
states corresponding to similar acoustic events from different speakers.

Once a sufficient number of acoustic events has been collected from a new
speaker, the mappings can be used in a predictive manner to aid recognition
of new items from the new speaker.—DLR

5,737,488

43.72.Ne SPEECH RECOGNIZER

Ken-Ichi Iso, assignor to NEC Corporation
7 April 1998 „Class 395/2.65…; filed in Japan 13 June 1994

This speech recognition system uses two stages of hidden Markov
models, one to ‘‘preprocess’’ the acoustic feature vectors, and the second to
perform the usual phonetic sequence matching which leads to decoded out-
put sequences. In order to solve a problem described as ‘‘output probability
discontinuities,’’ the first HMM stage produces an internal state number
which constitutes the input to the second stage.—DLR

5,737,489

43.72.Ne DISCRIMITIVE UTTERANCE
VERIFICATION FOR CONNECTED DIGITS
RECOGNITION

Wu Chou et al., assignors to Lucent Technologies, Incorporated
7 April 1998 „Class 395/2.65…; filed 15 September 1995

This speech recognizer, designed primarily for connected digit se-
quences, includes a second hidden Markov model stage trained specifically
to verify the digits strings decoded by the first HMM stage. Based on the

recognized candidate sequences, a set of confusible alternates is generated.
The verification stage then produces scores for the original and the alternates
and computes a recognition confidence rating.—DLR

5,737,490

43.72.Ne METHOD AND APPARATUS FOR
CONSTRUCTING CONTINUOUS PARAMETER
FENONIC HIDDEN MARKOV MODELS BY
REPLACING PHONETIC MODELS WITH
CONTINUOUS FENONIC MODELS

Stephen Christopher Austin and Peter Vincent de Souza,
assignors to Apple Computer, Incorporated

7 April 1998 „Class 395/2.65…; filed 30 September 1993

This patent describes the speech recognition process as a compromise
between acoustic reality and phonemic classification. In a first training pass,
typical phonetic HMMs are produced using a typical phonemic dictionary.
In a second retraining pass, new HMM states are created according to the
training speech data. Using the coinage of the IBM research group, these
new HMMs are called fenonic models.—DLR
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5,751,898

43.72.Ne SPEECH RECOGNITION METHOD AND
APPARATUS FOR USE THEREIN

Tetsuo Kosakaet al., assignors to Canon Kabushiki Kaisha
12 May 1998„Class 395/2.5…; filed in Japan 3 October 1989

This isolated word speech recognizer is also able to detect the speech
signal within a longer input sequence and concentrate the analysis on the
speech portion. From the input, speech power, average feature vector, and

covariance matrix are computed. Dynamic programming with the Mahal-
anobis distance is performed using the average vector and covariance matrix
rather than separately testing each stored reference pattern.—DLR

5,753,843

43.75.Wx SYSTEM AND PROCESS FOR
COMPOSING MUSICAL SECTIONS

C. Todor Fay, assignor to Microsoft Corporation
19 May 1998„Class 84/609…; filed 6 February 1995

In a multimedia presentation including accompaniment music this sys-
tem allows the observer to interact with the musical audio portion of the
presentation and to vary the style of the musical composition or the shape of
musical sequence without requiring the observer to have an extensive
knowledge of music. The composition itself may also be modified from one
rendition to the next using the controls for the ‘‘composition engine.’’ The
system diagrams are shown in 20 different figures.—DWM

5,532,980

43.80.Nd VIBRATIONAL ANTI-FOULING SYSTEM

C. E. Zarate et al., assignors to Sciencetech, Incorporated
2 July 1996„Class 367/139…; filed 14 November 1994

A transducer and associated controller are described for producing
vibrations of an underwater structure to inhibit the attachment of marine
organisms. The transducer consists of housing10, waterproof coating52,
permanent magnet assembly20, coil winding 32, flexible diaphragm16,
mounting shaft48, and mounting fixture54 which is permanently attached

to underwater structure56 which one wishes to vibrate. Aperture12, cov-
ered with elastic membrane14, constitutes a pressure compensation mecha-
nism. Electrical excitation of the coil32 produces a force which is transmit-
ted to the structure56 via the mounting shaft48.—WT

5,774,563

43.80.Qf COMBINED ELECTRONIC ACOUSTICAL
STETHOSCOPE

Richard J. DesLauriers, Waterbury, CT and James M.
Muskatello, Southington, CT

30 June 1998„Class 381/67…; filed 11 July 1996

A combined electronic and acoustical stethoscope is disclosed in
which a microphone, loudspeaker, signal processor, programmable switch,
and battery are enclosed in a conventional, spoollike head assembly. The
device is said to be able to pick up and digitally record faint heart murmurs
while not being unduly different in appearance from a purely acoustical
stethoscope.—DAP
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Wave decomposition of the vibrations of a cylindrical shell
with an automated scanning laser vibrometera)

Hyun-Gwon Kil,b) Jacek Jarzynski, and Yves H. Berthelot
Woodruff School of Mechanical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332-0405

~Received 18 August 1997; accepted for publication 23 July 1998!

Elastic waves propagating in a cylindrical shell have been detected by an automated scanning laser
vibrometer designed to record both in-plane and out-of-plane surface motion over the surface of the
shell ~32 points axially and 32 points circumferentially!. The structure was freely suspended in air
and excited radially by a shaker at a single frequency, either below or above the ring frequency of
the shell. A wave vector analysis of the data was performed with a fast Fourier transform and an
overdetermined modified extended Prony method. The results clearly show the presence of
longitudinal, shear, and flexural waves above the ring frequency. In addition, the Prony method
reveals the presence of evanescent waves due to mode conversion of the propagating waves near the
ends of the shell. Below the ring frequency, two types of in-plane waves and flexural waves were
identified. The results are in excellent agreement with predictions from the dispersion curves for thin
shells. © 1998 Acoustical Society of America.@S0001-4966~98!01211-9#

PACS numbers: 43.10.Ln, 43.40.Ey, 43.40.At, 43.40.Yq@CBB#

INTRODUCTION

To fully understand the radiation and scattering of sound
from complex elastic structures, it is important to decompose
the vibrational wave field on the structure into its basic com-
ponents~e.g., flexural, extensional, shear, torsional, evanes-
cent, etc.!. This requires measurements over a large portion
of the structure so as to establish the spatial periodicities that
characterize each type of wave. It is in general impractical to
load a structure with a large array of accelerometers and, in
recent years, laser Doppler vibrometery has emerged as a
useful alternative for imaging vibrating structures.1 Commer-
cially available scanning vibrometers are designed to mea-
sure out-of-plane surface motion and, consequently, they are
well suited for the detection of flexural waves but they are
somewhat insensitive to longitudinal or shear waves.

In this paper, we report experimental results obtained
with a fully automated scanning laser vibrometer designed to
simultaneously measure in-plane and out-of-plane surface
motion over a cylindrical shell. The objectives of the re-
search were~a! to develop a fully automated scanning laser
vibrometer, and~b! to establish that longitudinal, shear, flex-
ural waves, and even evanescent waves can be detected sepa-
rately with a laser vibrometer. This work is an extension of
the research presented in Ref. 2. The experimental system is
described in Sec. I. The wave vector analysis of the data is
summarized in Sec. II, and the results are given in Sec. III.

The optical system described in Sec. I is designed to
measure both in-plane and out-of-plane components of sur-
face velocity at the same point on the surface. However, all
the dispersion curves presented in Sec. II are based on mea-
surements of the in-plane velocity component only, because

this is the dominant component for both the longitudinal and
shear waves in the shell. The flexural waves also have a
measurable in-plane velocity component. Measurements of
the out-of-plane component of surface velocity on the above
cylindrical shell are presented in Ref. 3.

I. EXPERIMENTAL SYSTEMS

A. Laser Doppler vibrometer

The basic operational principle of the laser Doppler vi-
brometer ~LDV ! is to detect the change in frequency~or
phase! in the light reflected from a vibrating surface. The
amplitude and phase of the surface velocity is determined
from the measured Doppler frequency shift. The system con-
figuration and signal processing are very similar to those in
laser Doppler anemometry.4 The incident light is focused to
a small spot on the vibrating surface. The surface is rough on
an optical scale and reflects light in all directions including
specular. The incident light spot is so small that the instan-
taneous particle velocity is the same for all the illuminated
surface particles. The main operational principles of LDV
are summarized below. A more detailed description is given
in Refs. 3 and 5.

The optical arrangement of the LDV system is shown in
Fig. 1. The system is designed so that it can be switched,
with a mechanical shutter, from a configuration for measure-
ment of in-plane motion to a configuration for measurement,
at the same point on the surface, of the out-of-plane motion.
A linearly polarized 10-mW He–Ne laser produces a coher-
ent beam with a wavelengthl5632.8 nm. A beamsplitter
deflects approximately 4% of the light energy to form a ref-
erence beam. The remaining 96% of the light passes through
an acousto-optic modulator~Bragg cell! driven by a quartz
oscillator at a frequency of 40 MHz. The Bragg cell is ad-
justed to split the light into two beams of approximately
equal amplitude, where the frequency of one of the beams is

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Present address: Department of Mechanical Engineering, Suwon Univer-
sity, Korea.
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shifted by f B540 MHz. The frequency-shifted beam is nec-
essary for heterodyne detection.

The light beams are coupled into polarization maintain-
ing single mode fibers, and carried to the laser probe head.
Use of the fibers allows the probe head to be mechanically
decoupled from the optical bench, and provides the flexibil-
ity needed for the scanning measurement technique. The
probe head is designed to take full advantage of optical fiber
technology. It is compact~about 4 cm34 cm31 cm) and it
can be scanned along the structure at a distance of about 1.5
cm. The probe head consists of two graded-index~GRIN!
cylindrical lenses as transmitting optics, mounted on a Lexan
plate. The angle between the incident beams is 2a522°.
The two GRIN lenses produce two focused laser beams that
are made to overlap on the vibrating surface. The transmit-
ting fibers are oriented and positioned in front of the GRIN
lenses so that the same polarization state is kept for the two
incident beams. This increases the fringe contrast of the in-
terference pattern and, therefore, the signal-to-noise ratio of
the measuring system. A third GRIN lens, placed at the bi-
sector of the two incident beams, is used to collect the light
scattered from the vibrating structure. A multimode fiber
~graded index, 62.5/125mm! is attached to this lens and
transfers the scattered light from the vibrating surface to a
photodetector~an avalanche photodiode!. The signal output
of the photodiode is an FM signal whose carrier frequency is
40 MHz and whose instantaneous phase is proportional to
the displacement of the vibrating surface or, alternatively,
whose instantaneous frequency deviation from the 40-MHz
carrier signal is proportional to the instantaneous surface ve-
locity of the vibrating structure.2,4

The change in frequency~or phase! of the light reflected
from the vibrating surface is related to the surface motion as
follows. Consider a vibrating surface with the instantaneous
displacement

r̃ 5uẽx1wẽz , ~1!

whereu andw correspond to in-plane and out-of-plane com-
ponents of displacement vectorr. To detect the phase change

due to the in-plane vibration the system is configured as
follows. The shutter is moved to block the reference beam.
The two laser beams from the Bragg cell are projected into a
single spot on the surface with an angle 2a between the
corresponding incident wave-number vectorsk̃1 and k̃2 ,
which are symmetric with respect to the normal to the sur-
face. The interference of the two speckle fields originating
from the incident waves is detected along the directionk0

normal to the surface. The relative phase change between
beam 1 and beam 2 is given by

Df5~ k̃22 k̃1!• r̃ 5
4p

l
~sin a!u, ~2!

wherel is the wavelength of the laser light.
In this paper, the probe with the above configuration was

used to measure the in-plane vibration field over the cylin-
drical shell. However, the probe can also be configured to
detect the out-of-plane surfaces vibration as follows. The
shutter is now used to block one of the light beams from the
Bragg cell~the beam whose frequency was not shifted!. For
the remaining, frequency-shifted light beam, the light wave
scattered alongk̃0 is made to interfere with the reference
wave derived directly from the laser as shown in Fig. 1. This
configuration allows one to detect the phase change due to a
combination of in-plane and out-of-plane surface vibrations,
which takes the form

Df5~ k̃02 k̃1!• r̃ 5
2p

l
@~sin a!u1~11cosa!w#. ~3!

Knowing the phase change due to in-plane surface vibration
in Eq. ~2!, one can deduce the phase change due to the out-
of-plane surface vibration.

The interference of scattered light generates the electric
current at the photodetector. It takes the form

i ~ t !5C@ 1
2E1

21 1
2E2

21E1E2 cos~vBt1Df1Dc!#, ~4!

whereC is a constant which includes the quantum efficiency
and the gain of the photodetector.E1 andE2 are magnitudes
of the electric fields of the two scattered light signals for
in-plane surface vibration measurement. For the out-of-plane
vibration measurementsE1 is the magnitude of the scattered
light signal andE2 is the magnitude of the reference light
beam. The frequencyvB52p f B is an additional frequency
shift ( f B540 MHz), which is required for heterodyne
detection4 of the surface vibration.Dc is the phase difference
of the two light beams incident into the photodetector due to
random fluctuations in environmental conditions, including
temperature fluctuations and random vibrations in the optical
system.

Equation~4! is based on the assumption that the electric
fields of the scattered light are plane and coherent waves.
However, in practice the vibrating reflecting surface is rough
on the scale of optical wavelength and the scattered waves
are not plane. When coherent light waves are scattered from
a rough surface, a complex interference pattern of bright and
dark spots is formed called the speckle pattern.6 It can be
shown7,8 that the speckle effect reduces the amplitude of the
ac signal, and the ac current generated in the photodetector is

FIG. 1. Optical arrangement of the laser Doppler vibrometer. The two light
beams are incident symmetrically on the vibrating surface and 2a is the
angle between them.f 0 is the optical frequency andf B is the additional
frequency shift produced by the acousto-optic modulator.
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i ac5CF0E1E2 cos~vBt1Df1Dc!, ~5!

whereF0 is the fringe visibility which depends on the statis-
tics of the reflecting surface, and accounts for the speckle
effect. Considering harmonic surface vibration at frequency
vs with in-plane componentu5A cos(vst1w), the ac cur-
rent takes the form

i ac5CF0E1E2 cos„vBt1m~ t !1Dc…, ~6!

wherem(t) is the frequency modulation from the vibrating
surface, which for the in-plane component takes the form

m~ t !5
4pA

l
sin a cos~vst1w!. ~7!

There are two basic methods to extract information
about the modulation index: spectral analysis and FM de-
modulation. The former has the advantage of being an abso-
lute measurement of the corresponding displacement compo-
nent. The latter is more appropriate for measurements of
transient vibration signals and for wave vector analysis,
which requires detection of the phases as well as the ampli-
tudes of the vibration signals. In the present study FM de-
modulation with a phase locked loop~PLL!9 was used to
obtain the amplitudeA and phasew of the surface vibration.

A schematic diagram for the detection system is shown
in Fig. 2. After filtering the low frequencies, the signal is
amplified and mixed with a 40.1-MHz signal generated by a
crystal oscillator. Mixing the signals produces a downshifted
signal at 100 kHz that is still modulated by the phase varia-
tions due to the surface vibration. After amplification and
filtering of the 100-kHz FM signal, the signal is demodulated
by a calibrated phase-locked loop~PLL!.9 The output signal
from the PLL is the vibration signal, proportional to the in-
stantaneous surface velocity at the focal point where the two
beams overlap. The vibration signal is displayed on a digital
oscilloscope. A GPIB board is used to transfer the vibration
signal data from the digital oscilloscope~Tektronix 2430A!
to a system computer.

Typical operating conditions for the LDV system are as
follows. The light power of each beam incident on the vi-
brating surface is 1.7 mW. Each beam is focused on the
surface~which is rough on the scale of an optical wave-
length! to a circular spot with about 50mm diameter. Light is

reflected diffusively in all directions by the surface. The av-
erage light power received by the photodiode is about 2.5
mW. The fringe visibility factorF0 was measured and found
to be F0'0.1 for a number of rough surfaces including
lathe-finished metallic surfaces. The minimum detectable
displacement amplitude was determined experimentally to be
;1 nm in the frequency range of 200 Hz–20 kHz, with a
bandwidth of;1 kHz in the receiving electronics, and with
averaging the signal 64 times to reduce noise. The accuracy
of the displacement measurement was determined by com-
paring the LDV data with measurements made using a cali-
brated accelerometer. The LDV measurements agreed with
the accelerometer to within;1 nm. The repeatability of the
measurements was also found to be;1 nm. The dynamic
range of the system, for displacement measurements, is 50
dB. The lower limit is the minimum detectable displacement
of 1 nm. The upper limit is set by the maximum deviation
~;40 kHz! in frequency which the PLL can track. This cor-
responds to a displacement of;300 nm at 10 kHz. The
frequency range of the system is set by the PLL demodula-
tor. The response of the demodulator used was flat over the
range 200 Hz–20 kHz. However, the optical probe has a
very wide response, extending from very low frequencies to
above 100 MHz. The above probe was used recently to de-
tect Lamb waves in a thin plate at frequencies around 1 MHz
~this data will be reported separately!. The only change re-
quired in the system for these measurements was to replace
the PLL demodulator with a broadband FM discriminator. At
frequencies below 100-Hz environmental noise~temperature
fluctuations and vibration! increases significantly in the sys-
tem.

The alignment of the optical probe is critical. First the
two transmitting GRIN lenses are aligned so that the incident
light beams are in the same plane. For each lens this is done
with a single, fine-threaded screw which controls the vertical
elevation of the lens. During assembly the light from each
transmitting lens is focused at a point corresponding to the
location of the vibrating surface. This focusing is accom-
plished as follows. Each GRIN lens is mounted in a metal
tube and the optical fiber is mounted in a ferrule which slides
in the lens tube. The ferrule is moved in the tube until the
end of the fiber is at the right distance from the lens to obtain
the desired focal length. The spot size of the incident light at
the focal point is about 50mm. Once the two incident light
beams are adjusted to be coplanar the overlap of the incident
light spots on the vibrating surface is optimized by moving
the optical probe towards or away from the surface until the
amplitude of the 40-MHz carrier signal from the photodetec-
tor is maximum. After the above alignment of the transmit-
ting lenses, the receiving GRIN lens is aligned. This lens
must be aligned both vertically and horizontally. This is most
conveniently achieved by sending light down the multimode
fiber and using the lens as a transmitting lens during the
alignment procedure. First, the distance of the fiber end from
the lens is adjusted so that the lens-fiber combination is fo-
cused on the vibrating surface. Then, a fine-threaded screw is
used to align the lens vertically so that the light beam from
this lens is the same~horizontal! plane as the light beams
from the transmitting lenses. Finally, a second screw is used

FIG. 2. Electronic system used to detect the vibrating surface velocity.
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for alignment of the lens in the horizontal plane, so that its
focal point coincides with the overlapping spots of the trans-
mitting lenses. When the system is used for vibration mea-
surements the above GRIN lens collects light reflected from
the vibrating surface. The direction for this reflected light is
nonspecular and light is scattered in the direction of the re-
ceiving lens only when the surface is rough on an optical
scale. The above alignment procedure optimizes the level of
light collected into the multimode fiber by the receiving
GRIN lens.

B. Cylindrical shell

The experimental model is a thin cylindrical shell made
of type 304 stainless steel. The nominal dimensions of the
shell, as given by the manufacturer, are as follows: radius
a57.55 cm, thickness h50.15 cm, and length l
593.39 cm. The tolerances for the above dimensions are
stated by the manufacturer to be610%. Handbook values
for the properties of the shell steel are: Young’s modulusE
520.031010 Pa, Poisson’s ration50.283, and densityr
57900 kg/m3. ~These values were used to calculate the dis-
persion curves shown in Figs. 6 and 8.!

In order to approximate the free–free boundary condi-
tions at both ends of the shell, the shell is held between two
aluminum end caps with four uniformly spaced pieces of
compliant materials such as neoprene and corprene along
each end of the shell, as shown in Fig. 3. The two end caps
are attached to each other by means of three threaded long
rods which passed inside the shell. A brass rod is clamped
into the center of the top end cap. It provides vertical sus-
pension from the rotary table. The shell is excited by a pi-
ezoelectric shaker driven with a continuous harmonic signal.
The shaker is mounted normally to the shell with a 4-40 stud
located 30 cm~0.32L! above the bottom of the shell.

C. Automated scanning and focusing algorithm

Wave vector analysis of structural vibrations requires
extensive vibration field data over a large portion of the
structure. For practical implementation, it is therefore impor-
tant to design a laser vibrometer with automated scanning
capability and automated alignment of the optical head at

each data point. Scanning was accomplished by means of a
computer-controlled, stepper motor-driven vertical linear po-
sitioner and rotary table which provided two degrees of free-
dom for the cylindrical geometry as shown in Fig. 2. Motion
of the probe head toward or away from the shell~horizontal
axis! was accomplished by a computer-controlled stepper
motor-driven positioner controlling the overlapping and fo-
cusing of the two beams on the surface of the shell.~The
angle between the two beams is fixed at 22° and it is not an
adjustable parameter in the focusing algorithm!. This hori-
zontal positioner has a fine enough step~12.7-mm advance
per step with accuracy within 0.0125 cm/m! to achieve fo-
cusing of the two beams.

The key element in the detection system is to obtain a
stable FM signal. An FM signal with large and stable ampli-
tude indicates that the two beams overlap well and produce a
good fringe contrast, thus ensuring accurate demodulation of
the signal to extract the surface velocity data. A good mea-
sure of the amplitude and stability of the FM signal is its rms
value. Therefore, the automated focusing algorithm is based
on measuring the rms value of the FM signals as the probe
head moves toward the surface by means of a computer con-
trolled, fine stepping motor. Figure 4 shows typical pattern of
the rms value of the 40-MHz FM signal as a function of the
distance of the probe to the vibrating surface, clearly indicat-
ing the range where one should take the data, i.e., demodu-
late the FM signal. Alignment is performed manually for the
initial data point of the scan over the cylindrical structure
and this optimum distance is used as an assumed optimum
distance when the probe is repositioned to the next consecu-
tive data point in the scan. After the first point of the scan,
the system is fully automated. The probe head moves by
steps of 25mm toward and away from the shell, in a pre-
scribed range~e.g.,6800 mm around the assumed optimum
distance!. At every step, the rms value of the 40-MHz FM
signal is directly acquired from channel 1 on the oscillo-
scope. The optimum distance is found by comparing the
measured rms values and, after scanning the full range, the
probe head moves back to the newly determined optimum
distance for the probe head. The newly acquired maximum
rms value of the FM signal is stored in the computer. If the
new amplitude of the FM signal is within some range of the
maximum value~e.g., 80%!, the FM signal is ‘‘accepted’’

FIG. 3. Mounting, scanning, and driving setup for the cylindrical shell.

FIG. 4. Amplitude of the 40-MHz frequency modulated carrier signal as a
function of the perpendicular distance from the optical probe to the vibrating
surface.
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and demodulated by the phase-locked loop. The demodu-
lated vibration signal is averaged~usually 64 times! to im-
prove the signal-to-noise ratio at the oscilloscope. The signal
is then stored as a data file in the system computer. The same
procedure is repeated at the next data point in the scan
around the cylinder. All those procedures are controlled by a
computer program except for the manual alignment at the
initial data point.

D. Measurement procedures

In the experiments reported in this paper, the shaker was
driven with a continuous single frequency signal. In order to
identify the low- and high-frequency characteristics of wave
propagation on the shell, two frequencies were chosen, one
below and one above the ring frequency of the shell. For a
thin cylindrical shell the ring frequencyf r5cp/2pa, wherea
is the radius of the shell andcp5„E/@r(12n2)#…1/2 is the
plate velocity. The frequencies chosen were 9238 Hz and
18 275 Hz, respectively, because a good signal-to-noise ratio
was observed at those frequencies which correspond to
0.84f r and 1.65f r , respectively. The circumferential and
axial components of the vector displacement were measured
at f 518 275 Hz by positioning the probe head either along a
circumferential line or along an axial line, i.e., by rotating
the probe by 90°. Measurements were made over an area
defined byz540.38 cm toz5L593.39 cm, andf50 to
2p, wherez50 refers to the bottom end of the cylinder, and
(z530 cm, f50) refers to the location of the shaker. The
axial component of the vector displacement was measured
over the surface of the shell, above the shaker, atf
59238 Hz. The spacing of the measurement points over the
scanning area was determined so as to avoid spatial aliasing.
It led to the choice of 32 points circumferentially and 32
points axially at both frequencies.

II. WAVE VECTOR ANALYSIS

Elastic waves excited at a given frequency travel in the
shell at different phase velocities and in different directions,
according to the dispersion relation. Each wave belongs to
one of three types:10 ~1! a propagating wave with purely real
wave number;~2! an evanescent wave with a purely imagi-
nary wave number;~3! an oscillatory decaying wave with a
complex wave number. The propagating waves include fast
waves~longitudinal, shear! with low wave numbers and slow
waves~flexural! with high wave numbers. The wave vector
representation of the spatial motion allows the identification
of the wave numbers and therefore permits a separation into
the contributions from each type of wave to the overall struc-
tural vibration.

Consider the displacement field defined by the axial, cir-
cumferential, and normal components of the displacement
vector @u(a,f,z, f ), v(a,f,z, f ), w(a,f,z, f )# over
the surface of the cylindrical shell of radiusa for the cylin-
drical coordinates (r ,f,z) and with the suppressed time de-
pendencee2 i2p f t at a frequencyf. The wave vector decom-
position is based on the Fourier transforms of the

displacement componentsu, v, and w into helical wave
components11 U, V, andW. For example, the Fourier trans-
form of u(a,f,z,t) is expressed as

U~n,kz , f !5
1

2p E
0

2p

df e2 infE
2`

`

dz e2 ikzz

3E
2`

`

dt e2 i2p f tu~f,z,t !, ~8!

where n is the wave number index in the circumferential
direction andkz the wave number in the axial direction. The
quantityU physically represents the complex amplitude of a
helical wave propagating in the direction defined by the
wave vectork̃5kzẽz1(n/a)ẽf . Once the spatial distribution
of the displacement fieldu(f,z,t) is measured, the complex
amplitudeU(n,kz , f ) can be predicted by taking the time
and spatial Fourier integral transform ofu(f,z,t). The three
dimensional plot of the magnitudes of the complex ampli-
tudes in the wave number plane gives the so-called helical
wave spectrum from which the dominant waves can be iden-
tified.

The fast Fourier transform~FFT! algorithm is well
suited to perform the wave vector representation of Eq.~8!
provided that the spatial sampling in the circumferential and
axial directions is fine and long enough to detect the period-
icities of interest on the shell with good resolution and with-
out any spatial aliasing. In the experiments reported below,
the FFT method was appropriate in the circumferential direc-
tion but it was inaccurate in the axial direction because of the
relatively short length of the shell in terms of the longitudi-
nal wavelength. Furthermore, the FFT algorithm fails to
identify the imaginary wave numbers~evanescent waves, or
decaying waves! because the vibration signal is represented
as a summation of harmonic contributions by propagating
waves with real wave numbers. Therefore, for the axial wave
number decomposition we have used the extended Prony
method.12 The Prony method models the data with exponen-
tials of arbritary complex amplitudes~magnitudes and
phases! and complex wave numbers~wave numbers and
damping terms! which are found by a least-square minimi-
zation of the difference between the original and the recon-
structed data sets. The detailed algorithm can be found in
Ref. 12. The method is well suited for cases where the data
are indeed a sum of complex exponentials and when the
order of the model~i.e., the number of exponentials! can be
correctly guessed. It is then a very effective algorithm, even
if the number of original data points is relatively small. How-
ever, the method is very sensitive to noise in the data. The
overdetermined modified extended~OME! Prony method12

has been developed precisely to increase the robustness of
the method to noise inherent in any real data. The basic idea
behind the OME Prony method is to perturb the system and
observe the behavior of the poles~wave numbers! in the
complex plane. The physical poles remain at a constant lo-
cation while the noise-induced poles wander in the complex
plane. The reader is referred to Refs. 12 and 13 for a more
elaborate discussion on the procedure.
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III. RESULTS

A. Above the ring frequency

Figure 5~a! shows the helical wave spectrum
U(n,kz , f ) obtained by the OME Prony decomposition of
the axial displacement fieldu(r 5a,f,z,t) measured with
the laser vibrometer at the frequency 18 275 Hz, or 1.65
times the ring frequency. Similarly, Fig. 5~b! represents the
helical wave spectrumV(n,kz , f ) obtained from the mea-
sured circumferential displacementsn(r 5a,f,z,t) at that
same frequency. Each peak on the helical wave spectrum is
associated with the amplitude of a wave propagating in the
direction defined by the corresponding wave number vector.
Strong peaks appear in the low wave number region while
weak peaks appear in the high wave number region. The
strong peaks are associated with in-plane waves~longitudinal
and shear waves! which dominantly excite the in-plane mo-
tion of the shell at that frequency. It should be noted that the
OME Prony decomposition allows one to resolve effectively
the low wave number peaks, whereas results based on the
FFT decomposition~not shown here! were unable to do so.
In order to relate the peaks of the helical wave spectra to a
given type of wave, it is instructive to plot the predicted
dispersion curve of the shell~based on Donnell’s10 shell
equations! and compare the result with the measured peaks
of the helical wave spectra shown in Fig. 5. The results are
shown in Fig. 6 in which the solid lines are the predictions
with the outermost line representing the flexural waves, the

middle one representing the shear waves, and the innermost
one following the longitudinal waves. In Fig. 6, the small
circles correspond to the measured wave numbers which are
in excellent agreement with the predicted values. Clearly,
surface measurements obtained by laser vibrometry can be
used to separate the contributions of longitudinal, shear, and
flexural waves propagating in a cylindrical shell excited har-
monically above its ring frequency.

Analysis of the measurements at 18 275 Hz showed that
the helical wave spectra determined from the axial displace-
ment field, u(a,f,z,t), and from the circumferential dis-
placement field,v(a,f,z,t), were very similar, as shown in
Fig. 5~a! and~b!, respectively. The only difference is that the
amplitudes of the slow, flexural waves are greater in the
spectrum determined from the axial displacement. The rea-
son for this difference in amplitudes is not clear. However,
the fast wave~extensional and shear! spectra are the same,
whether determined fromu(a,f,z,t) or from v(a,f,z,t).
Therefore, at the frequency, 9238 Hz, below the ring fre-
quency only the axial displacement field was measured.

B. Below the ring frequency

Figure 7 shows the helical wave spectrumU(n,kz , f ) of
the measured axial displacement field at a frequency 9238
Hz ~0.84 times the ring frequency of the shell!. Four strong
peaks are present in the low wave numbers region and weak
peaks follow a ‘‘figure 8’’ pattern which is characteristic of
waves excited below the ring frequency.11 Figure 8 shows a
comparison of the predicted dispersion curves with the mea-
sured data. The elliptic curve around the origin of the wave
number plane corresponds to in-plane waves~type I! whose
characteristics change from longitudinal wave mode to shear
wave mode as their propagation directions rotate from the
axial direction (n50) to the circumferential direction (kz

50). The ‘‘figure 8’’ curve is associated with two different
types of propagating waves. The top and bottom of the ‘‘fig-
ure 8’’ curve correspond to flexural waves whereas the dip
near small values ofn is associated with in-plane waves

FIG. 5. ~a! Helical wave spectrumU(n,kz , f ) of the measured axial dis-
placement field atf 518 275 Hz, using the FFT for the circumferential de-
tection and the OME Prony method for the axial direction.~b! Helical wave
spectrumV(n,kz , f ) of the measured circumferential displacement field at
f 518 275 Hz, using the FFT for the circumferential detection and the OME
Prony method for the axial direction.

FIG. 6. Comparison between wave number reconstruction from the experi-
mental data~circles! and the theoretical dispersion curves~solid lines! cal-
culated atf 518 275 Hz.
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~type II! whose phase velocities are smaller than the speed of
either longitudinal or shear waves propagating in the axial
direction. Again excellent agreement is obtained between
theoretical predictions and experimental values.

It should be noted that the characteristics of flexural
waves are very sensitive to the thickness of the shell while
those of in-plane waves have little dependence on it. Thus
the dispersion curves of flexural waves are very sensitive to
the variations of the thickness of the shell. Note that the
actual thickness of the shell is within the permissible varia-
tion of 610% relative to the thicknessh, which has been
provided by the manufacturer and satisfies the ASTM
~American Society of Testing and Materials! standards. The
average value of thickness measured at both ends of the shell
was 0.89h. In Figs. 6 and 8, theoretical dispersion curves
were evaluated with the thickness 0.9h to fit the experimen-
tal results at both frequencies.

C. Evanescent waves

An interesting result occurs when the OME Prony
method is used to analyze separately the axial wave field for
n53 along the length of the shell, i.e., when evaluating
U(n53,z, f ) at f 59238 Hz. The result is shown in Fig. 9

where the horizontal axis is the axial location along the
length of the shell and where the vertical axis is the normal-
ized amplitude of the axial wave field forn53. The solid
line represents the measured data from one end of the shell to
approximately the center of the shell. It clearly reveals the
presence of an evanescent wave that extends from one end of
the shell to its mid-point. The OME Prony decomposition of
the axial data shows the presence of a wavenumber such that
kza520.1110.92i . This value is in good agreement with
the theoretical valuekza50.98i calculated from the disper-
sion relations based on Donnell’s shell equations. Details of
the calculation of these dispersion relations, and of the dis-
persion curves shown in Figs. 6 and 8, are given in Ref. 3.

These evanescent waves~large imaginary wave number!
are the result of the mode conversion of the flexural waves
into evanescent waves at the end of the shell. The evanescent
waves are usually generated and localized to the region close
to the structural discontinuities or the source point. However,
the result in Fig. 9 shows that a strong evanescent wave field
can be excited along about half the length of the shell.

IV. SUMMARY

An automated scanning laser vibrometer has been de-
signed, built and tested. There have been a number of previ-
ous publications on laser Doppler vibrometry, and several
Doppler vibrometers are commercially available. Therefore,
it is of interest to compare the present design with those
previously reported. The new features of the design pre-
sented here are the combination of~1! simultaneous mea-
surement, at the same point, of the out-of-plane and in-plane
components of surface motion, and~2! the capability to au-
tomate these measurements with computer controlled scan-
ning over the vibrating surface. The optical probe described
here is a new design developed specifically to achieve the
above measurement capabilities. In particular, by positioning
the probe close to the vibrating surface it is possible to main-
tain a relatively large angle~22° in the present design! be-
tween the two incident light beams. This improves the accu-
racy of measurement of the in-plane component of the
surface velocity. The majority of commercial vibrometers

FIG. 7. Helical wave spectrumU(n,kz , f ) of the measured axial displace-
ment field atf 59238 Hz, using the FFT for the circumferential direction
and the OME Prony method for the axial direction.

FIG. 8. Comparison between wave number reconstruction from the experi-
mental data~circles! and the theoretical dispersion curves~solid lines! cal-
culated atf 59238 Hz.

FIG. 9. Decomposition of the axial wave field forn53 from the experi-
mental data by means of the OME Prony method to illustrate the presence of
an evanescent wave.
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measure the component of surface motion along the direction
of the incident light. Simultaneous measurements of in-plane
and out-of-plane surface velocity components have been re-
cently reported by Vignolaet al.14 and Bayonet al.15 How-
ever, neither Ref. 14 nor 15 report on any capability to au-
tomate these measurements for scanning.

Currently there is interest in the structural acoustics
community in extending the laser Doppler vibrometer to un-
derwater operation. However, this extension is not simple.
There are design issues because water is a much denser me-
dium than air and the sound field in water can couple
strongly to the optical probe. Also, the sound field in the
water modulates the refractive index of water and this can
lead to a phase shift in the reflected light beam which is
added to the phase shift produced by surface vibration. The
above design issues are discussed in Ref. 5.

The laser vibrometer was used to measure the axial and
circumferential components of the displacement field over
the surface of a cylindrical shell freely suspended in air,
radially excited by a shaker at a single frequency. The data
were collected over a set of 32 points circumferentially and
32 points axially. A wave vector analysis of the data was
performed with a fast Fourier transform~for the circumfer-
ential direction! and an overdetermined modified extended
Prony method~for the axial direction!. The results clearly
show the presence of longitudinal, shear, and flexural waves
above the ring frequency. In addition, the Prony method re-
veals the presence of evanescent waves due to mode conver-
sion of the propagating waves near the ends of the shell.
Below the ring frequency, two types of in-plane waves and
flexural waves were identified. The results are in excellent
agreement with predictions from the dispersion curves for
thin shells.
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Sound absorption in concert halls by seats, occupied
and unoccupied, and by the hall’s interior surfacesa),b)
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From experimental data in concert and opera halls, absorption coefficients were determined for
audience seating, unoccupied and occupied, of different constructions, and for gypsum, wood,
plaster, and concrete interior surfaces of various thicknesses and densities. A total of ten halls were
involved in the bare hall~before seats were installed! analysis, yielding ‘‘residual’’ absorption
coefficients, i.e., coefficients for those areas not including the areas to be covered by the seating. In
ten halls reverberation times were measured after installation of the seats~unoccupied! and in seven
of these halls at concerts with seats fully occupied. The seating absorption coefficients are presented
for ‘‘acoustical’’ audience areas, i.e., with a 0.5-m-wide edge around each seating block. The results
are compared with the data of Appendix 5 in Beranek@Concert and Opera Halls: How They Sound
~Acoustical Society of America, Woodbury, NY, 1996!#. The sound absorption data presented for
interior surfaces and audience areas should permit more accurate estimation of reverberation times
as a function of frequency for large halls during the planning stage. ©1998 Acoustical Society of
America.@S0001-4966~98!02511-9#

PACS numbers: 43.10.Ln, 43.55.Fw, 43.55.Gx, 43.55.Hy@JDQ#

INTRODUCTION

Although the oldest of the important measurable acous-
tical attributes of rooms is reverberation time RT~Sabine,
1900!, it has been difficult to accurately predict RT as a
function of frequency in concert halls. Tables of absorption
coefficients for various internal surfaces assembled over the
years~Egan, 1988; Fry, 1988; Harris, 1991; Beranek, 1996!
have not been applicable to concert halls. Least understood
of all is the absorption of chairs and of audiences seated in
them in auditoriums, a subject that this paper addresses, and
which is receiving increasing attention~Bradley, 1996;
Davieset al., 1994; Kirkegaard, 1996; Hidakaet al., 1996;
Beranek, 1996!. A survey of 30 consulting firms in 1990
revealed that for fully completed large halls, before the
chairs were installed, reverberation data were available for
only two ~Veneklasen, 1964; Commins, unpublished!. As
part of this study we have assembled data on eight more, one
by subtracting the known chair absorption.

In this paper absorption coefficients for seats and audi-
ences in the halls and a table of sound absorption coefficients
for a range of interior surfaces are presented. These data are
compared with those published in Appendix 5 of Beranek
~1996!.

I. FORMULAS, DEFINITIONS, AND TERMINOLOGY

A. Sabine or Eyring Formula?

A question unanswered since the derivation of the rever-
beration equation credited to Eyring~1930! has been which
equation to use when calculating room reverberation times,
that by Eyring or the earlier one by Sabine? In seeking an
answer to which to employ, we have used both a standard
reverberation chamber and newly built bare~no seats in-
stalled, otherwise fully finished! concert halls as reverbera-
tion chambers. It is logical that if either of the formulas is
used to derive absorption coefficients from the reverberation
times measured in actual concert halls, the same formula

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Presented at the 133rd meeting of the Acoustical Society of America, State
College, Pennsylvania, 19 June 1997@J. Acoust. Soc. Am.101, 3134~A!
~1997!#.

FIG. 1. Application of sound absorption coefficients measured by different
methods to the prediction of reverberation times in the Vienna Grosser
Musikvereinssaal. Using the Sabine reverberation equation, the K&K and
ISO curves for reverberation time were calculated from reverberation cham-
ber measurements using the methods of the ISO and Kath and Kuhl papers
in the list of references. The C&OH curve was calculated from the method
given in Beranek~1996, Appendix 5!. From Hidakaet al. ~1996!.
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must be used when making use of those absorption coeffi-
cients in calculating RTs for other concert halls. The ratio-
nale is that all concert halls should have similar reverberant
fields because their floor surfaces are highly absorbent~by
the chairs or the audience! and the walls and ceiling are
highly reflective. Also, absorption by the audience is gener-
ally 75%–85% of the total. The procedure of deriving ab-
sorption coefficients in real concert halls, using the Sabine
formula, and then applying them to the prediction of RTs in
other concert halls has been presented in Beranek~1996! and
was examined in detail earlier~Beranek, 1962, 1969; Kosten,
1965!.

There is another need. When consulting on the design of
concert halls, where predicting reverberation times is neces-
sary, engineers may be interested in testing a variety of
chairs, for example, unoccupied and occupied. Usually, less
than 20 chairs are available, so that they must be tested in a
standard reverberation chamber for their sound absorbing
properties. Which formula is proper for calculating RTs in a
concert hall when using the absorption coefficients obtained
in a reverberation chamber?

The authors addressed this problem by making measure-

ments of absorption coefficients for 20 chairs, occupied and
unoccupied, of 4 different types, in a standard reverberation
chamber~ISO 3741! ~Hidaka et al., 1996!. We employed
two methods of test for the chairs, one of which is recom-
mended in ISO 345 and the other was developed by Kath and
Kuhl ~1965!. The coefficients so obtained were then used to
determine their efficacy in predicting measured reverberation
times in Boston Symphony Hall, Vienna Grosser Musikvere-
inssaal, Tokyo Hamarikyu Hall, and Mitaka~Japan! Munici-
pal Hall. The efficacy of Appendix 5 of Beranek~1996! was
also evaluated.

The three methods were consistent in their degrees of
ability to predict the RTs in all four halls, of which the data
of Fig. 1 for the Vienna hall are an example. We found that
using the Sabine reverberation equation with the reverbera-
tion chamber coefficients, the Kath and Kuhl~K&K ! method
predicted concert hall RTs satisfactorily for the 500–4000
Hz octave bands. The K&K method was closer than the ISO
method. However, for the 125- and 250-Hz octave bands, the
reverberation chamber absorption coefficients were much too
small, i.e., the predicted RTs for actual halls with them were
much too high. The Appendix 5 method predicted the RTs

TABLE I. Sample calculations of residual absorption in concert halls.

1. Calculation of residual sound absorption Munich, Fubertssaal in Schloss Nymphenburg

Name of area
Area
sq m

Alpha or
absorp.

Frequency, Hz

125 250 500 1k 2k 4k

Ceiling, walls and balcony surfaces alpha 0.140 0.123 0.084 0.063 0.061 0.041
30-mm plaster 1107 absorption 154 136 93 70 68 45

Floor, concrete, no seats alpha 0.01 0.02 0.02 0.02 0.02 0.02
S(A) 374 absorption 4 7 7 7 7 7

Total absorption,A 1481 sq m 158 143 100 77 75 52

Av. absorption coefficient, bare hall 0.107 0.097 0.068 0.052 0.051 0.035
Residual coef.~w/o floor! 1107 0.14 0.12 0.08 0.06 0.06 0.04

Calculated and measured RT~bare hall, no seats!
4 mV ~24C, 47%! V52614 m3 0 0 0 14 26 66
Calc. RT50.161* V/(A14 mV) 2.67 2.93 4.19 4.60 4.15 3.55
Measured RT, bare hall 2.69 2.96 4.22 4.61 4.15 3.56

2. Calculation of residual sound absorption in Mitaka, Japan, Concert Hall

Name of area
Area
sq m

Alpha or
absorp.

Frequency, Hz

125 250 500 1k 2k 4k

Walls, ceiling, balcony surfaces alpha 0.133 0.097 0.084 0.072 0.073 0.080
33-mm heavy gypsum 1934 absorption 257 188 162 139 141 155

Floors, heavy wood, 33 mm alpha 0.09 0.06 0.05 0.05 0.05 0.05
S(A) 539 absorption 49 32 27 27 27 27

Doors, wood, 38 mm alpha 0.13 0.09 0.06 0.04 0.04 0.04
48 absorption 6 4 3 2 2 2

Total absorption,A 2521 312 224 192 168 170 184

Av. absorption coefficient, bare hall 0.124 0.089 0.076 0.067 0.067 0.073
Residual coef.~w/o floor! 1982 0.13 0.10 0.08 0.07 0.07 0.08

Calculated and measured RT~bare hall, no seats!
4 mV ~20C, 50%! V55500 m3 0 0 0 35 64 117
Calc. RT50.161* V/(A14 mV) 2.84 3.95 4.61 4.36 3.79 2.95
Measured RT, bare hall 2.85 3.96 4.60 4.39 3.78 2.96
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satisfactorily in all six bands, often better than shown in Fig.
1. Using the reverberation chamber coefficients for the chairs
with the Eyring formula to predict the RTs in a concert hall
would have led to absurd results in the 500–4000 Hz bands.

To summarize, the Hidakaet al. study showed that the
Sabine equation is applicable for prediction of RTs in real
halls for the 500 Hz or higher octave bands when used with
coefficients measured in a reverberation chamber by the K &
K method or with coefficients for all six octave bands when
derived by the methods of Beranek~1996! and this paper.

The Sabine equation is

RT50.161V/~A14mV! s. ~1!

In a concert hall or opera house, the total room absorptionA
is

A5SAaA1S0a01( Sia i14mV m2, ~2!

whereSA is the acoustical audience area, which consists of
the sum of ~a! floor space,Sa , over which the audience
chairs are located and~b! areas of strips 0.5 m wide around
each of the separated blocks of the seating area, except that
such strips are neither included at the front edge of a balcony
where the audience is seated against a balcony rail nor where
the seats abut a wall.S0 is the area of the stage~no added
strip is assigned!, except thatS0 is the area actually occupied
by the players when the entire stage area is not occupied by
the players. TheSi ’s are the areas of the principal surfaces of
the hall, i.e., ceiling, sidewalls, underbalcony soffits, and bal-
cony facia. If any nonseating or nonstage surface has a high
absorption coefficient, such as an absorbing material used for
echo control, it is designatedSM and is not averaged into the
sidewalls/ceiling absorption.V is the volume of the room;
andm is the energy attenuation constant for sound traveling
through air in units of m21. Thea’s are the sound absorption
coefficients associated with their corresponding areas and all
are of theasab type.

When expressing the average sound absorption coeffi-
cients for a room, separate from the absorption of the stage

FIG. 2. Residual sound absorption coefficients calculated from measure-
ments made in five concert halls. This is the averageaR for all interior
surfaces except those surfaces occupied by audience and orchestra. Heavily
absorbent areas and pipe organ absorption were handled by special terms in
the reverberation equation. In all but one case, the halls were fully com-
pleted and only the seats had not been installed.

FIG. 3. Same as Fig. 2, except for five other halls.

TABLE II. Residual absorption coefficients measured before installation of seats. Group A: Halls lined with
wood, less than 3 cm thick, or other thin materials. Group B: Halls lined with heavy materials, e.g., 2.5 cm or
more thick plaster or concrete block or cinder block plastered.

Name of hall

Frequency, Hz

125 250 500 1k 2k 4k

Group A
Kanagawa, Chamber Hall 0.17 0.14 0.11 0.08 0.08 0.07
Boston, Symphony Hall 0.17 0.14 0.11 0.09 0.09 0.08
Tokyo, TOC Concert Hall 0.14 0.12 0.09 0.08 0.08 0.06
Tokyo, Hamaryku-Asahi Hall 0.16 0.14 0.11 0.10 0.09 0.07
NY Avery Fisher Hall 0.15 0.11 0.07 0.06 0.07 0.06
Seattle, Opera House 0.15 0.12 0.10 0.10 0.11 0.11

Average 0.16 0.13 0.10 0.09 0.08 0.08

Group B
Mitaka, City Concert Hall 0.13 0.10 0.08 0.07 0.07 0.08
Nantes~France! Concert Hall 0.12 0.11 0.09 0.09 0.09 0.08
NY Philharmonic Hall 0.11 0.09 0.08 0.08 0.08 0.08

Average 0.12 0.10 0.08 0.08 0.08 0.08

Appendix 5 average: Residual coefficients that are used in the tables that follow for halls not above.
Other halls in later tables 0.14 0.12 0.10 0.09 0.08 0.07
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and audience and any strongly absorbing materials, there-
sidual absorptionis defined in this paper

SRaR5( Sia i , ~3!

where aR is the residual absorption coefficient, and SR

5(Si .

II. PROCEDURE

For each hall, fully built but lacking seats, a tabulation
was made of the materials used on different interior surfaces.
Sample calculations for the unchaired Munich Fubertssaal
and Mitaka~Japan! Concert Hall are given in Table I. In part
1 of this table, the Fubertssaal is seen to have only two
important sound absorbing surfaces, that over which the au-
dience will sit ~floor! and the remaining surfaces. The ab-
sorption for chandeliers and ventilation openings are in-
cluded in the latter. Absorption coefficients for areas that
contribute little to the total absorption~i.e., the concrete
floor! can be taken from the literature~Beranek, 1996, p.
626, as an example!. Because the absorptions for the ceiling
and walls will dominate, their values~the first line of absorp-
tion coefficients! are obtained by adjusting them until the
computed reverberation times, using the Sabine equation,

equal the measured reverberation times~see the last two lines
of part 1!. The residual absorption coefficientis the ratio of
the total absorption for the ceiling, walls and balcony sur-
faces divided by their area, e.g., at 500 Hz, 9341107
50.08.

FIG. 4. Absorption coefficients for unoccupied chairs in ten halls deter-
mined from measurements before and after their installation. Note that the
areaSA associated with these absorption coefficients includes a 0.5-m edge
correction around each block of seating area, except for the edge of a seating
block when it is adjacent to a wall or a balcony front.

TABLE III. Sample calculations of seat and audience absorption in concert halls.

Frequency, Hz

125 250 500 1000 2000 4000

1. Calculated sound absorption, unoccupied seats, Mitaka Hall
Residual coef: Alpha~R! ~w/o floors! 0.134 0.096 0.083 0.072 0.074 0.079
4mV ~27C; 45%! V55500 m3 0 0 0 33 57 133

Measured RT, unoccupied seats, no orchestra 2.02 2.22 2.38 2.60 2.41 2.03

Eq. for calculation of Alpha~A!: RT5886/@(1902)* Alpha~R!1413*Alpha~A!!14 mV#, or
Alpha~A!5886/~RT*413!21902*Alpha~R!/41324 mV/413

Alpha~A!, unoccupied seats 0.44 0.52 0.52 0.41 0.41 0.37

2. Calculated sound absorption, occupied seats, Mitaka Hall, no orchestra
4mV ~23C; 53%! V55500 m3 0 0 0 29 53 128

Measured RT, occup. seats, without orchestra 1.90 1.99 1.95 1.88 1.74 1.44

Eq. for calculation of Alpha~A!: RT5886/@~1902!*Alpha~R!1413*Alpha~A!14 mV], or
Alpha~A!5886/~RT*413!2Alpha~R!*1902/41324 mV/413

Alpha~A!, seated audience absorption 0.51 0.64 0.72 0.74 0.76 0.82

3. Calculated sound absorption, unoccupied seats, TOC Concert Hall
Residual coef: Alpha~R! ~w/o floors! 0.140 0.115 0.089 0.079 0.075 0.059
4mV ~27C; 55%! V515 300 m3 0 16 43 97 166 341

Measured RT, unoccupied seats 2.23 2.62 2.86 2.98 3.12 2.92

Eq. for calculation of Alpha~A!: RT52463/@~4791!Alpha~R!11052Alpha~A!14 mV], or
Alpha~A!52463/~RT*1052!24791*Alpha~R!/105224 mV/1052

Alpha~A!, unoccupied seats 0.41 0.36 0.37 0.33 0.25 0.21

4. Calculated sound absorption, occupied seats, TOC Concert Hall, no orchestra
4mV ~23C; 63%! V515 300 m3 0 14 38 85 147 326

Measured RT, seats occupied, without orchestra 2.17 2.10 2.20 2.11 2.02 1.80

Eq. for calculation of Alpha~A!: RT52463/@~4791!Alpha~R!11052Alpha~A!14 mV], or
Alpha~A!52463/~RT*1052!24791Alpha~R!/105224 mV/1052

Alpha~A!, occupied seats 0.44 0.58 0.62 0.67 0.68 0.72
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It is apparent that the absorption coefficients for 30-mm
plaster ~Fubertssaal! and 33-mm heavy gypsum~Mitaka
Concert Hall! can be calculated to three decimal places by
this procedure because their absorption is 85%–95% of the
total absorption and the values for the floors are known
within 10%–15%. Obviously, when using these data in other
halls, one must allow for the fact that there will be some
uncertainty because the structural conditions may not be ex-
actly the same. The inaccuracies in the absorption coeffi-
cients for this reason are expected to be less than 10%. We
also note that in every hall there are lights, ventilation open-
ings, and doors that are lumped into the values for the ceiling
and the walls. Even though these are present in all halls,
differing amounts or kinds of them might make a small dif-
ference in the coefficients.

For each hall, the residual absorption coefficients as a
function of frequency, excluding the acoustical floor area
SA , were determined from a table like Table I. For example

FIG. 5. Unoccupied chair absorption coefficients for 23 halls, plotted from
data in Table IV. The average upholstering on the chairs of each group is
given in Table V.

TABLE IV. Unoccupied chair absorption coefficients derived from the acoustical reverberation times presented
in Appendix 4 with the use of Eqs.~1!–~3!. The halls are grouped according to four degrees of upholstering and
were selected because the data were judged reliable and no significant amount of added acoustical materials are
known to exist in the halls for which adjustments could not be made. Group 1: Heavily upholstered seats~see
Table V!. Group 2: Medium upholstered seats~see Table V!. Group 3: Lightly upholstered seats~see Table V!.
Group 4: Extra lightly upholstered seats~see Table V!.

Name of hall

Frequency, Hz

125 250 500 1k 2k 4k

Group 1
Berlin, Philharmonie 0.80 0.93 0.84 0.85 0.75 0.69
Cleveland, Severance Hall 0.57 0.74 0.83 0.89 0.91 0.85
Edmonton, Jubilee Hall 0.60 0.72 0.79 0.83 0.93 0.89
N.Y. Philharmonic Hall ¯ 0.69 0.80 0.80 0.82 0.78
Nantes, Palais des Congres 0.61 0.79 0.88 0.94 0.95 0.94
Rotterdam, De Doelen 0.88 0.94 0.79 0.86 0.75 0.76
Salzburg, Festspielhaus 0.76 0.66 0.71 0.76 0.75 0.74

Average 0.70 0.78 0.81 0.85 0.84 0.81
Average from smoothed curve 0.70 0.76 0.81 0.84 0.84 0.81

Group 2
Buffalo, Kleinhans Hall 0.31 0.50 0.58 0.71 0.68 0.63
Stuttgart, Liederhalle 0.73 0.80 0.70 0.66 0.60 0.52
Bristol, Colston Hall 0.52 0.77 0.75 0.78 0.74 ¯

Liverpool, Philharmonic Hall 0.56 0.64 0.74 0.80 0.77 0.75
Hamarikyu Asahi Hall 0.62 0.67 0.72 0.70 0.64 0.64
N.Y. Avery Fisher Hall 0.58 0.66 0.67 0.64 0.62 0.55
Seattle, Opera House ¯ 0.55 0.52 0.60 0.62 0.59
Boston, Symphony Hall 0.46 0.53 0.56 ~includes wooden floor beneath!

Average 0.54 0.64 0.66 0.70 0.67 0.61
Average from smoothed curve 0.54 0.62 0.68 0.70 0.68 0.66

Group 3
Basel, Stadt-Casino 0.33 0.41 0.65 0.68 0.62 0.61
Berlin, Konzerthaus 0.36 0.46 0.64 0.72 0.70 0.67
Vienna, Gr. Musikvereinssaal 0.33 0.39 0.46 0.50 0.51 0.56
Amsterdam, Concertgebouw 0.40 0.54 0.60 0.61 0.60 0.62

Average 0.36 0.45 0.59 0.63 0.61 0.62
Average from smoothed curve 0.36 0.47 0.57 0.62 0.62 0.60

Group 4
Mitaka, Concert Hall 0.44 0.52 0.52 0.41 0.41 0.37
Tokyo, NNT Opera 0.38 0.35 0.40 0.37 0.34 0.25
Tokyo, T.O.C. Concert Hall 0.38 0.32 0.36 0.32 0.24 0.18

Average 0.40 0.40 0.43 0.37 0.33 0.27
Average from smoothed curve 0.35 0.40 0.41 0.38 0.33 0.27
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in the Fubertssaal at 250 Hz the residual absorption coeffi-
cient is 0.12, and that in the Mitaka hall is 0.10. Thus from
the halls analyzed a list of coefficients for plaster, heavy
gypsum, wood, and concrete of different thicknesses was de-
veloped. In some halls there were two surfaces of large area,
e.g., ceiling of plaster and walls of wood. The absorptions
for each can be determined by simultaneous equations. If
there were more than two such surfaces in a hall, the calcu-
lations of their absorption coefficients were not used in the
final table.

III. RESIDUAL SOUND ABSORPTION COEFFICIENTS

The residual sound absorption coefficients so obtained
for ten halls are plotted in Figs. 2 and 3 and are tabulated,
less the Fubertssaal, in Table II. In this table they are divided
into two groups:~A! those with interior surfaces of wood
~thickness of 3 cm or less! and~B! those with heavy interior
surfaces, e.g., concrete block, painted or plastered, porous
block, plastered and painted, thick plaster on wire lath, heavy
~thick! wood. For comparison, the average residual absorp-
tion given in Appendix 5 of Beranek~1996! is shown at the
bottom of Table II. The Appendix 5 average is close to the
average for these ten halls, provided the Munich Fubertssaal
of Fig. 3 is disregarded. This Munich hall has nonporous
heavy surfaces throughout. Data for it are included to show
the lowest residual absorption to be expected in the higher-
frequency bands.

Philharmonic Hall~Fig. 2! was constructed with heavy
sidewalls and ceiling, which accounts for the low residual
absorption at low frequencies. However, because of a large
panel array, the presence of a large pipe organ, and a screen
around the stage, the absorption was higher than that of the
Fubertssaal at high frequencies. Its successor, the Avery
Fisher hall, has higher residual absorption at low frequen-
cies, because of the extensive use of wood, but has lower
high-frequency absorption because of the elimination of the
absorption of the panels, screen, and pipe organ.

The surprisingly high residual absorption in Boston
Symphony Hall is caused by the many open areas in the
ceiling and the sidewalls made through the years for lights,
air conditioning, and microphones.

IV. ABSORPTION COEFFICIENTS FOR SEATS,
UNOCCUPIED

After the seats were installed in these halls, the rever-
beration times, averaged throughout the rooms, and the rela-
tive humidities and temperatures were measured. The com-
putational process for determining the seat absorption is

shown in Table III for the Mitaka and the TOC concert halls.
In those halls, the total absorption of the surfaces consisted
of only three components, the residual absorption, the air
absorption, and the chair absorption. Using the equation for
calculation of Alpha~A!, given in the table, the absorption
coefficients for the chairs, unoccupied or occupied, were de-
termined from the quantities listed above. For example, in
the unoccupied Mitaka Hall, the per-unit-area seating ab-
sorption coefficient, to be used with the ‘‘acoustical area,’’ at
500 Hz is 0.52~No. 1!, and that in the TOC Hall is 0.36~No.
3!. Occupied, as the Nos. 2 and 4 show, the absorption co-
efficients at 500 Hz are 0.72 and 0.62, respectively.

The absorption coefficients calculated in this manner for
the unoccupied seats in ten halls are shown in Fig. 4. In
Table IV the results for 23 unoccupied chairs are listed, di-
vided into four groups. The smoothed averages, made for use
in the design stages of a hall, are plotted in Fig. 5. The
managers of the concert halls listed in Table IV were asked
for details on the upholstering of the seats in their halls, and
the averaged responses are shown in Table V.

Boston’s seats are almost unupholstered, but their ab-
sorption at low frequencies is high. The reason is that during
the regular concert season, the main floor seats are raked,
reaching a height of 1.8 m at the rear of the hall, accom-
plished by constructing a second floor of 19-mm-thick
boards on frames which are supported by metal jacks. The
absorption of the added wooden floor is assigned to the seats
in Fig. 4. The low absorption coefficients at 2k and 4k Hz
for the Boston hall are due to the impervious leather uphol-
stery covering. The upholstery covering in the halls of
groups 1–3 is porous cloth. The low coefficients of the chairs
for the Japanese halls~group 4 of Fig. 5 at these frequencies!
are confirmed by reverberation chamber measurements.

V. ABSORPTION COEFFICIENTS FOR AUDIENCES
„SEATS, OCCUPIED…

In Fig. 6 the absorption coefficients for the occupied
seats in seven of the halls of this study are presented. The
major differences among the curves are in the two lowest-
frequency bands. People do not absorb much at low frequen-
cies so that the chair mostly determines the absorption coef-
ficients there. The TOC Concert Hall is discussed in Sec.
VII. As in Sec. IV, the calculations for 21 halls are given in
Table VI, and the smoothed averages for three groupings are
shown in Fig. 7. As already noted, the principal differences
among the chairs are at low frequencies.

TABLE V. Upholstery details on seats in 23 concert halls of Table IV.

Type of seat
Front side of

seat Back
Rear side of

seat back
Top of seat

bottom
Arm
rests

Heavily upholstered, group 1 7.5 cm Sometimes 10 cm 2 cm
Medium upholstered, group 2 2.5 cm 0 5 cm Solid
Lightly upholstered, group 3 1.5 cm 0 2.5 cm Solid
Specially upholstered,a group 4 65%, 2 cm 0 4–6 cm Solid

aUpholstery cushion is covered with a vinyl sheet reducing absorption at high frequencies.
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FIG. 6. Absorption coefficients for occupied chairs in seven of the ten halls
of Fig. 4 determined from measurements before and after the audience en-
tered the hall. Note that the areaSA associated with these absorption coef-
ficients includes a 0.5-m edge correction around each block of seating area,
except for the edge of a seating block when it is adjacent to a wall or a
balcony front.

FIG. 7. Occupied chair~audience! absorption coefficients for 21 halls, plot-
ted from data in Table VI.

TABLE VI. Occupied chair~audience! absorption coefficients derived from the reverberation times presented
in Appendix 4 with the use of Eqs.~1!–~3!. The halls are grouped according to three degrees of upholstering,
as listed in Table A5.4 and were selected because the data were judged reliable and no significant amount of
added acoustical materials are known to exist in the halls for which adjustments could not be made. Group 1:
Heavily upholstered seats~see Table V!. Group 2: Medium upholstered seats~see Table V!. Group 3: Lightly
upholstered seats~see Table V!.

Name of hall

Frequency, Hz

125 250 500 1k 2k 4k

Group 1
Berlin, Philharmonie 0.70 0.81 0.88 0.85 0.86 0.87
Cleveland, Severance Hall 0.65 0.78 0.92 0.99 1.02 0.96
Edmonton, Jubilee Hall 0.91 0.83 0.88 0.95 0.93 0.98
Kanagawa, Chamber Hall 0.68 0.74 0.77 0.77 0.84 0.89
N.Y. Philharmonic Hall 0.59 0.78 0.87 0.86 0.88 0.87
Rotterdam, De Doelen 0.85 0.84 0.89 0.86 0.83 0.77
Salzburg, Festspielhaus 0.69 0.78 0.89 0.91 0.92 0.90

Average 0.72 0.79 0.87 0.88 0.90 0.89
Average from smoothed curve 0.72 0.80 0.86 0.89 0.90 0.90

Group 2
Buffalo, Kleinhans Hall 0.56 0.62 0.85 0.90 0.89 0.95
Stuttgart, Liederhalle 0.73 0.78 0.83 0.82 0.79 0.83
Bristol, Colston Hall 0.62 0.71 0.77 0.81 0.82 0.92
Liverpool, Philharmonic Hall 0.74 0.78 0.82 0.85 0.86 0.90
Tokyo, Hamarikyu Asahi Hall 0.61 0.76 0.82 0.82 0.82 0.77
N.Y., Avery Fisher Hall 0.70 0.80 0.87 0.88 0.81 0.80
Seattle, Opera House 0.43 0.63 0.82 0.82 0.80 0.80
Boston, Symphony Hall 0.54 0.70 0.77 0.77 0.85 0.86

Average 0.62 0.72 0.82 0.83 0.83 0.85
Average from smoothed curve 0.62 0.72 0.80 0.83 0.84 0.85

Group 3
Amsterdam, Concertgebouw 0.60 0.69 0.81 0.91 0.93 0.99
Basel, Stadt-Casino 0.45 0.6 0.77 0.83 0.87 0.82
Berlin, Konzerthaus 0.56 0.67 0.79 0.82 0.87 0.88
Mitaka, Concert hall 0.51 0.64 0.72 0.74 0.76 0.80
Tokyo, TOC Concert Hall 0.44 0.58 0.62 0.67 0.68 0.72
Vienna, Gr. Musikvereinssaal 0.53 0.63 0.76 0.83 0.86 0.85

Average 0.52 0.64 0.75 0.80 0.83 0.84
Average from smoothed curve 0.51 0.64 0.75 0.80 0.82 0.83
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VI. SOUND ABSORPTION COEFFICIENTS FOR
BUILDING MATERIALS

The sound absorption coefficients for building materials
derived from the 11 halls included in this study are listed in
Table VII. The values shown are reasonably close to those
tabulated in Appendix 5, Beranek~1996, p. 626!. At the
bottom of the table, total absorptions for orchestras on stage
and in pits are shown, as measured in two halls. The data for
carpets are from the literature. The values for audiences and
chair absorption coefficients are slightly lower than those
shown in Appendix 5, p. 626.

VII. NEARLY IDENTICAL SEATS IN DIFFERENT
ARCHITECTURAL VENUES

From Fig. 4 we can see the absorption coefficients for
nearly identical seats determined in three Japanese halls, Mi-
taka Concert Hall, NNT Opera, and TOC Concert Hall. The
range in absorptions among these three halls is due in part to
differences in the thickness of the cushions on the seat bot-
toms but, we believe, the larger part of the differences is
determined by the state of the sound diffusion in these rooms
at these reverberation times with most of the sound absorp-
tion contributed by horizontal areas. In plan, both the Mitaka

TABLE VII. Sound absorption coefficients for building materials and audience areas. These coefficients must be used in the sabine equation. The measure-
ments were made in the types of diffuse sound fields found in concert halls.

Materials

Frequency
Mass

kg/sq m125 250 500 1000 2000 4000

Gypsum, 2 layers, fiberglass reinforced, 25 mm w/lighting and 0.15 0.12 0.10 0.08 0.07 0.06 0
Gypsum, plaster board, not reinforced, mass per sq m equals@thickness in mm#31.0 kg/sq m, approximately

Wood, ceiling, 2 layers, 28 mm w/lighting & ventilation 0.18 0.14 0.10 0.08 0.07 0.06 17
Wood, sidewalls, 1 layer, 20 mm w/doors & lighting 0.25 0.18 0.11 0.08 0.07 0.06 12
Wood, sidewalls, 1 layer, 12 mm w/doors & lighting 0.28 0.22 0.19 0.13 0.08 0.06 6.2

Wood, audience floor, 2 layers, 33 mm on sleepers over concr 0.09 0.06 0.05 0.05 0.05 0.04 N/A
Wood, stage floor, 2 layers, 27 mm over airspace 0.10 0.07 0.06 0.06 0.06 0.06 17

Wood, 19 mm, over 25 mm compressed fiberglass,
screwed to 150 mm concrete block w/doors & lighting

0.20 0.15 0.08 0.05 0.05 0.05 N/A

Plaster, ceiling, 60 mm w/lighting & ventilation 0.10 0.08 0.05 0.04 0.03 0.02 60
Plaster, ceiling, 30 mm w/lighting & ventilation 0.14 0.12 0.08 0.06 0.06 0.04 30

Plastic, fiberglass reinforced phenolic foam, filled with
aluminum hydroxide, faced with very thin layer plywood,
8 mm ~Tokyo, Hamarikyu-Asahi Concert Hall!

0.25 0.23 0.16 0.12 0.11 0.10 4

Concrete floor, linoleum cemented to it 0.04 0.03 0.03 0.03 0.03 0.02
Concrete floor, woods boards, 19 mm, secured to it 0.10 0.08 0.07 0.06 0.06 0.06
Concrete block, plastered 0.06 0.05 0.05 0.04 0.04 0.04

Organ absorption, case opening 75 m2 ~Boston, behind grille! 41 26 19 15 11 11
Organ absorption, free standing~Tokyo, TOC Concert Hall! 65 44 35 33 32 31

Audience, seats fully occupied
Heavily upholstered 0.72 0.80 0.86 0.89 0.90 0.90
Medium upholstered 0.62 0.72 0.80 0.83 0.84 0.85
Lightly upholstered 0.51 0.64 0.75 0.80 0.82 0.83

Seats unoccupied
Heavily upholstered 0.70 0.76 0.81 0.84 0.84 0.81
Medium upholstered 0.54 0.62 0.68 0.70 0.68 0.66
Lightly upholstered 0.36 0.47 0.57 0.62 0.62 0.60

Absorption power of orchestra~sq m!, Tokyo, TOC Concert Hall and NNT Opera House
Concert Hall~stage 170 sq m, vertical walls, sides~ends! splayed!

13 string instruments 3 4 6 17 52 64
44 players~2 brass! 12 21 24 46 74 100
92 players~4 brass! 22 37 44 64 102 132

Opera House~pit opening 100 sq m!
40 players 10 13 17 41 50 57
80 players 12 17 23 56 67 71

Note: Surface density values do not include the mass of furring or wooden nailing strips.
Note: The coefficients following were taken from the literature, references given in text.
Carpet, heavy, cemented to concrete 0.02 0.06 0.14 0.37 0.6 0.65
Carpet, heavy, over foamed rubber 0.08 0.24 0.57 0.69 0.71 0.73
Carpet, thin, cemented to concrete 0.02 0.04 0.08 0.2 0.35 0.4
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and the TOC halls are rectangular, and both seat less than
1700 persons. The Mitaka ceiling is nearly horizontal, built
of three levels, each of smaller area and ascending about 1.3
m per level. The TOC hall has a distorted pyramidal-shaped
ceiling, rising at its peak to about 14 m above the level at
which it intersects the side walls. The NNT Opera is narrow
fan-shaped, with balcony fronts that appear to give the upper
part of the hall a rectangular shape. The mid-frequency re-
verberation time in the NNT Opera House is about 1.5 s,
while that in the two concert halls is between 1.85 and 2.0 s,
when fully occupied. The absorption coefficients for the oc-
cupied seats in the TOC Concert Hall are also lower than
those in the Mitaka Hall.

VIII. THE ‘‘EDGE EFFECT’’ SURROUNDING AN
ABSORPTIVE AREA

It is well known that the sound absorption of a finite
sample of acoustical material measured in a reverberation
chamber must have an ‘‘edge’’ correction because of diffrac-
tion effects at the edges. As the sample becomes larger, this
‘‘edge’’ correction becomes smaller. It is also known that
this effect varies with frequency. Our measurements indicate
that a strip of 0.5 m around the actual area of a block of seats
is an adequate approximation to this effect, mostly because
the ‘‘sides’’ of an audience section as well as its ‘‘surface’’
absorbs sound.

An unexpectedly very large ‘‘edge effect’’ was encoun-
tered during our measurements in the NNT Opera House.
Measurements of the absorption coefficients in the NNT Op-
era for the seating areas were performed with the proscenium
opening ~205 sq m! closed by a fire shutter with a mid-
frequency absorption coefficient of about 0.15. In that con-
figuration, the mid-frequency reverberation time was 2.2 s.
When the shutter was raised to expose a highly absorbent
stage house, the reverberation time decreased to 1.8 s and the
calculatedabsorption coefficientfor the actual proscenium
area was about 1.7 over the entire frequency range from 250
to 4000 Hz! In the drama theater, with the proscenium closed
by the fire curtain the RT was 1.5 s. When open it decreased
to 1.3 s. The absorption coefficient for this opening calcu-
lated to be about 1.2. In both cases, it had been expected that
the absorption coefficient would lie close to 1.0, or if the
0.5-m edge was added as for the seating, the ratio ofSA to Sa

~actual! would be 1.09. This large an ‘‘edge effect’’ requires
further study.

IX. FUTURE DIRECTION

The authors and their colleagues are engaged in a study
designed to develop an analytical method for going at all
frequencies from sound absorptions of seats measured in a
reverberation chamber to the sound absorptions measured in
concert halls~Hidakaet al., 1996!.
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The moving frame acoustic holography method, which can increase the aperture size and spatial
resolution of a hologram was recently proposed@H.-S. Kwon and Y.-H. Kim, J. Acoust. Soc. Am.
103, 1734–1742~1998!#. This method continuously sweeps a stationary sound field by using a line
array of microphones so that the hologram of a scanned plane can be obtained. This method enables
us to visualize the noise generated by moving noise sources based on near-field acoustic holography.
However, a drawback is that it can be applied only to sinusoidal components. This limits its
practical application. In practice, bandlimited and transient noise, as well as a sinusoidal component,
must be dealt with in order to effectively control the noise generated by the moving noise sources.
This paper addresses a way to improve the moving frame acoustic holography method so that it can
be applied not only to sinusoidal components, but also to a coherent bandlimited noise. The practical
applicability of the improved method is also verified by experiments. ©1998 Acoustical Society
of America.@S0001-4966~98!04111-3#

PACS numbers: 43.20.2f, 43.35.Sx, 43.60.Sx@ANN#

INTRODUCTION

Being able to see where noise is generated and how it
propagates would simplify the effective control of noise. Al-
though near-field acoustic holography~NAH!1 is one of the
fine visualization methods, it has several limitations. These
are mainly due to the aperture size of the hologram, its mi-
crophone spacing, and the distance from noise sources.
Theoretically, NAH requires a continuous hologram of infi-
nite size, but in practice only a discretized hologram of finite
size is obtainable. For stationary sound fields, the aperture
size of the hologram and the microphone spacing can be
increased and reduced by step-by-step scanning of the sound
field over the hologram plane. Several methods of this
kind2–4 have been introduced. However, they cannot visual-
ize moving noise sources, because they assume that noise
sources are standing still instead of moving. If we try to
apply NAH to the visualization of sound fields generated by
moving noise sources, then we must be able to measure
sound pressures on the moving plane affixed to the noise
sources. This is possible by using a planar array of micro-
phones, which requires a very complex measurement
system5 and therefore limits the ability of the conventional
NAH method1 to effectively apply to moving noise sources.

Line array methods6–12 other than the acoustic hologra-
phy method have been proposed to localize the noise sources
of moving vehicles. Their main application was high speed
trains.6–11The main objective of line array methods is to find
the locations of the noise sources based on a beamforming
method. These methods find an equivalent distribution of
monopole sources strength over the source surface. This
means that they cannot provide the way to describe how the

wavefront of noise propagates. It is also noteworthy that they
cannot give us adequate information of sound pressure dis-
tribution, particle velocity, and acoustic intensity, all of
which are obtainable from the NAH method.

The moving frame acoustic holography~MFAH!13 was
originally proposed to increase the aperture size of the holo-
gram. In this method a line array of microphones continu-
ously sweeps a sound field. The relative motion between the
line array of microphones and the noise sources enables us to
visualize the moving noise sources based on the acoustic
holography method. This is the major advantage of the
method. However, it is noteworthy that this method has an
inherent limitation due to the Doppler effect: The frequency
band centered at a frequency of interest in the hologram co-
ordinate is broadened as the relative speed between the noise
source~hologram! and the line array of microphones is in-
creased. Thus this method is applicable only to tonal compo-
nents, which do not cause sideband overlapping.13 The scope
of practical application of this conventional MFAH method
is limited due to this drawback. In practice, there exist many
noise sources that radiate not sinusoidal noise but bandlim-
ited or transient noise. For example, pass-by or coast-by
noise might have various bandlimited or transient noise
sources.

This paper explains the way to improve the moving
frame acoustic holography so that we can apply it to coher-
ent bandlimited noise. The proposed method is verified both
analytically and experimentally.

I. THE MOVING FRAME ACOUSTIC HOLOGRAPHY IN
TERMS OF PLANE WAVES AND COMPLEX
ENVELOPE

The moving frame acoustic holography~MFAH! en-
ables us to transform the sound pressure of a scanned planea!Electronic mail: yhkim@sorak.kaist.ac.kr
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measured by a line array of microphones into that of a holo-
gram plane moving with the noise sources. In order to ex-
plain the transformation of the sound field, we introduce the
measurement coordinate, fixed to the line array of micro-
phones, and the hologram coordinate, fixed to the noise
sources. Let us denote the sound pressures on the measure-
ment coordinate@(xm ,ym ,zm)# and the hologram coordinate
@(xh ,yh ,zh)# as pm(xm ,ym ,zm ;t) and ph(xh ,yh ,zh ;t), re-
spectively, as shown in Fig. 1. In this method we assumed
that the two coordinates move in parallel and their relative
velocity is um/h5um2uh ~See Fig. 1!. If we further assume
that a line array of microphones is rigidly attached to the
measurement coordinate (um/h5um2uh , see Fig. 1!, then
the sound field measured by the measurement and hologram
coordinate will be

pm~0,ym ,zH ;t !5ph~um/ht,yh ,zH ;t !. ~1!

Note that Eq.~1! is the exact expression of the relation
between the sound pressure on the hologram and the mea-
surement coordinate when the microphone continuously
sweeps the sound field induced by the noise sources fixed in
space. However, in case of moving noise sources, the pres-
sure on the measurement coordinate represents the sum of
the pressure on the hologram coordinate (ph) and additional
pressure due to the source motion.14,15 Note that what we
want to obtain is only the pressure on the hologram coordi-
nate (ph). This means that the additional term due to source
motion causes an error. However, the effect of this term can
be neglected at a low Mach number, because the pressure
change due to the source motion is an order of the Mach
number.14,15

Equation~1! leads to the basic equation of the MFAH,13

that is

FT$ph~um/ht,yh ,zH ;t !%

5
1

um/h
E

2`

`

P̂hS 2p~ f h2 f !

um/h
,yh ,zH ; f hDd fh , ~2!

where FT denotes the temporal Fourier transform andP̂h

denotes anx-directional wave-number spectrum. We denote
frequencies in the measurement coordinate and in the holo-
gram coordinate asf and f h , respectively. Note thatp andP
denote a time signal and a frequency spectrum, respectively.
Equations~1! and ~2! mean that the temporal Fourier trans-
form of the pressure signals measured by the measurement

coordinate, or the Doppler shifted spectrum from the line
array of microphones@left-hand side of Eq.~2!#, is the con-
tinuous sum ofx-directional wave-number spectra@right-
hand side of Eq.~2!#. This has a very significant meaning in
practice. It means that we can get the hologram
Ph(xh ,yh ,zH ; f h) from thex-directional wave-number spec-
trum @Eq. ~2!# by filtering the Doppler shifted spectrum cen-
tered at f h with a filter bandwidth.13 Note that the desired
x-directional wave-number spectrum will be obtained only
for the sound field that has discrete frequency components.
See the Ref. 13 for the details.

The conventional MFAH@Eq. ~2!# can be easily under-
stood by examining the plane wave sound field of frequency
f h0 and wave vector (kx0 , ky0 , kz0), that is

ph~xh ,yh ,zH ;t !5A0 exp„j ~kx0xh1ky0yh1kz0zH!…

3exp~2 j 2p f h0t !, ~3!

whereA0 denotes the complex magnitude of the plane wave
sound field, and the wave vector satisfieskx0

2 1ky0
2 1kz0

2

5(2p f h0 /c)2. Note thatc denotes the speed of sound.
Recall that the Doppler shifted signal measured by the

measurement coordinate isph(um/ht,yh ,zH ;t). The temporal
Fourier transform of this signal will be

FT$ph~um/ht,yh ,zH ;t !%

5A0 exp„j ~ky0yh1kz0zH!…dS um/h

2p
kx02 f h01 f D . ~4!

Appendix A describes the definitions of Fourier trans-
form pairs, which are frequently used in this paper. From Eq.
~4!, we can see that the signal measured by the measurement
coordinate is Doppler shifted by the frequency,f 5 f h0

2um/hkx0/2p. The same spectrum must be observed with
regard to thex-directional wave-number (kx) domain as Eq.
~2! implies. Thex-directional wave-number spectrum of Eq.
~3! is obtained by using the spatial Fourier transform of
Ph(xh ,yh ,zH ; f h), wherePh(xh ,yh ,zH ; f h) is the temporal
Fourier transform of Eq.~3!. Therefore thex-directional
wave-number spectrum of Eq.~3! will be written as

P̂h~kx ,yh ,zH ; f h0!52pA0 exp„j ~ky0yh1kz0zH!…

3d~kx2kx0!d~ f h2 f h0!. ~5!

If we put the right hand side of Eq.~5! to the right hand
side of Eq.~2!, then we can obtain Eq.~4!. This means that
the Doppler shifted spectrum of the signal measured by the
measurement coordinateFT$ph(um/ht,yh ,zH ;t)% expresses
the x-directional wave-number spectrum of the measured
sound field. Therefore the MFAH provides the way to pro-
duce spatial information (x-directional! from temporal infor-
mation. Figure 2 depicts the relation between the temporal
and spatial distribution of the one-dimensional sound field.
The frequency and wave-number vector of this sound aref h0

and (kx0 ,0,0), respectively. Note thatkx052p f h0 /c. The
frequency measured by the moving microphone will bef h0

2(um /c) f h0 , since we assumed that the moving microphone
travels along the positivex-axis. This will be written as

FIG. 1. Three coordinate systems~reference coordinate, hologram coordi-
nate which moves with the vehicle, and measurement coordinate which is
attached to a vertical line array of microphones!. The coordinate transfor-
mation enables us to obtain the hologram on the scanned plane.

3180 3180J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 S.-H. Park and Y.-H. Kim: Improved moving frame acoustic holography



f 5 f h02
um

2p
kx0 ~6!

by using thex-directional wave numberkx0 . Expressing the
wave number in terms of the frequency gives

kx05
2p~ f h02 f !

um
, ~7!

which is the first argument of the right hand side term of Eq.
~2!.

This observation can be extended to the general case.
Figure 3 illustrates that, in general, a two-dimensional wave
can be expressed as the sum of plane waves with regard to an
x-directional wave number and a frequency. It is noteworthy

that the moving frame acoustic holography in this case has
relative motion in thex direction only; in other words, the
moving frame moves in thex direction. Therefore there is no
change in the wave number in they direction. As we can
readily see in the figure, the Doppler shifted frequency spec-
trum has complete information on its wave-number spec-
trum, therefore pressure distribution in thex direction. This
means that we need only one microphone in thex direction
to obtain its spatial distribution in thex direction. We only
need microphones in they direction in order to obtain the
sound field on the hologram surface. It is interesting to note
that the bandwidth of the Doppler shifted spectrum is com-
pletely due to the two-dimensional characteristics of sound
fields. A one-dimensional sinusoidal wave does not produce
any bandwidth. The reason for this is that the Doppler shift is
a pure kinematic phenomenon that is associated with the
shape of the wavefront. Figure 3 illustrates this fact system-
atically in terms of plane wave decomposition of the sound
field.

Let us summarize the meaning of Eq.~2!. The right hand
side of Eq.~2! is the Doppler shifted spectrum, and the inte-
grand is the wave-number spectrum which we want to ob-
tain. If a noise source emits the sound of single frequency
( f h0), then Eq.~2! will be written as

FT$ph~um/ht,yh ,zH ;t !%/D f h

5
1

um/h
P̂hS 2p~ f h02 f !

um/h
,yh ,zH ; f h0D , ~8!

where D f h is a spectral bandwidth. From Eq.~8!, we can
obtain the wave-number spectrum in thex direction with the
corresponding frequencyf h0 . Then taking the inverse Fou-
rier transform with respect tox provides the wavefront dis-
tribution in thex direction. If we repeat this procedure for all

FIG. 2. The illustration of the moving frame acoustic holography for a plane
wave sound field whose frequency and wave-number vector aref h0 and
(kx0 ,0,0). The signal measured by the measurement coordinate has the
Doppler shift. From this signal, we can obtain the spatial distribution of the
plane wave in thex direction.

FIG. 3. The interpretation of the MFAH by introducing plane wave decomposition of the general sound field.
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yh’s, which are determined by the positions of microphones
in the y direction, then we obtain the required wavefront
distribution on the plane of interest~hologram!. The tempo-
ral inverse Fourier transform of Eq.~8! gives us another
interesting feature of the moving frame acoustic holography,
that is,

ph~um/ht,yh ,zH ;t !/D f h

5
1

um/h
FT

21H P̂hS 2
2p f

um/h
,yh ,zH ; f h0D J e2 j 2p f h0t

5Ph~xh ,yh ,zH ; f h0!e2 j 2p f h0t. ~9!

See Appendix B for the detailed derivation of the second
part of Eq.~9!. Equation~9! expresses that the spatial distri-
bution of sound pressure atf h0 is the complex envelope of
the complex signal measured by the measurement coordi-
nate. If we know the frequencyf h0 , then we can obtain the
hologramPh(xh ,yh ,zH ; f h) by multiplying ej 2p f h0t by both
sides of the equation.

As described in Ref. 13, and also obviously indicated by
the above explanations, the moving frame acoustic hologra-
phy is valid only for discrete frequencies that do not cause
the sideband overlapping.

II. THEORETICAL BACKGROUND OF THE MOVING
FRAME ACOUSTIC HOLOGRAPHY FOR
COHERENT BANDLIMITED NOISE

The conventional MFAH method cannot correctly
mimic the sound field of a continuous bandlimited spectrum,
simply because the method is valid only for the sinusoids.

In order to apply the MFAH to a continuous bandlimited
spectrum, the sideband overlapping13 of frequencies within
the band must be resolved. Examining a sound field whose
spectrum is bandlimited can deal with this problem. We can
assume that the sound field generated by bandlimited and
coherent noise sources has almost the same spatial distribu-
tion of sound pressures at every frequency within the band-
width. This means that the sound field by the coherent band-
limited noise source can be regarded as having a ‘‘mean
sound field’’ whose standard deviation is small if its band-
width is sufficiently narrow. Mathematically, the Doppler
shifted spectrum can be regarded as the convolution of two
spectra as illustrated in Fig. 4. The one, a normalized source
spectrum, represents the frequency contents of the bandlim-
ited noise of our interest. As we will discuss later, this spec-
trum can be obtained by normalizing the source spectrum
with a spectral value at the center frequency. The other,
which we will call by ‘‘mean wave-number spectrum’’ in the
x direction, represents the spatial distribution of the sound
pressure induced by the bandlimited noise source. Our ob-
jective is to find this wave-number spectrum. In practice,

when we measure the normalized source spectrum, we obtain
the mean wave-number spectrum by deconvolving these
spectra. Note that the deconvolution of the two spectra can
be easily resolved in a time domain. Now we will present the
mathematical derivation associated with this idea in the fol-
lowing.

The center frequency and bandwidth of a bandlimited
sound field is denoted asf hc and B, respectively@See Fig.
5~a!#. In practice, a bandpass filter is designed to filter out
other frequency components that are not our interest. The
bandpass filter will be written as

G~ f !5$H~ f 2 f 2!2H~ f 2 f 1!%, ~10!

where f 25(122M )( f hc2B/2), f 15(112M )( f hc1B/2),
H(•) is the unit step function, andM denotes the Mach
number. Here we assume that any other neighboring band-
limited spectra do not create the sideband overlapping with
the bandlimited spectrum of our interest.

The filtered signal of Eq.~2! by using Eq.~10! is rewrit-
ten as

FT$ph~um/ht,yh ,zH ;t !%filtered

5
1

um/h
E

2`

`

P̂hS 2p~ f h2 f !

um/h
,yh ,zH ; f hDG~ f !d fh

[
1

um/h
E

2`

`

P̂h,BS 2p~ f h2 f !

um/h
,yh ,zH ; f hDd fh . ~11!

As previously mentioned, if we assume that the band-
limited sound field is produced by the coherent sound
sources, then we can express the sound field as

Ph,B~xh ,yh ,zH ; f h!>A~ f h!Phc~xh ,yh ,zH ; f hc!

~ f h2< f h< f h1!, ~12!

whereA( f h) is the normalized source spectrum that is de-
fined as the ratio of a complex amplitude of sound field at an
arbitrary frequency in the band to that of center frequency
@See Fig. 5~b!#. We denotef h15 f hc1B/2 and f h25 f hc

2B/2. Note thatA( f h) has zero outside the intervalf h2

< f h< f h1 . Equation ~12! essentially considers that the
bandlimited spectrum (Ph,B) is the product of the spectrum
of the band’s center frequency (f hc) and the normalized
source spectrum.

FIG. 4. The modeling procedure of a coherent bandlimited sound field.

FIG. 5. The notation of the bandlimited spectrum used in the theoretical
formulation. ~a! Bandlimited noise spectrum emitted by a coherent noise
source.~b! Normalized spectrum which represents the ratio of the complex
amplitude of the sound field at an arbitrary frequency to that of the center
frequency.
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It is noteworthy that Eq.~12! can be written in terms of
anx-directional wave number by utilizing the spatial Fourier
transform~see Appendix A!, that is,

P̂h,B~kx ,yh ,zH ; f h!>A~ f h!P̂hc~kx ,yh ,zH ; f hc!. ~13!

Equations~11! and ~13! lead to the result

FT$ph~um/ht,yh ,zH ;t !%filtered

5
1

um/h
E

2`

`

A~ f h!P̂hcS 2p~ f h2 f !

um/h
,yh ,zH ; f hcDd fh

5
1

um/h
E

2`

`

P̂hcS 2
2p f 8

um/h
,yh ,zH ; f hcDA~ f 2 f 8!d f8. ~14!

FIG. 6. A numerical simulation to demonstrate the effect of processing@according to Eq.~18!#. ~a! Simulation configuration.~b! Normalized frequency
spectrum used in the simulation. A narrow-band signal whose bandwidth is 4% of center frequency~343 Hz! was modeled as the sum of sinusoidal
components whose initial phase is arbitrary.~c! The real part of the filtered complex signal from the moving microphone. The signal is Doppler shifted.~d!
Real part of the reference microphone signal.~e! The magnitude of the reconstructed hologram. This can be obtained by using Eq.~18!. The result is compared
with the true hologram and the hologram by the conventional method.~f! The phase of the reconstructed hologram.
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We can easily obtain the second part of Eq.~14! by
changing variables,f 85 f 2 f h . We can see that the right
hand side of Eq.~14! represents the convolution of the mean
wave-number spectrumP̂hc , and the normalized source
spectrumA( f h). The time domain expression of Eq.~14!
will be ~see Appendix C for the detailed derivation!

ph~um/ht,yh ,zH ;t !filtered

5
1

um/h
E

2`

`

P̂hcS 2
2p f

um/h
,yh ,zH ; f hcDe2 j 2p f td f

3E
f h2

f h1

A~ f h!e2 j 2p f ht d fh , ~15!

which is easier to interpret.
Note that the second integral of the right-hand side of

Eq. ~15! must be obtained from actual measurements. This
means that we need additional measurement in the hologram
coordinate. This can be accomplished by having a reference
microphone that is fixed to the noise source. It is also note-
worthy that we need only one reference microphone if we
can assume that bandlimited noise sources are coherent.
From the reference microphone signal,A( f h) can be ob-
tained as

A~ f h!5Pref~xref ,yref ,zref ; f h!/Pref,c~xref ,yref ,zref ; f hc!,
~16!

wherePref(xref ,yref ,zref ; f h) andPref,c(xref ,yref ,zref ; f hc) rep-
resent the reference microphone spectrum of an arbitrary fre-
quencyf h and that of center frequencyf hc , respectively~see
Fig. 5!.

If we utilize Eq. ~16!, then Eq.~15! will be written as

ph~um/ht,yh ,zH ;t !filtered

5
1

um/h
E

2`

`

P̂hcS 2
2p f

um/h
,yh ,zH ; f hcDe2 j 2p f t d f

3
* f h2

f h1Pref~xref ,yref ,zref ; f h!e2 j 2p f ht d fh

Pref,c~xref ,yref ,zref ; f hc!
. ~17!

Equation~17! can be simplified by using the relation in
Appendix B,

ph~um/ht,yh ,zH ;t !filtered

5Phc~xh ,yh ,zH ; f hc!•
pref~xref ,yref ,zref ;t !filtered

Pref,c~xref ,yref ,zref ; f hc!
. ~18!

FIG. 7. Experimental setup.

FIG. 8. The actual source spectrum measured by the reference microphone
~solid line! and the Doppler shifted spectrum by the array microphone
~dashed line!. ~a! A 450 Hz pure tone.~b! A narrow-band noise~450 Hz
center frequency and 32 Hz bandwidth!.
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This equation forms the basis of the improved moving
frame acoustic holography for coherent bandlimited noise.
The left-hand side of Eq.~18! is the filtered complex pres-
sure signal from the line array of microphones. The first term

of the right-hand side of Eq.~18!, Phc(xh ,yh ,zH ; f hc), is the
mean hologram of the bandlimited noise. Recall that this is
obtained from the mean wave-number spectrum in thex di-
rection. The second term is the filtered complex pressure

FIG. 9. The animated pictures of the reconstructed phase weighted sound pressure on the source plane by using the proposed method.~a! Two speaker units
whose initial phase is 180° out of phase with each other radiate a 450 Hz pure tone. The speed of the vehicle is 14.27 m/s~51.37 km/h! and the distance
between the hologram and the source plane is 0.33 m.~b! Two speaker units whose initial phase is 180° out of phase with each other radiate narrow-band
noise whose center frequency and bandwidth are 450 and 32 Hz~7% bandwidth of center frequency!. The speed of the vehicle is 14.13 m/s~50.87 km/h! and
the distance between the hologram and the source plane is 0.33 m.
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signal from the reference microphone that is normalized by
the reference microphone spectrum of center frequency
@Pref,c(xref,yref,zref; f hc)#. This equation also informs us that-
the signals of the line array and those of the reference mi-

crophone must be measured simultaneously.
Figure 6 illustrates the detailed process of the proposed

method@Eq. ~18!# by means of a numerical simulation. We
assumed a point source whose spectrum is bandlimited~See

FIG. 10. The animated pictures of the reconstructed phase weighted sound pressure on the source plane by using the conventional MFAH method. The same
data in Fig. 9 were used.~a! A 450 Hz pure tone.~b! A narrow-band noise whose center frequency and bandwidth are 450 and 32 Hz~7% bandwidth of center
frequency!.
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Fig. 6!. The center frequency is 343 Hz and the bandwidth is
4% of the center frequency. We assumed that the point
source was located at~5l, 0, 0! and a microphone was mov-
ing 0.2l away from the noise source at the speed of 10 m/s.
According to Eq.~18!, we can explicitly show the way to
obtain the spatial distribution of the sound field from the
measured moving microphone signal and the reference sig-
nal. This result was compared with the true hologram as well
as the hologram from the conventional method13 in Fig. 6.

It is noteworthy that the sound pressure level of the ho-
logram can be compensated for by adding the mean squared
pressure within the band of interest so that it can represent
the overall sound pressure level of the band. It must be em-
phasized that the scope of this formulation is limited to the
coherent bandlimited noise sources.

III. EXPERIMENTAL RESULTS

In order to verify the proposed method, we performed
experiments. The experimental setup is illustrated in Fig. 7.
The vertical line array of 16 microphones was used to mea-

sure the Doppler shifted signal. The microphone spacing was
0.1 m so that spatial aliasing below 1 kHz could be avoided.
The time signal was recorded by using a multichannel signal
analyzer that can sample 32 channels simultaneously. Two
speaker units of the same kind were used to produce a con-
trolled sound. In order to move the speaker units, we at-
tached them to the right side of a vehicle. The vehicle was
specially designed for reducing noises from the vehicle so
that they would not affect the controlled sound from the
speaker units. The vehicle ran at a constant speed of 50 km/h
(M50.04) during the measurements. Two photoelectric sen-
sors, separated by 10 m, were used to record the relative
position between the moving vehicle and the vertical line
array by measuring the constant speed of the vehicle.

A reference microphone was installed near the speaker
units ~Fig. 7! to measure the source signal~or, normalized
source spectrum!. A 16 channel digital audio tape~DAT!
recorder was used to record the reference microphone signal.
Recall that signals from the reference microphone and the
array microphones must be sampled simultaneously. In prac-

FIG. 11. The magnitude of the reconstructed hologram by using the proposed method.~a! A 450 Hz center frequency and 10 Hz bandwidth bandlimited noise.
The speed of the vehicle is 14.32 m/s~51.55 km/h! and the distance between the hologram and the source plane is 0.2 m.~b! A narrow-band noise of 450 Hz
center frequency and 32 Hz. The speed of the vehicle is 13.94 m/s~50.18 km/h! and the distance between the hologram and the source plane is 0.26 m.~c!
A bandlimited noise of 450 Hz center frequency and 100 Hz. The speed of the vehicle is 13.49 m/s~48.56 km/h! and the distance between the hologram and
the source plane is 0.26 m.
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tice, we devised one synchronization signal generator and
two receivers: Three walkie-talkies were used: one for gen-
erating the synchronization signal and the others for receiv-
ing the signal. The received signals were recorded by both
the DAT recorder and the signal analyzer during the mea-
surement. They allowed us to synchronize the reference and
the array signals.

First, we compared the proposed method with the con-
ventional one. Two speaker units~‘‘O’’ in the results! whose
initial phase was 180° out of phase with each other were
used. They were driven by both 450 Hz pure tone and typical
narrow-band noise~the center frequency and bandwidth were
450 and 32 Hz, respectively!. Figure 8 demonstrates the ac-
tual source spectra measured by the reference microphone
and the Doppler shifted spectra by the array microphone.
The figures explicitly show that the broadening of frequency
components of the source spectrum makes the Doppler
shifted spectrum. Figures 9 and 10 summarize animated pic-
tures of the results. Figure 9 was created by the proposed
method and Fig. 10 by the conventional method. From Figs.
9~a! and 10~a! we can see that both methods are able to
visualize the sinusoidal sound field well. However, Figs. 9~b!
and 10~b! illustrate that the conventional method cannot vi-
sualize the narrow-band sound field, while the proposed
method does well.

The effect of the bandwidth of the signal on the visual-
ized image was also demonstrated. One speaker unit, at-
tached to the right side of the vehicle~‘‘O’’ in Fig. 11 !,
radiated three different kinds of bandlimited noise whose
center frequency was 450 Hz. They had a 10 Hz bandwidth
~2% of the center frequency!, 31.6 Hz bandwidth~7% of the
center frequency!, and 100 Hz bandwidth~22% of the center
frequency!, respectively. Figure 11 shows the magnitude of
the reconstructed sound field on the hologram plane. The
results demonstrate that the proposed method well recon-
structs the sound field. However, we can observe that the
results have some errors due to bandwidth. Figure 11~b! and

~c! show the lead of the pressure peak~about 1/16l),
whereas Fig. 11~a! does not. Equation~12!, which models
the coherent bandlimited noise is the source of the error: The
uncertainty of a narrow-band random process is represented
as a broadening of peak location and shift of the acoustic
center.

IV. CONCLUSIONS

The way to improve the moving frame acoustic holog-
raphy was proposed so that it can be applied not only to
discrete frequencies but also to coherent bandlimited noise.
The way to apply the method to a practical situation was
discussed. The speaker experiment demonstrates the validity
of the proposed theory.
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APPENDIX A: TEMPORAL AND SPATIAL FOURIER
TRANSFORM PAIRS

P~x,y,z; f !5E
2`

`

p~x,y,z;t !exp~ j 2p f t !dt. ~A1!

p~x,y,z;t !5E
2`

`

P~x,y,z; f !exp~2 j 2p f t !d f . ~A2!

P̂~kx ,y,z; f !5E
2`

`

P~x,y,z; f !exp~2 jkxx!dx. ~A3!

P~x,y,z; f !5
1

2p E
2`

`

P̂~kx ,y,z; f !exp~ jkxx!dkx .

~A4!

APPENDIX B: THE DETAILED MATHEMATICAL DERIVATION OF Eqs. „9… AND „18…
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APPENDIX C: INVERSE TEMPORAL FOURIER TRANSFORM OF Eq. „14…
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,yh ,zH ; f hcDA~ f 2 f 8!d f8e2 j 2p f t d f

5
1

um/h
E

2`

`

P̂hcS 2
2p f 8

um/h
,yh ,zH ; f hcD E

2`

`

A~ f 2 f 8!e2 j 2p f t d f d f8

5
1

um/h
E

2`

`

P̂hcS 2
2p f 8

um/h
,yh ,zH ; f hcDe2 j 2p f 8t d f8E

2`

`

A~a!e2 j 2pat da. ~C1!
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We can replacef 8 anda with f and f h without loss of generality, then the above equation can be written as

ph~um/ht,yh ,zH ;t !filtered5
1

um/h
E

2`

`

P̂hcS 2
2p f

um/h
,yh ,zH ; f hcDe2 j 2p f t d f•E

f h2

f h1

A~ f h!e2 j 2p f ht d fh . ~C2!
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The high-frequency asymptotic description of pulses radiated
by a circular normal transducer into an elastic half-space
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A new method for simulating the propagation of pulses radiated by a circular normal ultrasonic
transducer which is directly coupled to a homogeneous and isotropic elastic half-space is proposed.
Both nonuniform and uniform high-frequency asymptotics inside geometrical regions as well as
boundary layers~penumbra, an axial region, and a vicinity of the critical rays! have been used to
describe the transient field by means of harmonic synthesis. The nonuniform asymptotic formulas
involving elementary or well-known special functions elucidate the physics of the problem and give
explicit dependence of the radiated waves upon the model parameters. The formulas are applicable
in the radiating near field which is the near-field with the evanescent wave zone excluded. The code
based on the uniform asymptotics has been tested in all regions against an exact numerical solution.
It is orders of magnitude faster, but in many realistic cases the accuracy does not suffer. The limits
of applicability of the model have been established. ©1998 Acoustical Society of America.
@S0001-4966~98!03212-3#

PACS numbers: 43.20.Bi, 43.20.Dk, 43.35.Zc@DEC#

INTRODUCTION

Simulating the propagation of pulses radiated by ultra-
sonic transducers into elastic solids is the first step towards
mathematical modeling ultrasonic nondestructive evaluation
~NDE! of industrial materials~see for instance Georgiou
et al., 1989!. It precedes modeling reflection from bound-
aries, scatter by defects and inclusions, and reception of scat-
tered and reflected pulses. The piston-type normal piezoelec-
tric transducers of several millimeters in radius are
commonly employed in industry~e.g., Silk, 1984!. Their
typical frequency is 5 MHz and thus, the typical compres-
sional wavelength in steels is about 1 mm. The ferritic steels
used in construction of high-pressure vessels in nuclear and
chemical industry are homogeneous and isotropic on this
scale. Consequently, the problem of propagation of pulses
radiated by a circular normal transducer directly coupled to a
homogeneous and isotropic solid has attracted much atten-
tion in the past decade.

The pioneering work in the area of propagation of elastic
waves in an homogeneous and isotropic half-space was car-
ried out by Lamb~1904!. He studied time-harmonic line and
point loads and used harmonic synthesis to deal with pulsed
sources. He was particularly interested in the surface waves.
The point-source problem is named Lamb’s problem after
him. In their classical paper, Miller and Pursey~1954! con-
sidered several types of time-harmonic loads acting on the
surface of a half-space: an infinitely long strip of finite width
vibrating normally or tangentially, and a circular disk vibrat-
ing normally or performing rotational oscillations about its
center. Their solutions were also obtained in the integral
form using Fourier and Hankel transforms for a strip and a
disk, respectively. The method of steepest descent was ap-
plied to evaluate these integrals to describe compressional
and shear waves in the far field for the case of a line- or

point-like source. The contribution of the head wave was
neglected.

Several authors evaluated solutions obtained using the
Hankel transform numerically, and then performed the har-
monic synthesis~Kawashima, 1984; Djelouah and Baboux,
1992; Baboux and Kazˆys, 1992!. This procedure involves
evaluating integrals of rapidly oscillating functions, and is,
therefore, fairly time-consuming.

The integral transform methods have been extended to
deal with pulses using the double Laplace–Fourier and
Laplace–Hankel transforms instead of harmonic synthesis
~e.g., Achenbach, 1973!. This approach is often used in con-
junction with the Cagniard–de Hoop method~e.g., Miklow-
itz, 1978!, an analytical technique which allows one to carry
out the inverse Laplace–Fourier transform by inspection.
Mitra ~1964! has applied the Cagniard–de Hoop method to
the case of the uniform impulse pressure acting over a circu-
lar portion of the surface. Two Bessel functions in the inte-
grands hinder the direct application of the method, and there-
fore, their integral representations and an integral
representation of their product have been used. The final ex-
pressions involve double integrals. Note that these expres-
sions are for the impulse load, and thus, a time convolution is
needed to obtain the transient field for an arbitrary load.
Thus, the whole procedure involves triple integration. This
method was used by Bresse and Hutchins~1989! to compute
the transient radiation from alarge circular source~with a
radius larger than a wavelength! and they compared their
results with experimental data. They did not consider the
head wave. Laturelle~1990!, who worked with step in time-
uniform loads, transformed the inverse Laplace–Hankel in-
tegral and separated the contribution of the static solution,
the Rayleigh, and other elastic waves.

For the past decade, several direct numerical schemes
have been developed to attack the problem of a pulsed cir-
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cular source. They include a finite-element method~Ludwig
and Lord, 1988! and finite-difference method~Ilan and
Weight, 1990! as well as the so-called elastodynamic finite
integration technique based on an integral formulation of the
elastodynamic equations of motion~Fellinger and Langen-
berg, 1990!. McNabet al. ~1989! have proposed a numerical
approach based on integrating point-load solutions and thus
suitable for dealing with apodized loads. The direct numeri-
cal schemes are accurate but extremely time consuming. Fur-
thermore, they do not elucidate the physics of the problem
and cannot be used to predict easily the dependence of the
wave components on the problem parameters.

In order to cut down the run time, several researchers
have developed approximate numerical schemes to treat the
problem. Weight~1987! has offered a simple phenomeno-
logical model based on geometrical acoustics considerations
to describe pulse propagation in terms of direct compres-
sional, edge compressional and shear waves. This model in-
corporates an empirical extension of the impulse-response
method developed for fluids~Stepanishen, 1971!. Lhémery
~1994! has refined Weight’s results by introducing an ap-
proximate integral formula for transient elastic waves which
is closely related to the exact Rayleigh integral for radiation
into fluids. The pulse response has been calculated using
convolution of the impulse response with the pressure-in-put
function. However, for certain observation angles, the Lhe´m-
ery model produces an overshoot when predicting the edge
shear wave. Following the original line of attack proposed by
Miller and Pursey~1954!, Schmerr and Sedov~1989! have
obtained results pertaining to the regions both near and far
from the transducer axis but not regions in-between. None of
the above approximate models takes into account the head
wave.

It has been pointed out in Fradkinet al. ~1998! that the
success of the approximate codes based on geometrical con-
siderations is due to the fact that even the broadband pulses
produced by industrial transducers contain mainly high and
intermediate frequencies; this means that modern diffraction
theory based on high-frequency asymptotics may be em-
ployed to refine them~for the asymptotics to be applicable,
frequencies have to be only relatively high!. Since the rel-
evant formulas involve elementary or well-known special
functions ~such as Bessel, Fresnel, and parabolic cylinder!,
the modern asymptotic methods lead to codes which are or-
ders of magnitude faster to run than those based on exact
numerical schemes, while remaining practically as accurate.
Fradkin et al. ~1988! have proposed the so-called two-tier
approach to describe the radiating near-field of a time-
harmonic circular transducer based on the modern diffraction
theory ~Keller, 1958; Buchal and Keller, 1960; Babicˇ and
Kirpichnikova, 1975; Babicˇ and Buldyrev, 1991; Borovikov
and Kinber, 1994! and asymptotic approximations of inte-
grals~Fedoryuk, 1977; Wong, 1989; Borovikov, 1994!. First,
they obtain the far-field asymptotics of a point source acting
on the surface of an elastic half-space~Green’s function!.
Then, they integrate these asymptotics over the transducer
surface and find the radiating near-field asymptotics of a cir-
cular transducer. Gridin~1998a! has complemented these re-
sults by applying the uniform stationary phase method

~Bleistein and Handelman, 1986; Borovikov, 1994! to the
integral representation of the displacement to obtain both
uniform and nonuniform high-frequency asymptotics of the
head wave and the field in the vicinity of the critical rays.

In the present paper, the model for simulating the propa-
gation of pulses underneath a circular transducer is proposed.
We employ the high-frequency asymptotics of the total field
inside both geometrical regions and boundary layers to ob-
tain time-harmonic solutions and then perform harmonic
synthesis using the fast Fourier transform.

The paper is organized as follows: First, the physical
interpretation of the nonuniform high-frequency asymptotics
derived in Fradkinet al. ~1998! and Gridin~1998a! is briefly
discussed and more general, uniform asymptotics are com-
pared with the exact numerical results. Then, the propagation
of narrow and wideband pulses is studied. The predictions of
the asymptotic model are compared with the exact results
obtained by the same numerical integration scheme as in
Baboux and Kazy´s ~1992!, as well as exact and approximate
results reported in the literature.

I. NORMAL TIME-HARMONIC TRANSDUCER

A. Formulation

Let us consider the forced motion of a homogeneous and
isotropic elastic half-space caused by a time-harmonic circu-
lar normal transducer. The displacement fieldu inside the
medium is described by the reduced elasto-dynamic equation

b2
“3~“3u!2a2

“~“–u!2v2u50, ~1!

wherea is a speed ofP wave~also known as compressional
or longitudinal!, b a speed ofSwave~also known as shear or
transverse!, a.b, andv is a circular frequency. The wave
numbers of theP and S waves arek5v/a and k5v/b,
respectively. The boundary conditions assume that the pres-
sure is uniformly applied over a disk of a radiusl and may be
written as follows:

szruz5050,
~2!

szzuz5052
Q

p l 2 H~ l 2r !,

whereQ has a dimension of force andH is Heaviside’s func-
tion. The cylindrical coordinates (r ,w,z) are used, where
z-axis runs along the transducer axis pointing downwards
and z50 on the boundary. The components of the stress
tensor are

szr5%b2S ]ur

]z
1

]uz

]r D ,

~3!

szz5%a2
]uz

]z
1%

a222b2

r

]~rur !

]r
,

whereur anduz are ther andz components of the displace-
ment, respectively, andr is the density. The problem is axi-
symmetrical and, therefore, there is no dependence onw. We
consider the case of a large transducer,

kl@1, ~4!
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i.e., we assume that the radius of the transducer is larger than
the wavelengthl52p/k.

B. The high-frequency asymptotics

In this section we summarize the results of Fradkinet al.
~1998! and Gridin ~1998a!, who have applied the modern
diffraction theory to derive high-frequency asymptotics of
the radiating near field radiated by a circular normal trans-
ducer into elastic solids. According to this theory, the elastic
field of a high frequency consists of the so-called geometri-
cal regions and the boundary layers in-between. The experi-
ence shows that frequencies have to be only relatively high,
and the theory often works at distances of one- or even one-
half-wavelength from a source or scatterer.

The geometrical regions are called that because they
may be efficiently modeled using the concept of a ray. The
field inside such regions may be represented in the form of a
finite number of waves each described by aray series, that
is, the asymptotic series in inverse powers of dimensionless
wave numberk

u~k,s!5eikw~s! (
n50

`
An~s!

~ ik !n1n , ~5!

where eikonal~or phase function! w(s) and the amplitude
functionsAn(s) all depend on the coordinates of the obser-
vation points only, andn is a different constant for different
waves.

This representation breaks down inside boundary layers,
which are transitional regions surrounding lines or surfaces
of irregularity along which rays of different nature or an
infinite number of rays meet. This concept was first intro-
duced by Keller~1958! and Buchal and Keller~1960! by
analogy with fluid dynamics and then developed further by
Babič and Kirpichnikova~1975!. The size and shape of a
boundary layer are determined by the condition that the
phase difference between the relevant rays is small~usually
smaller thanp!. The fields inside boundary layers are de-
scribed in terms of asymptotic series involving special func-
tions rather than just inverse powers of dimensionless fre-
quency.

1. Geometrical regions

It is well known ~e.g., Weight, 1987! that a compres-
sional circular transducer generates a directP wave, edgeP
wave, edgeS wave, and edge head wave~see Fig. 1!. For
every observation point lying inside a geometrical region,
there are two arrivals of the edge wave of each type, one

from the nearest and the other from the farthest edge point
~see Fig. 2!. The Rayleigh wave is not taken into account
because, when dealing with normal transducers, only body
waves are of interest. The leading terms of the corresponding
ray series are summarized below. The common factor
exp(ivt) is suppressed throughout.

The directP wave is described by

vP~direct!}e2 ikzez , ~6!

where vexp(ivt) is the particle velocity, which is the first
derivative of the displacement with respect to time, and the
sign ‘‘}’’ means ‘‘proportional.’’ The exact constants of
proportionality are given in Fradkinet al. ~1998! and Gridin
~1998a!. We use the particle velocity, not displacement, be-
cause this is the quantity measured by receiving probes~e.g.,
Weight, 1987!. It is easy to show that, for the transducer of
infinite radius which exerts the same uniform pressure as our
transducer, the above solution is exact. The directP wave is
plane, exists only straight beneath the transducer, and propa-
gates without decay. TheS field contains no direct wave.

The edgeP andS waves are described by

v6
P~edge!}AP~u6!F s6

k~ l 6r !2G1/2S l

r D
1/2

e2 iks6nP, ~7!

and

v6
S~edge!}AS~u6!F s6

k~ l 6r !2G1/2S l

r D
1/2

e2 iks6nS, ~8!

where the unit ray vectors are

nP56sin u6er1sgn~ l 6r !cosu6ez ,
~9!

nS56cosu6er2sgn~ l 6r !sin u6ez ,

the distancess6 from the farthest and nearest points as well
as associated anglesu6 are defined by

s65@z21~ l 6r !2#1/2, sin u65u l 6r u/s6 , ~10!

andAP andAS are the standard directivities of a point source
acting normally on the surface of a homogeneous and isotro-
pic elastic half-space~see, e.g., Miller and Pursey, 1954;
Fradkin et al., 1998!. It follows from ~9! that the relative
polarities of the edgeP- andS-waves coincide with those in

FIG. 1. Fronts of waves underneath a circular transducer acting normally on
the surface of an elastic half-space. Thick solid line: the directP wave; thin
solid lines: the edgeP wave; dashed lines: the edgeS wave; and dotted
lines: the edge head wave.

FIG. 2. The nearest (A1) and farthest (A2) points on the edge of the trans-
ducer. B is the observation point.
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Weight ~1987, Fig. 8!, and that each of these waves has a
toroidal front.

The edge head wave is described by

v6
H~edge!}@ks6 sin~u62ucr!#

23/2

3S l

r D
1/2

e2 iks6 cos~u62ucr!H~u62ucr!n
H, ~11!

where the unit ray vector is

nH56A12g2er2sgn~ l 6r !gez , ~12!

ucr5arcsing, g5b/a, is a critical angle, andH is Heavi-
side’s function. The head wave exists only foru6.ucr . The
asymptotics of this wave are of a higher order compared to
the P andS wave, i.e., the head wave decays away from the
source more rapidly.

2. Boundary layers

The representation of the elastic field as a sum of the
above waves breaks down inside the boundary layers. For a
circular transducer, these layers are presented in Fig. 3.

There are two boundary layers for theP field—
penumbra and the axial region. Inside the penumbra~marked
P in Fig. 3!, the phase difference between the directP and
edgeP arrival from the nearest edge point is small~zero
directly underneath the rim!. The numerical experiments de-
scribed below confirm that it is reasonable to choose the
phase differencep as a cutoff point. The leading term of the
z component of the penumbral asymptotic series is

vz
P~penumbra!5F@sgn~ l 2r !Ak~s22z!#vP~direct!, ~13!

whereF is a Fresnel integral. Ther-component of the pen-
umbral asymptotic series coincides with ther-component of
the edgeP wave~7!, since the directP wave has no compo-
nent in this direction. The shape of the penumbral region is
determined by the condition that the phase difference be-
tween the directP and edgeP arrival from the nearest edge
point is p, that is,

k~s22z!5p. ~14!

Therefore, it is parabolic.

The asymptotics of the edgeP wave fail asr→0 when
the phase difference between the two edgeP arrivals tends to
zero, i.e., in the axial region~the area between lines marked
A in Fig. 3!. In this case, the leading term of the axial
asymptotic series involves the Bessel functions of the zeroth
and first order, and is given by

vP~axial!}AP~u* !e2 iks
* @J0~kr sin u* !cosu* ez

1 iJ1~kr sin u* !sin u* er #, ~15!

where the distancess* from the edge to the axis and the
corresponding angleu* are defined by

s* 5~z21 l 2!1/2, sin u* 5 l /s* . ~16!

The shape of the axial region is determined by the condition
that the phase difference between the edge arrivals from the
nearest and farthest, points is equal top, which is approxi-
mately equivalent to

kr sin u* 5
p

2
. ~17!

Therefore, this shape is hyperbolic. Note that these asymp-
totics are of a lower order compared to the asymptotics of the
edgeP wave~7!, i.e., the focusing of the edge wave near the
transducer axis takes place.

There are two types of boundary layers in the totalS
field: the axial region and the vicinity of the critical rays.
There is no penumbra because there is no directSwave. The
leading terms of the axial asymptotic series for the edgeS
wave are similar to those for the edgeP wave and are given
by

vS~axial!}AS~u* !e2 iks
* @J0~kr sin u* !sin u* ez

1 iJ1~kr sin u* !cosu* er #. ~18!

For the head wave in the axial region~marked AH in Fig. 3!,
we have

vH~axial!}~k l !1/2
e2 iks

*
cos~u

*
2ucr!

@ks* sin~u* 2ucr!#
3/2 H~u* 2ucr!

3@ iJ1~krg!A12g2er1J0~krg!gez#. ~19!

Note that for the head wave, the shape of the axial region is
determined by the condition that the phase difference be-
tween two head arrivals, one from the nearest and the other
from the farthest edge point, isp. This is equivalent to

krg5p/2. ~20!

Therefore, this shape is cylindrical.
The representation of the totalS field as a sum of the

edgeSand head waves is not applicable inside the boundary
layers surrounding the critical rays~marked C in Fig. 3!
where the phase difference between these waves is small.
There are two leading terms of the critical-ray asymptotic
series: One involves the parabolic cylinder functionD1/2,
and the other differs from the edgeSasymptotics~8! only by
the directivity functionÃS, so that we have

FIG. 3. Boundary layers underneath a circular transducer acting normally on
the surface of an elastic half-space: penumbra~P!, axial regions~AH, AC
and zone between lines marked A! and vicinity of the critical rays~C!.
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v6
S~ total!}a6~ks6!23/4 S l

r
D 1/2

3expS 2 iks6

11cos~u62ucr!

2
DD1/2~w6!nH

1b6 ÃS~u6!F s6

k~ l 6r !2G1/2S l

r
D 1/2

e2 iks6nS,

~21!

where the argument of the parabolic cylinder function is

w652~11 i !sgn~u62ucr!Aks6@12cos~u62ucr!#,
~22!

and the explicit expressions for constantsa6 and b6 and
function ÃS can be found in Gridin~1998a!. It follows from
~21! that the totalSfield is not zero on the critical ray where
the edgeS wave ~8! vanishes. The shape of the critical-ray
boundary layers is determined by the condition that the phase
difference between the edgeSand head wave isp, so that we
have

ks6@12cos~u62ucr!#5p. ~23!

Therefore, this shape is parabolic.
These asymptotics fail inside the axial region~marked

AC in Fig. 3! where we have two leading terms: One in-
volves both the parabolic cylinder and Bessel functions, and
the other differs from the edgeS asymptotics~18! only by
the directivity functionÃS, so that we have:

vS~ total–axial!}a* k21/4s
*
23/4e2 iks

* ~11cos~u
*

2ucr!/2!D1/2~w* !

3@ iJ1~krg!A12g2er1J0~krg!gez#

1b* ÃS~u* !e2 iks
* @J0~kr sin u* !sin u* ez

1 iJ1~kr sin u* !cosu* er #, ~24!

where the argument of the parabolic cylinder function is

w* 52~11 i !sgn~u* 2ucr!Aks* @12cos~u* 2ucr!#.
~25!

3. Uniform asymptotics

The nonuniform asymptotics elucidate the physics of the
problem by producing description of the structure of the field
in terms of geometrical regions and boundary layers. To
avoid transition from a boundary layer to a geometrical re-
gion, it is often advisable to useuniformasymptotics, that is,
asymptotics which are applicable both inside and outside the
layer ~Bleistein and Handelman, 1986; Borovikov, 1994!.

The leading terms of thez-component of the penumbral
uniform asymptotics are given by

vz
P~penumbra!}F@sgn~ l 2r !Ak~s22z!#e2 ikz

1~2pkr !21/2

3FAP~sin u2!

g2

z

r 2 l
A l

s2

1sgn~r 2 l !A r

2~s22z!
Ge2 i ~ks223p/4!.

~26!

The correspondingr component coincides with the nonuni-
form asymptotic expression~7!, since the directP wave has
no component in this direction, and thus no interference of
direct and edge wave takes place along ther-axis. Numerical
experiments described below show that adding~26! to the
edgeP wave from the farthest edge point gives a very good
description of thez component of theP field everywhere
outside the axial region. Outside the penumbra, that is for
k(s22z).p, one can use the large-argument asymptotics
of the Fresnel integral to check that~26! produces the lead-
ing terms of the nonuniform asymptotics~6! and ~7!.

To obtain the uniform asymptotics of the totalS field,
one should add to~21! or ~24! the term which involves the
parabolic cylinder functionD3/2 and is the order (ks)1/2

higher than theD1/2 term. The corresponding expressions
can be found in Gridin@1998a, Eqs.~40! and~41!#. Note that
numerical experiments have shown, despite the fact that the
D3/2 term is of a higher order, it still makes a significant
contribution.

Strictly speaking, all the above uniform asymptotics are
only locally uniform since we still have different expressions
inside and outside the axial region. Global uniform asymp-
totics may be obtained by the matching of the inner and outer
asymptotics, but we have not derived them because they are
too cumbersome.

C. Limits of applicability and numerical results

All the above asymptotics are applicable in the radiating
near field of a circular transducer, i.e., for

kz@1, z/kl2!1. ~27!

Numerical experiments have confirmed more precise limits
as

l<z< l 2/l, ~28!

wherel is a wavelength of theP wave. For a typical fre-
quency of 5 MHz and the transducer radiusl 510 mm, this
region extends in steels from about 1 mm to about 80 mm.
Numerical experiments have demonstrated further that the
asymptotic formulas give a reasonable agreement with an
exact numerical solution in the intermediate zone as well,
i.e., for

l 2/l,z,8l 2/l. ~29!

This is the region which, in steels, extends down to about
640 mm, and thus is large enough for most applications of
interest.
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In the far field,

z.8l 2/l; ~30!

the above asymptotics may be replaced by standard far-field
formulas for a circular source involving the Bessel function
of the first order~e.g., Tanget al., 1994!. Note that the far-
field results obtained by Miller and Pursey~1954! are for
point-like sources and thus are not applicable to large trans-
ducers.

All the above formulas have been validated in all geo-
metrical regions and boundary layers against the exact solu-
tion evaluated by numerical integration of the inverse Hankel
transform. Some of the validation results are presented in
Fig. 4, where we compare thez components of the totalP
@Fig. 4~a!# and totalS @Fig. 4~b!# displacements at depthz
510 mm and various distances from the axis. The model
parameters are as follows:a56400 m/s, b53150 m/s, %
52700 kg/m3, Q5500 N, l 510 mm, andf 53 MHz.

The z-component of theP wave @Fig. 4~a!# makes the
most significant contribution to the field of a normal trans-
ducer. The first two terms of the penumbral uniform asymp-
totics,~13! and~26!, give a very good quantitative agreement
with the exact solution. For theS field, the agreement is
slightly worse due to the fact that the uniform asymptotics
for the total S field and nonuniform asymptotics~11! and
~19! have been derived without taking into account the influ-
ence of the complex poles of the Rayleigh function~Gridin,
1998a!. At higher frequencies this effect is less pronounced.
The z component of theS field @Fig. 4~b!# inside the axial

region may be comparable with this component of theP
field.

II. PROPAGATION OF PULSES

The asymptotic expressions for the radiating near- and
intermediate field of a time-harmonic circular transducer
which have been described in the previous section may be
used to model the propagation of pulses by means of har-
monic synthesis; that is, the inverse Fourier transform with
respect to time. The particle velocityV(r ,z,t) at the moment
t is given by

V~r ,z,t !5Re
1

p E
0

`

v~r ,z,v!q~v!eivt dv, ~31!

wherev r(r ,z,v) and vz(r ,z,v) are the time-harmonic par-
ticle velocities considered above, andq(v) is the Fourier
transform of the load-time variation functionQ(t).

In computations, the same parameters have been used as
described in the previous section. Two types of pulses have
been considered: The first is one cycle of sin(2pft) with
frequency f 55 MHz and second, a narrow-band pulse
sin(2pft) with frequencyf 54 MHz modulated by a Gauss-
ian function~see Fig. 5!. The duration of the first pulse is 0.2
ms and the second, about 1ms. Their Fourier transforms are
shown in Fig. 5. The cycle of a sine contains frequencies
lying between 0 and 15 MHz. The narrow-band pulse con-
tains mostly high-frequency harmonics in the 2–6 MHz
range. It reproduces features of the pulse used in Georgiou
et al. ~1989! and also realistic pulses~ibid. Figs. 10 and 11!.

Similar to the previous section, we compare the
asymptotic results with those obtained by exact numerical
method combined with the fast Fourier transform. The same
exact numerical scheme has been used by Baboux and Kazˇys
~1992!. In the asymptotic method, the bandwidth is taken to
be 0.5–10 MHz, and in the exact, it is extended down to 0
MHz.

A. The radiating near-velocity field inside the axial
region

First, let us choose the observation point to lie on the
axis of the transducer and assume the load to be the wide-
band pulse. At depthz55 mm, the corresponding wave-
forms of thez component of the particle velocity are pre-
sented in Fig. 6~a!. The first pulse in the train is due to the
directP wave~DP!. The second and fourth pulses are due to
the edgeP ~EP! and S ~ES! arrivals, respectively. The am-

FIG. 4. Comparison between the asymptotic~boxes! and exact~dashed line!
displacements atz510 mm. ~a! z-component of the totalP field; ~b! z-
component of the totalS field.

FIG. 5. Left: a realistic narrow-band pulse; right: spectra of one cycle of
sine ~solid line! and narrow-band pulse~dashed line!.
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plitudes of these pulses are comparable with the direct pulse
due to the focusing of the edge waves along the axis. The
third pulse is that of the edge head wave. There is a good
agreement between the asymptotic and exact solutions for all
the pulses except the head one. In this case, the amplitude
and the time of arrival agree but in the asymptotic solution
some part of the pulse is missing. As already mentioned
above, this effect is due to the fact that the influence of the
additional complex poles of Rayleigh’s function is not taken
into account~Gridin, 1998a!. The effect is noticeable at in-
termediate frequencies but weaker at high frequencies. In-
deed, similar results are presented in Fig. 6~b! for the realis-
tic narrow-band pulse. The head pulses are in good
agreement there. Due to the cylindrical symmetry, ther-
component of the particle velocity vanishes on the axis of the

transducer. Therefore, in Fig. 6~c! the waveforms of this
component are shown at the observation point very close to
the axis (r 50.1 mm). In this case, there is no pulse due to
the directP wave. All other pulses are present.

B. The radiating near-velocity field outside the axial
region

The waveforms of theVz for the wideband pulse at
depthz515 mm and various distances from the axis are pre-
sented in Fig. 7. At the observation points lying outside the
axial region but still inside the main beam of the transducer,
e.g., atr 55 mm, the directP pulse ~DP! dominates@Fig.
7~a!#. It partially overlaps with the edgeP pulse arriving
from the nearest edge point (EP1). The second pulse is the
edgeP arriving from the farthest edge point (EP2), and the

FIG. 7. The z component of the near-velocity field off the axis of the
transducer for one cycle of sine atz515 mm and~a! r 55 mm, ~b! r
510 mm, and~c! r 515 mm. The key is the same as in Fig. 6. Subscripts
‘‘1’’ and ‘‘2’’ relate to edge pulses arriving from the nearest and farthest
edge points, respectively.

FIG. 6. Thez component of the near-velocity field on the axis of the trans-
ducer atz55 mm for ~a! one cycle of sine and~b! narrow-band pulse;~c!
the waveforms of ther component of the particle velocity near the axis (r
50.1 mm). Solid and dashed lines are asymptotic and exact solutions, re-
spectively. The directP, edgeP, head, and edgeSpulse are marked DP, EP,
H, and ES, respectively.
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third, the edgeS arriving from the nearest edge point (ES1).
The overlapping edgeS and head pulses both arriving from
the farthest edge point give rise to the fourth pulse
(ES21H2). At this observation point there is no head wave
from the nearest edge point. Straight underneath the rim of
the transducer, the first pulse is due to theP wave from the
nearest edge point@DP1EP1, Fig. 7~b!#. The amplitude of
this pulse is approximately equal to one-half of the directP
pulse. This may be easily seen from~13!, which implies

vz
P~penumbra!ur 5 l'F~0!vP~direct!5vP~direct!/2. ~32!

The other pulses are the edgeP (EP2), edge head (H2, very
small!, and edgeS (ES2), all arriving from the farthest edge
point. Neither head pulse nor thez component of theSpulse
arriving from the nearest edge point is present. Outside the
main beam of the transducer, e.g., at the distancer
515 mm from the axis, there is no directP wave@Fig. 7~c!#.
The discernible pulses are the edgeP arriving from the near-
est and farthest edge points (EP1 and EP2) respectively,S
arriving from the nearest edge point (ES1), and head andS
arriving from the farthest edge point (ES2 and H2), respec-
tively.

The maximum number of pulses produced by a circular
normal transducer inside a solid is equal to seven: The first
one is due to the directP wave ~DP! and six others, to the
edgeP (EP1 and EP2), head (H1 and H2) and S (ES1 and
ES2) arriving from the nearest and farthest edge points, re-
spectively@Fig. 8~a!#. The zone where all seven pulses may
be detected is very limited. Outside this zone, pulses overlap
or vanish~e.g., the head wave vanishes foru,ucr). Outside

the main beam, the maximum number of pulses reduces by
one and thus, equals six@Fig. 8~b!#. Note that here, the con-
tribution of the head wave (H1 and H2) is not entirely neg-
ligible, despite the fact that the observation point is relatively
far from the transducer.

C. The intermediate velocity field

The train of pulses produced by the narrow-band load in
the intermediate zone as calculated by the asymptotic and
exact numerical method is presented in Fig. 9. The chosen
depth ofz5240 mm is about three times larger than the size
of the near zonel 2/l, but the agreement is still good. The
separation between theP and S pulses is more pronounced
than in the near zone. Underneath the transducer~at r
55 mm), two pulses are present: theP andS @Fig. 9~a! and

FIG. 8. The near-velocity field.~a! The z-component atr 51 mm andz
53 mm; ~b! the r component atr 525 mm andz55 mm. The key is the
same as in Fig. 7.

FIG. 9. The intermediate velocity field atz5240 mm: ~a! the z component
at r 55 mm; ~b! the r component atr 55 mm; ~c! the z component atr
560 mm; and~d! the r component atr 560 mm. The key is the same as in
Fig. 7.
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~b!#. Note that thez component of theP field is much larger
than that of theS field andr components of both fields. Far
off the axis (r 560 mm) there are four pulses, the edgeP
~EP1 and EP2) andS (ES1 and ES2) arriving from the nearest
and farthest edge points@Fig. 9~c! and ~d!#. There is no dis-
cernible pulse due to the head wave.

III. CONCLUSIONS

A new method for simulating the propagation of pulses
radiated by a circular normal transducer which is directly
coupled to a homogeneous and isotropic elastic half-space
has been proposed. The method is based on the high-
frequency asymptotics and the fast Fourier transform. The
results are applicable in both the radiating near- and interme-
diate zone, elucidate the physics, and give explicit depen-
dence on the model parameters. The output of the new code
has been fully validated against our own exact numerical
results and against approximate and exact numerical solu-
tions reported in the literature. For realistic narrow-band
pulses, the asymptotic method is 100 to 1000 times faster,
but practically as accurate as the exact. It has also been dem-
onstrated that when the pulses contain low frequencies of
small amplitudes, the accuracy is not significantly compro-
mised. In comparison with other approximate models, the
new model is more accurate and allows an approximate de-
scription of the head wave as well.

The approach of the paper can be extended to other
types of load, e.g., to rectangular~Gridin, 1998b! and shear
transducers. The asymptotic model can be easily interfaced
with other partial models of ultrasonic NDE.

ACKNOWLEDGMENT

The first author gratefully acknowledges a South Bank
Research Scholarship.

Achenbach, J. D.~1973!. Wave Propagation in Elastic Solids~North-
Holland, New York!.
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A fast method for simulating the propagation of pulses radiated
by a rectangular normal transducer into an elastic
half-space
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A new fast method for simulating the propagation of pulses radiated by a rectangular normal
ultrasonic transducer which is directly coupled to an isotropic and homogeneous elastic half-space
is proposed. First, the so-called two-tier approach introduced in Fradkinet al. @‘‘The radiating
near-field asymptotics of a time-harmonic circular normal ultrasonic transducer in an elastic
half-space,’’ J. Acoust. Soc. Am.104, 1178–1187~1998!# and the uniform stationary phase method
are used to obtain both nonuniform and uniform high-frequency asymptotics of the time-harmonic
field. Then, the transient field is described by means of harmonic synthesis. The nonuniform
asymptotics elucidate the physics and all the asymptotics give explicit dependence of the radiated
waves on model parameters. The formulas are applicable in the radiating near field that is the near
field with the evanescent wave zone excluded. The asymptotics involve in geometrical regions
elementary and inside boundary layers, well-known special functions~Fresnel integral and
generalized Fresnel integral!. The code based on the uniform asymptotics has been tested in all
regions against an exact numerical solution. It is at least 104 times faster but in many realistic cases
the accuracy does not suffer. The trains of pulses generated by rectangular and circular transducers
are compared. ©1998 Acoustical Society of America.@S0001-4966~98!01612-9#

PACS numbers: 43.20.Bi, 43.20.Dk, 43.35.Zc@DEC#

INTRODUCTION

Simulating the propagation of pulses radiated by ultra-
sonic transducers into elastic solids is the first step toward
mathematical modeling of ultrasonic nondestructive evalua-
tion ~NDE! of industrial materials. It precedes modeling re-
flection from boundaries, scatter by defects, and inclusions
and reception of scattered and reflected pulses. Pioneering
work in the area of propagation of elastic waves in an iso-
tropic and homogeneous half-space was carried out by Lamb
~1904!. He studiedpoint and line loads and was particularly
interested in the surface waves. The classical work onex-
tendedsources acting on the surface of an elastic half-space
has been done by Miller and Pursey~1954!. They have con-
sidered several types of time-harmonic loads: an infinitely
long strip of finite width vibrating normally or tangentially
and a circular disk vibrating normally or performing rota-
tional oscillations about its center. Their solutions were ob-
tained in the integral form using Fourier and Hankel trans-
forms for a strip and a disk, respectively. The method of
steepest descent was applied to evaluate these integrals, giv-
ing the far-field asymptotics of the compressional and shear
waves for the cases of a line- and pointlike source.

In the past decade the propagation of ultrasonic pulses
radiated by largecircular transducers into elastic solids has
been intensively studied by various full numerical schemes
~e.g., Ilan and Weight, 1990; Djelouah and Baboux, 1992!
and approximate methods~e.g., Weight, 1987; Schmerr and
Sedov, 1989; Lhe´mery, 1994!. The full numerical schemes
are extremely time consuming and do not produce any ex-
plicit dependence of the radiated waves upon the model pa-
rameters. The approximate models elucidate the physics of

the problem in terms of the direct compressional and edge
compressional and shear waves. However, the Weight’s
model is phenomenological since he introduces the so-called
mode-conversion factors which are estimated from the out-
puts of finite-difference code. The assumptions made by
Lhémery ~1994! lead to an overshoot for the edge shear
waves for certain observation angles. The model of Schmerr
and Sedov~1989! does not give the description of the field
inside the penumbra.

Recently, a new method has been developed for simu-
lating the transient field of a circular normal ultrasonic trans-
ducer. Fradkinet al. ~1998! have proposed a two-tier ap-
proach to description of the radiating near field of a time-
harmonic transducer based on the modern diffraction theory
and asymptotic approximations of integrals: First, they ob-
tain the far-field asymptotics of a point source acting on the
surface of an elastic half-space~that is, of Green’s function!;
then they integrate these asymptotics over the transducer sur-
face and find the radiating near-field asymptotics of the
transducer. Gridin~1998! has complemented their solution
by applying the uniform stationary phase method~Boro-
vikov, 1994! to the integral representation of the displace-
ment to obtain both nonuniform and uniform high-frequency
asymptotics of the head wave and the field in the vicinity of
the critical rays separating regions where the head wave is
present from where it is not. It has been shown that the
high-frequency asymptotic method combined with the fast
Fourier transform is orders of magnitude faster than an exact
numerical solution but gives sufficient accuracy~Gridin and
Fradkin, 1998!. Below it is proposed to use a similar ap-
proach for the case of a largerectangularnormal transducer.

Many researchers have studied the impulse response of a
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rectangular transducer radiating into fluids, because such
transducers have a wide medical application~e.g., Lockwood
and Willette, 1973; Scaranoet al., 1985; Emeterio and Ul-
late, 1992!. Less attention has been paid to the fields radiated
into elastic solids by rectangular ultrasonic transducers used
in industrial NDE. The application of a finite-difference/
finite-element scheme to this, three-dimensional, problem re-
sults in very long run times, since even the two-dimensional
problems are computationally intensive~e.g., Ludwig and
Lord, 1988!. Thomson and Kobori~1963! have derived the
double-integral representation for the displacements caused
by a rectangular normal load in an elastic half-space using
the Fourier transform technique. They have computed the
dynamic compliance at the center of the load. Jones and
Petyt ~1993! have used the same integral representation and
computed the surface displacements along one of the axes of
symmetry of the load. Note that in the general case of the
observation point inside a solid, the integrand of the double
Fourier integral includes a factor rapidly oscillating in both
directions of integration. Again, the numerical evaluation of
this integral is extremely time consuming. McNabet al.
~1989! have proposed a numerical approach based on sum-
mation of the point load solutions and thus suitable for deal-
ing with sources of any geometry or apodization.

The exact impulse response of an elastic half-space
loaded over a rectangular region of its surface has been ob-
tained by Norwood~1969!, who has used the Cagniard–de
Hoop method. The solutions have been found to be a super-
position of plane waves directly under the load and waves
emanating from the edges and corners of the loaded region.
The expressions for the corner waves have been given in
terms of single integrals. Therefore, the evaluation of the
transient response for an arbitrary time-dependent load re-
quires double integration.

In this paper a new fast method is proposed for simulat-
ing the propagation of pulses radiated by a rectangular nor-
mal ultrasonic transducer which is directly coupled to an
isotropic and homogeneous elastic half-space. We obtain the
high-frequency asymptotics of the radiating near field, and
then perform the fast Fourier transform. The paper is orga-
nized as follows: First, both nonuniform and uniform high-
frequency asymptotics of the field radiated by a time-
harmonic rectangular transducer acting normally on the
surface of an elastic half-space are derived. Then the outputs
of the asymptotic code are compared with the exact numeri-
cal results. The propagation of pulses using both the
asymptotic and exact methods is studied next. At the end of
the paper the comparison between a rectangular and circular
transducer is carried out.

I. TIME-HARMONIC RECTANGULAR NORMAL LOAD

A. Formulation of the problem

Let us consider the forced time-harmonic motion of an
isotropic and homogeneous elastic half-space caused by a
rectangular normal transducer. The displacement fieldu in-
side the medium is described by the reduced elastodynamic
equation

b2
“3~“3u!2a2

“~“–u!2v2u50, ~1!

wherea is a speed ofP ~also known as longitudinal, com-
pressional, or primary!, b, of S ~also known as transverse,
shear, or secondary! wave; a.b; and v is a circular fre-
quency. The corresponding wave numbers arek5v/a and
k5v/b, respectively. The Cartesian coordinates~x,y,z! are
used below. The geometry of the problem is depicted in Fig.
1. The boundary conditions specify the pressure applied uni-
formly over a rectangle with sides 2l 1 and 2l 2 in thex andy
directions, respectively, and may be written as follows:

sxzuz505syzuz5050,

szzuz505 H 2Q/4l 1l 2 , uxu< l 1 ,uyu< l 2

0, elsewhere, ~2!

where Q has dimension of force. There is no necessity to
assumeQ constant, but we do so for simplicity of presenta-
tion. We also assume that the transducer is large, i.e., we
have

kl1@1, kl2@1. ~3!

This means that the half-sides of the transducer are larger
than theP wavelengthl52p/k.

B. The two-tier approach

It is well-known that the field radiated by a transducer
into a solid can be represented as an integral of the corre-
sponding Green’s function over the transducer surface. This
is the basis of the two-tier approach introduced in Fradkin
et al. ~1998! and used below.

The first tier involves finding the far-field asymptotics of
the Green’s function of Lamb’s problem~i.e., of a point
source acting normally on the surface of an isotropic and
homogeneous half-space!. It is well-known that the Green’s
function can be decomposed intoP andS waves,

u~point!5uP~point!1uS~point!. ~4!

The leading terms of the corresponding far-field asymptotics
are given by

u0
P~point!52

Qk

2p%b2

AP~u!

ks
eiksnP~u!, ~5!

and

u0
S~point!52

Qk

2p%b2

AS~u!

ks
eiksnS~u! ~6!

~e.g., Miller and Pursey, 1954; Fradkinet al., 1998! with

FIG. 1. The geometry of the problem.
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s5Ar 21z2, sin u5r /s, ~7!

~see Fig. 2!. Here % is the density of the solid and the re-
spective directivity functionsAP(u) and AS(u) are as fol-
lows:

AP~u!5
2 sin2 u2g22

RP~sin u!
cosu, ~8!

and

AS~u!5
2 sin uAg22sin2 u

RS~sin u!
cosu, ~9!

with the Rayleigh functions

RP~j!5~2j22g22!214j2A12j2Ag222j2, ~10!

and

RS~j!5~2j221!224j2Aj221Aj22g2, ~11!

andg5b/a. The unit displacement vectors are given by

nP~u!5sin uer1cosuez , ~12!

and

nS~u!5cosuer2sin uez ~13!

~see Fig. 2!.
The second tier involves integrating the above asymp-

totics over the transducer surface, so that the field can be
represented as an integral of the far-field asymptotics of the
Green’s function over the transducer surface:

u5
1

4l 1l 2
E

2l1

l1 E
2l2

l2
u~point! dx8 dy8. ~14!

Then the radiating near-field asymptotics of this integral are
evaluated. The form ofu(point) allows us to carry out this
evaluation for theP andS fields separately.

C. The high-frequency asymptotics of the P field

The P field is described by the integral

uP52
p0

2p%b2 E
2l1

l1 E
2l2

l2 AP~u8!

s8
nP~u8!eiks8 dx8 dy8,

~15!

where (x8,y8,0) and~x,y,z! are the coordinates of the point
source and the observation point, respectively, and the dis-

tances8 between them and the corresponding angleu8 are
given by

s85A~x82x!21~y82y!21z2, cosu85z/s8. ~16!

The pressure acting on the surface isp05Q/4l 1l 2 .
The integrand in~15! contains a slowly varying ampli-

tude and a rapidly oscillating exponential factor. It is well
known that the main contributions to integrals of this type
come from stationary points of phase functions, various
types of critical boundary points, and singular points of am-
plitude functions ~Blestein and Handelman, 1986; Boro-
vikov, 1994!. The critical boundary points are: critical points
on smooth parts of boundary where the derivative of the
phase function along the boundary vanishes, and points of
the boundary where its analyticity is violated, for instance,
corner points.

The amplitude function in the integrand in~15! contains
no singular points. Its phase functions8 has one stationary
point,

~x8,y8!5~x,y!, uxu< l 1, uyu< l 2, ~17!

where it is at a minimum~point D in Fig. 3!. There are four
edge critical points (E1, E2, E3, and E4 in Fig. 3!, and four
corner points (C1, C2, C3, and C4 in Fig. 3!. Each type of
critical point gives rise to a different type of wave.

Below, we assumex>0 and y>0 because the other
cases can be obtained from this using the considerations of
symmetry. Thus some final expressions are presented only
for the contribution of the edge point E1 and corner point C1.

1. Geometrical regions

The geometrical regions are regions which may be effi-
ciently modeled by using the concept of a ray. The field
inside such regions may be represented in the form of a finite
number of waves each described byray series, that is, the
asymptotic series in inverse powers of dimensionless wave
numberk:

u~k,s!5eikw~s! (
n50

`
An~s!

~ ik !n1n ~18!

FIG. 2. Point source acting normally on an elastic half-space~head waves
neglected!.

FIG. 3. Points of the transducer surface where different waves originate:
D—the directP, E1, E2, E3, and E4—edge and C1, C2, C3, and C4—corner
waves.P is the observation point.
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~e.g., Babich and Buldyrev, 1991! where the eikonal~or
phase function! w~s! and amplitude functionsAn(s) all de-
pend on the coordinates of the observation point only, andn
is a different constant for different waves.

The contribution of the isolated stationary point to inte-
gral ~15! gives thedirect Pwave, and for the leading term of
the corresponding ray series we obtain

uP~D !5
p0

%a2k
ei ~kz1p/2!H~ l 12x!H~ l 22y!ez

5H~ l 12x!H~ l 22y!u0
P~D ! , ~19!

whereH is the Heaviside step function. In the above equa-
tion and everywhere below the superscript in brackets de-
notes the critical points which give rise to the corresponding
wave. The directP wave is plane, exists only straight under-
neath the transducer, and propagates without decay. It is easy
to show that for a transducer of infinite extent which exerts
the same pressure as our transducer the above solution is
exact.

The contribution of each of the edge critical points gives
rise to theedge Pwave and for the leading term of the
corresponding ray series for the edge pointE1 we obtain

uP~E1!5
p0

A2p%b2k
AP~u1!A d1

k~ l 12x!2 ei ~kd113p/4!

3H~ l 22y!nP~E1!5H~ l 22y!u0
P~E1! , ~20!

where the unit displacement vectornP(E1), the distanced1

~E1P in Fig. 3! between the point E1, and the observation
point P and the corresponding angle are given by

nP~E1!52sin u1ex1sgn~ l 12x!cosu1ez ,
~21!

d15A~ l 12x!21z2, sin u15
u l 12xu

d1
.

The edgeP waves from points E1 and E3 exist only for uyu
< l 2 and have noy components, and those from points E2

and E4 exist only foruxu< l 1 and have nox components. The
edgeP waves are cylindrical with the corresponding edges
acting as the line sources.

The contribution of each of the corner points gives rise
to thecorner Pwave, and for the leading term of the corre-
sponding ray series for the corner point C1 we obtain

uP~C1!5
p0

2p%b2k
AP~w1!

s1

k~ l 12x!~ l 22y!
eiks1nP~C1!,

~22!

where the unit displacement vectornP(C1), the distances1

~C1P in Fig. 3! between the point C1 and the observation
point P, and the corresponding angle are given by

nP~C1!52
l 12x

s1
ex2

l 22y

s1
ey1

z

s1
ez ,

~23!
s15A~ l 12x!21~ l 22y!21z2, cosw15z/s1 .

The cornerP waves are spherical with the corresponding
corner points acting as the point sources. We have utilized
formulas ~4.5!, ~4.10!, and ~4.12! from Borovikov ~1994!

when deriving Eqs.~19!, ~20!, and~22!, respectively.
Note that there are three distinct zones for theP field of

a rectangular normal transducer:

Zone I: uxu, l 1 , uyu, l 2 ;

Zone II: uxu. l 1 , uyu, l 2 , and uxu, l 1 , uyu. l 2 ;

Zone III: uxu. l 1 , uyu. l 2 . ~24!

In zone I the direct, four edge, and four cornerP waves exist.
In zone II there are two edge and four corner waves. Finally,
in zone III only four cornerP waves are present.

2. Boundary layers

The representation of the totalP field as a sum of the
direct, edge, and corner waves is not applicable inside the
so-calledboundary layers~e.g., Buchal and Keller, 1960;
Babich and Kirpichnikova, 1975!. These are transition re-
gions surrounding lines or surfaces of irregularity along
which rays of different nature meet. The fields inside bound-
ary layers are described in terms of asymptotic series involv-
ing special functions rather than just inverse powers of di-
mensionless frequency. The size and shape of a boundary
layer are determined by the condition that the phase differ-
ence between different rays is small~usually smaller thanp!.
For a rectangular transducer these regions occur asx→ l 1 or
y→ l 2 . Below, we consider the boundary layers for the edge
and cornerP waves from the points E1 and C1, respectively.

The first type of a penumbral boundary layer occurs as
x→ l 1 , i.e., when the phase difference between the direct and
edgeP wave tends to zero. Under this condition expression
~19! has a discontinuity and expression~20! tends to infinity.
Mathematically, this situation corresponds to the case of coa-
lescing stationary and edge critical points~Borovikov, 1994,
Sec. 4.2.4!. The leading term of the asymptotics which are
applicable in this,edge, penumbral region involves the
Fresnel integral

F~j!5
e2 ip/4

Ap
E

2`

j

eis2
ds ~25!

@ibid., Eq. ~6.1a!# and therefore we obtain

u0
P~DE1!

5F@sgn~ l 12x!Ak~d12z!#H~ l 22y!u0
P~D ! ,

~26!

which differs from~19! only by substituting the Fresnel in-
tegral F for H( l 12x). The shape of the edge penumbral
layer is determined by the condition that the phase difference
between the direct and edge waves isp, that is,

k~d12z!5p. ~27!

Therefore, it is a parabolic cylinder@Fig. 4~a!#.
Another type of a penumbral boundary layer occurs as

y→ l 2 , i.e., when the phase difference between the edge
wave from the point E1 and the corner wave from the point
C1 tends to zero. Under this condition expression~20! has a
discontinuity and expression~22! tends to infinity. Math-
ematically, this situation corresponds to the case of coalesc-
ing edge critical and corner points~Borovikov, 1994, Sec.
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4.2.2!. The leading term of the asymptotics which are appli-
cable in this,corner, penumbral region also involves the
Fresnel integral:

u0
P~E1C1!

5F@sgn~ l 22y!Ak~s12d1!#u0
P~E1! , ~28!

which differs from~20! only by substituting the Fresnel in-
tegral F for H( l 22y). The shape of the corner penumbral
layer is determined by the condition that the phase difference
between the edge and corner waves isp, that is,

k~s12d1!5p. ~29!

Therefore, it is a surface obtained by revolving parabola
AC1B around the edge C1C3 @Fig. 4~b!#.

The most interesting situation occurs whenx→ l 1 and
y→ l 2 simultaneously, i.e., when the phase difference be-
tween the directP and cornerP wave from the point C1 tends
to zero. Under this condition expression~26! has a disconti-
nuity and expression~28! tends to infinity. Mathematically,
this situation corresponds to the case of coalescing stationary
and corner points~Borovikov, 1994, Sec. 4.4!. The leading

term of the asymptotics which are applicable in this,edge-
corner, penumbral region is expressed in terms of the gener-
alized Fresnel integral

G~h,n!5
n

2p E
h

` ei ~j21n2!

j21n2 dj ~30!

@ibid., Eq. ~6.35!; see also Clemmow and Senior, 1953# and
therefore we obtain

u0
P~DE1E2C1!

5u0
P~D !$H~ l 12x!H~ l 22y!

2G@2sgn~ l 22y!Ak~s12d1!,

sgn~ l 12x!Ak~d12z!#

2G@2sgn~ l 12x!Ak~s12d2!,

sgn~ l 22y!Ak~d22z!#%. ~31!

Note that although each term in the right-hand side of~31! is
discontinuous, the left-hand side is regular since the discon-
tinuities of H( l 12x)H( l 22y) are compensated by the dis-
continuities of the generalized Fresnel integrals. The shape
of the edge-corner penumbral layer is determined by the con-
dition that the phase difference between the direct and corner
waves isp, that is,

k~s12z!5p. ~32!

Therefore, it is a paraboloid of revolution@Fig. 4~c!#. All
boundary layers are the narrower the higher the frequency.

3. Uniform asymptotics

The nonuniform asymptotics elucidate the physics of the
problem by producing the description of the field structure in
terms of geometrical regions and boundary layers inbetween.
To avoid transition from a boundary layer to a geometrical
region it is often advisable to useuniform asymptotics, that
is, asymptotics which are applicable both inside and outside
the layer~Bleistein and Handelman, 1986; Borovikov, 1994!.

The leading term of the uniform asymptotics which are
applicable both inside and outside the edge penumbral layer
is

uP~DE1!5u0
P~DE1!

1ux
P~E1!ex

1
A1

k3/2 H~ l 22y!eikd1ez . ~33!

The leading term of the uniform asymptotics which are ap-
plicable both inside and outside the corner penumbral layer
turns out to be

uP~E1C1!5u0
P~E1C1!

1
B1

k2 eiks1H 2
l 12x

s1
ex1

z

s1
ezJ

1uy
P~C1!ey . ~34!

Note that it is more correct to call the asymptotics~33! and
~34! locally uniformbecause Eq.~33! is not applicable asy
→ l 2 and Eq.~34!, asx→ l 1 . In both cases the uniform as-
ymptotics which are applicable both inside and outside the

FIG. 4. Boundary layers underneath a rectangular transducer:~a! edge pen-
umbra;~b! corner penumbra; and~c! edge-corner penumbra.
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edge-corner penumbral layer can be used and for their lead-
ing term we have

uP~DE1E2C1!5u0
P~DE1E2C1!

1ux
P~E1C1!ex1uy

P~E2C1!ey

1H A1

k3/2 eikd1F@sgn~ l 22y!Ak~s12d1!#

1
A2

k3/2 eikd2F@sgn~ l 12x!Ak~s12d2!#

1
D1

k2 eiks1J ez . ~35!

The coefficientsA1 , A2 , B1 , andD1 are obtained by match-
ing the uniform asymptotics to the nonuniform:~33! to ~19!
and ~20!, ~34! to ~20! and ~22!, and ~35! to ~19!, ~20! and
~22!. They are given in Appendix A.

Finally, the leading term of the uniform asymptotics of
the total P field in the regionx>0 andy>0 may be written
as follows:

uP~ total!5uP~DE1E2C1!1uP~E3C2!1uP~E4C3!1uP~C4!.
~36!

The first term in the last expression includes the contribu-
tions of the stationary point of the phase function, edge
points E1 and E2, and corner point C1. The second includes
the contributions of the edge point E3 and corner point C2.
The third is similar to the second with the edge point E4 and
corner point C3. The contribution of the corner point C4 is
given by the last term. Thus Eq.~36! describes all theP
waves radiated by a rectangular transducer.

D. The high-frequency asymptotics of the S field

The S field is described by the integral

uS52
p0

2p%b2 E
2l1

l1 E
2l2

l2 AS~u8!

s8
nS~u8!eiks8 dx8 dy8,

~37!

which possesses the same critical points as the integral in
~15!. However, due to the directivityAS of a point source
@Eq. ~9!# the leading term of the contribution of the station-
ary point is zero:

uS~D !50. ~38!

As with the directP wave, it is easy to show that for a
transducer of infinite extent the above solution is exact.

The leading terms of the asymptotics of the edge and
cornerS wave are similar to theP wave. They are

uS~E1!5
p0

A2p%b2k
AS~u1!A d1

k~ l 12x!2

3ei ~kd113p/4!H~ l 22y!nS~E1!

5u0
S~E1!H~ l 22y!, ~39!

and

uS~C1!5
p0

2p%b2k
AS~w1!

s1

k~ l 12x!~ l 22y!
eiks1nS~C1!,

~40!

respectively, with the unit displacement vectors given by

nS~E1!52cosu1ex2sgn~ l 12x!sin u1ez , ~41!

and

nS~C1!52
z

s1

l 12x

As1
22z2

ex2
z

s1

l 22y

As1
22z2

ey

2
As1

22z2

s1
ez . ~42!

There is no edge penumbral layer for theS field, since
there is no directSwave. The corner penumbral layer for the
Sfiled is described by the expressions similar to those for the
P field. For the leading term of the corresponding uniform
asymptotics we obtain

uS~E1C1!5u0
S~E1!F@sgn~ l 22y!Ak~s12d1!#

1
1

k2 eiks1$B̃1xex1B̃1zez%1uy
S~C1!ey . ~43!

Since there is no directSwave the leading term of the edge-
corner penumbral asymptotics of theS field is simpler than
that of theP: It contains no term with the generalized Fresnel
integral and therefore we have

uS~E1E2C1!5ux
S~E1C1!ex1uy

S~E2C1!ey

1H F@sgn~ l 22y!Ak~s12d1!#uz
S~edge!1

1F@sgn~ l 12x!Ak~s12d2!#uz
S~edge!2

1
D̃1

k2 eiks1J ez . ~44!

The coefficientsB̃1x , B̃1z , andD̃1 are obtained by matching
the uniform asymptotics~43! and ~44! to the nonuniform
asymptotics~39! and~40! and are given in Appendix A. The
leading term of the uniform asymptotics of the totalSfield in
the regionx>0 andy>0 can be constructed similarly to the
total P field @Eq. ~36!#.

The above solution for theS field is not complete: It
does not include the head wave or description of the field in
the vicinity of the critical rays. It may be expected that there
are four edge and four corner head waves. For a circular
normal transducer the high-frequency asymptotics of the
head waves and the totalSfield in the vicinity of the critical
rays have been obtained by Gridin~1998!. A similar tech-
nique can be applied to a rectangular transducer but the cor-
responding derivation for the corner waves is more cumber-
some. However, the numerical calculations described below
have shown that the contribution of head waves is small if
discernible at all. Therefore, these waves have been ne-
glected.
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E. The exact numerical solution

The asymptotic formulas obtained in the previous sub-
section have been tested against an exact numerical solution.
The latter is obtained by computing the displacements repre-
sented in the following integral form:

~ux ,uy ,uz!5
p0

p2%b2 E
2`

1`E
2`

1`

~2 i j,2 ih,a!

3$@2~j21h2!2k2#e2az

22~ab,ab,j21h2!e2bz%

3
sin j l 1 sin h l 2

jhR
ei ~jx1hy! dj dh. ~45!

This representation, based on the double Fourier transform,
has been reported previously by Thomson and Kobori
~1963!, but because the relative signs of thex, y, andz com-
ponents in their solution@ibid., Eq. ~16!# differ from ours,
and for completeness, Eq.~45! is rederived in Appendix B.
Note that the derivation has been carried out by Jones and
Petyt ~1993! as well, but their final expression@ibid., Eq.
~51!# contains a misprint.

The integrands in~45! include factors rapidly oscillating
in both thej andh direction. Therefore, the numerical evalu-
ation of the double integrals in~45! is extremely time con-
suming, even when special algorithms for computing such
integrals are employed. The exact numerical code utilized
below is based on one such algorithm in the form of the
NAG subroutine D01AKF.

F. The limits of applicability and numerical results

All of the above asymptotics are applicable in the radi-
ating near field of a rectangular transducer, i.e., for

kz@1,
z

kl2
!1, ~46!

where l 5min(l1,l2). Numerical experiments have confirmed
more precise limits as

l<z<
l 2

l
, ~47!

wherel is the wavelength of theP wave. For a typical fre-
quency 5 MHz and the transducer half-sides 10 mm, this
region extends in steels from about 1 mm to about 80 mm.
Analogously to the case of a circular transducer~Gridin and
Fradkin, 1998! it is expected that the asymptotic formulae
give reasonable agreement with an exact numerical solution
at distances several times larger than the size of the radiating
near zone. This is sufficient for most applications of interest.
In the far field the above asymptotics may be replaced by
standard far-field formulas for a rectangular source which
involve expressions of the type $sin(kl1x)/kl1x%
3$sin(kl2y)/kl2y% ~e.g., Skudrzyk, 1971, Sec. 26.9!.

The asymptotic formulas have been validated in all geo-
metrical regions and boundary layers against the exact nu-
merical solution described above. Some of the validation re-
sults are presented below. The model parameters are as

follows: a56400 m/s, b53150 m/s, %52700 kg/m3, Q
5500 N, l 1510 mm, l 255 mm, andf 55 MHz.

Figure 5~a! depicts thex dependence of thez compo-
nents of the displacements, respectively, at depthz
510 mm in the planey50. It can be seen that thez compo-
nent of theP field is dominant inside the main beam of the
transducer, i.e., inside zone I. This component in zone II and
the z component of theS field are much smaller. For theP
field the agreement between the asymptotic and exact solu-
tion is very good. For theS field this agreement is slightly
worse due to the fact that the contribution of the head waves
has been neglected.

Figure 5~b! depicts thex dependence of thez compo-
nents of the displacements, respectively, at depthz
510 mm in the planey5x/2. This is the plane passing
through thez-axis and cornerC1 . Again, inside the main
beam thez component of theP field is dominant. Outside the
main beam all components of the field are smaller than in-
side. This is so because in the planey5x/2 all the points for
which x.10 mm lie inside zone III where only the corner
waves are present.

II. PROPAGATION OF PULSES

The asymptotic expressions for the radiating near field
of a time-harmonic rectangular normal transducer which
have been derived in the previous section can be used to
model the propagation of pulses by means of harmonic syn-

FIG. 5. The displacement field at depthz510 mm and variousx: ~a! z
component in the planey50; ~b! z component in the planey5x/2. Dashed
line and boxes represent the exact and asymptoticP field, respectively;
dotted line and crosses represent the exact and asymptoticS field, respec-
tively.
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thesis, that is, the inverse Fourier transform with respect to
time. The displacementU(t) at the momentt is given by

U~ t !5Re
1

p E
0

`

u~v!q~v!e2 ivt dv, ~48!

where u~v! is the time-harmonic displacement considered
above, andq(v) is the Fourier transform of the loadQ(t).
Below, we consider the particle velocityV(t), that is, the
first derivative of the displacement with respect to time,
since this is the quantity which is measured by the receiving
probes~e.g., Weight, 1987!.

In computations described below the same parameters
have been used as in the previous section. The wide-band
pulse containing not only high but some intermediate and
low frequencies has been considered. It has been chosen to
be one cycle of sin(2pft) of frequencyf 55 MHz, and con-
sequently, the duration of 0.2ms. Similarly to the previous
section, we compare the asymptotic solution with the exact
numerical solution both combined with the fast Fourier
transform. In the asymptotic method the bandwidth is taken
to be 0.5–10 MHz, and in the exact, it is extended down to 0
MHz.

A. The velocity field inside the main beam

First, let us consider the case of the observation point
lying inside the main beam of the transducer~zone I!. The
waveform of thez component of the particle velocity at the
z-axis point ~0, 0, 10! mm is shown in Fig. 6~a!. The first
pulse is due to the directP wave ~DP!. This pulse is domi-
nant. The next pulse is due to the edgeP waves arriving from
the edge points E2 and E4 (EP24). The third pulse is due to
the edgeP waves arriving from the edge points E1 and E3

(EP13) partially overlapped with the corner waves from all
four corner points (CP1234). The edgeSwaves arriving from
the edge points E2 and E4 give rise to the forth pulse (ES24).
The fifth pulse is due to the combined contribution of the
edge S and head waves from the edge points E1 and E3

(ES131EH13). The cornerS waves from all four corner
points give rise to the last, quite small, pulse in the train
(CS1234). It can be seen that the pulses ofS waves travel
twice as long as the corresponding pulses ofP waves since
theSspeed is about half theP speed. Figure 6~a! shows that
the agreement between the asymptotic and exact method is
very good. The small discrepancy in the fifth pulse is due to
the head waves being neglected in the asymptotic method.
Due to symmetry thex- and y-components of the field are
equal to zero at the observation point~0, 0, 10! mm.

The waveform of thez component of the particle veloc-
ity at the point ~5, 0, 10! mm is shown in Fig. 6~b!. The
amplitude of the first, directP, pulse is the same as in Fig.
6~a!, since the pressure is assumed to be uniform over the
transducer surface. The distances from the observation point
to the edge points E1, E2, and E4 are equal, and therefore, the
edge waves arriving from these points overlap giving rise to
the second,P, and forth,S, pulses (EP124 and ES124). The
cornerP waves arriving from the points C1 and C3 also con-
tribute to the second pulse (CP13). The third pulse is due to
the edgeP wave from the point E3 and cornerP waves from
the points C2 and C4 (EP31CP24). The cornerS and head

waves from the points C1 and C3 give rise to the fifth pulse.
Finally, the sixth and seventh pulses are due to the edgeS
wave from the point E3 and corner S waves from the points
C2 and C4 respectively (ES3 and CS24). The waveform of the
x component of the particle velocity at the same observation
point is presented in Fig. 6~c!. There is no directP pulse. All
other pulses are similar to thez component. The edge head
pulse arriving from the point E3 (EH3) is more pronounced
since a finer scaling is used in Fig. 6~c!.

B. The velocity field straight underneath the
transducer rim

First, let us consider the case of the observation point
lying straight underneath the center of the transducer rim.

FIG. 6. The waveform of the particle velocity inside the main beam:~a! z
component at point~0, 0, 10! mm; ~b! z component at point~5, 0, 10! mm;
~c! x component at point~5, 0, 10! mm. Solid and dashed lines are the exact
and asymptotic solutions, respectively. DP—the directP wave, EPi , ESi , or
EHi—the edgeP, S, or head wave from the point Ei , and CPi , CSi , or
CHi—the cornerP, S, or head wave from the point Ci .
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The waveform of thez component of the particle velocity at
the point~10, 0, 10! mm is shown in Fig. 7~a!. The first pulse
is due to the combined contribution of the directP and edge
P wave from the point E1 (DP1EP1). The amplitude of this

pulse is half the amplitude of the directP pulse. This can be
easily seen from~26!, which implies

uz
P~DE1!u~x5 l 1!5u0

P~D !F~0!5u0
P~D !/2. ~49!

The waveform of thex component of the particle velocity at
the same point is shown in Fig. 7~b!. The first pulse in the
train is due only to the edgeP wave from the point E1. It
follows that theP wave from the point E1 has a transverse
component~which is significantly smaller than the longitu-
dinal component!. This justifies our calling this waveP
rather than longitudinal~see also Fradkin and Kiselev, 1997!.
The second pulse is due to the cornerP wave from the points
C1 and C3 and confirms that these waves have the transverse
components as well (CP13). There is no pulse due to the
edge wave from the pointE2 or E4 , since these waves have
no x component. The third pulse is due to the edgeS wave
from the pointE1 which hasx but noz component. All other
pulses are similar to those in Fig. 7~a!.

Another interesting situation occurs when the observa-
tion point lies straight underneath the transducer corner. The
waveform of thez component of the particle velocity at the
point ~10, 5, 10! mm is shown in Fig. 7~c!. In this case the
first pulse is due to the combined contribution of the directP
wave, edge and cornerP wave from the point C1
(DP1EP121CP1). The amplitude of this pulse is one-fourth
the amplitude of the directP pulse. This can be seen from
~31! which implies

uz
P~DE1E2C1!u~x5 l 1 ,y5 l 2!5u0

P~D !/4. ~50!

The waveform of thex component of the particle velocity at
the same point is shown in Fig. 7~d!. The first pulse in the
train is due only to the edge and cornerP wave from the
point C1. As above, it follows that this wave has a transverse
component. The second pulse is due to the transverse com-
ponent of the cornerP wave from the point C3 (CP3). As in
the previous case there is no pulse due to the edge wave from
E2 or E4 but that due to the edgeS wave from E1 is present.
Note that the head waves in Fig. 7~b! and ~d! are more pro-
nounced because of a finer scale.

C. The velocity field outside the main beam

There are two distinct regions outside the main beam of
the transducer: Zone II where two edgeP, two edgeS, and
four corner waves of each type are present, and zone III
where only the corner waves exist. The representative pulse
trains are shown in Fig. 8.

Figure 8~a! depicts the waveform of thez component of
the particle velocity at the zone II point~15, 0, 10! mm. It
contains pulses due to the edgeP andSwaves from the point
E1 and E3 and due to the corner waves from all corner points.
The amplitude of the largest, EP1, pulse is about ten times
smaller than the amplitude of the directP pulse.

Figure 8~b! depicts the waveform of thez-component of
the particle velocity at the zone III point~15, 10, 10! mm.
Eight pulses due to the cornerP andSwaves are discernible.
Some pulses due to the corner head waves are also present.

FIG. 7. The waveform of the particle velocity straight underneath the trans-
ducer rim:~a! z component at point~10, 0, 10! mm; ~b! x component at point
~10, 0, 10! mm; ~c! z-component at point~10, 5, 10! mm; ~d! x component
at point ~10, 5, 10! mm. The key as in Fig. 6.
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The amplitude of the largest, CP1, pulse is about 60 times
smaller than the amplitude of the directP pulse.

Figures 6–8 confirm that the agreement between the
asymptotic and exact method is very good even for realistic
wide-band pulses containing some low and intermediate fre-
quencies. The small differences are due to the head waves
being neglected in our analysis. The asymptotic method is at
least 104 times faster than the exact. Moreover, the high-
frequency asymptotics elucidate the physics of the problem
describing the field in terms of the directP, edge and corner
P andS waves, and produce an explicit dependence of these
waves upon the problem parameters. It has been found that
the edge waves are several times smaller than the directP
wave and the corner waves are smaller still. This fact is
reflected in the nonuniform asymptotics of the previous sec-
tion: The asymptotics of the edge waves@Eqs.~20! and~39!#
are of a higher order than those of the directP wave @Eq.
~19!#, and the asymptotics of the corner waves@Eqs.~22! and
~40!# are of higher order still.

III. COMPARISON BETWEEN A RECTANGULAR AND
CIRCULAR TRANSDUCER

The structure of the elastic field radiated by a rectangu-
lar transducer is quite different to that of a circular one. As
shown in the previous section, the field inside the main beam
of a rectangular transducer consists of the directP, four edge
P, four cornerP, four edgeS, and four cornerS waves. The
edge waves are much smaller than the directP wave, and
corner waves are even smaller. The field inside the main

beam of a circular transducer consists of the directP, toroi-
dal edgeP, and S waves ~e.g., Weight, 1987!. For every
observation point lying inside the geometrical regions there
are two arrivals of the edge wave of each type, one from the
nearest and the other from the farthest edge point. The edge
waves are much smaller than the directP wave but along the
transducer axis the focusing of these waves takes place. This
leads to a significant increase of their amplitude. The ampli-
tude of the edgeS wave on the axis can be even larger than
that of the directP wave@e.g., McNabet al., 1989, Fig. 5~c!;
also Fig. 9~b! below#. A rectangular transducer has no axial
symmetry and therefore no such focusing takes place.

The situation is illustrated in Fig. 9 where we compare
the elastic fields of rectangular and circular transducers at the
axial pointz55 mm. The parameters for a rectangular trans-
ducer have been specified above. The radius of a circular
transducer is 10 mm, but the amplitude of the applied loadQ
has been chosen in such a way that the amplitudes of the
direct P waves in both cases are the same. The rectangular
transducer radiates a maximum number of pulses@Fig. 9~a!#.
In the case of a circular transducer there are no corner pulses,
but all edge pulses are comparable with that of the directP
wave due to the focusing of the edge waves along the axis
@Fig. 9~b!#.

Outside the main beam of a rectangular transducer there
is no directP wave and the structure of the field is different
inside zones II and III: Inside zone II there are two edgeP,
four cornerP, two edgeS, and four cornerS waves, while
inside zone III only four cornerP and four cornerS waves
are present. The structure of the field outside the main beam
of a circular transducer is simpler: Only the edgeP and S

FIG. 9. The waveform of the particle velocity at thez axis of a rectangular
~a! and circular~b! transducer. The key as in Fig. 6.

FIG. 8. The waveform of the particle velocity outside the main beam:~a! z
component at point~15, 0, 10! mm ~zone II!; ~b! z component at point~15,
10, 10! mm ~zone III!. The key as in Fig. 6.
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waves exist. Thus the field of a rectangular transducer exhib-
its an angular dependence which is absent in a circular one.

On the whole the waveforms produced by a rectangular
load are rather complex because they may contain up to sev-
enteen pulses~not counting the head waves! many of which
overlap. However, the directP pulse when present always
dominates. Therefore, the rectangular transducer is practi-
cally a plane wave only~PWO! transducer. With a circular
load the maximum pulse number is five but the edge waves
near the axis may be of the order of the directP wave. For
this reason, this type of transducer can be used to provide
additional information.

IV. CONCLUSIONS

A new fast method for simulating the propagation of
pulses radiated by a rectangular normal transducer, which is
directly coupled to an isotropic and homogeneous solid, has
been proposed. The method is based on the high-frequency
asymptotics and the fast Fourier transform. It has been
shown that in the geometrical regions the total field consists
of the directP and edge and cornerP andSwaves. The edge
waves are several times smaller than the directP wave. The
corner waves are smaller still, but only they are present in-
side certain zones. The solution has been extended into the
penumbral boundary layers, and the uniform asymptotics of
the total field have been obtained. The formulas are appli-
cable in the radiating near field, elucidate the physics, and
give explicit dependence on the model parameters. The new
code based on the uniform asymptotics has been validated in
all regions against the exact numerical solution. It is at least
104 times faster than the exact numerical code but gives high
accuracy even for the commonly used wide-band pulses
when those contain low frequencies of only small ampli-
tudes.

The asymptotic model can be easily interfaced with
other partial models of ultrasonic nondestructive evaluation.
It can be extended to deal with other types of transducers,
e.g., shear or apodized.
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APPENDIX A: THE COEFFICIENTS IN THE
UNIFORM ASYMPTOTICS

CoefficientsA1 , A2 , B1 , B̃1x , B̃1z , D1 , andD̃1 of the
uniform asymptotics~33!, ~34!, ~35!, ~43!, and ~44! are as
follows:

A15
p0

A2p%a2
ei3p/4

3H g22
AP~u1!z

~ l 12x!Ad1

1sgn~ l 12x!
1

A2~d12z!
J ,

~A1!

A25
p0

A2p%a2
ei3p/4

3H g22
AP~u2!z

~ l 22y!Ad2

1sgn~ l 22y!
1

A2~d22z!
J , ~A2!

B15
p0

2p%b2

s1

l 12x H AP~w1!

l 22y
2sgn~ l 22y!

AP~u1!

A2d1~s12d1!
J ,

~A3!

B̃1x52
p0

2p%b2 H AS~w1!z

As1
22z2 ~ l 22y!

2sgn~ l 22y!

3
AS~u1!z

u l 12xuA2d1~s12d1!
J , ~A4!

B̃1z52
p0

2p%b2

3H AS~w1!As1
22z2

~ l 12x!~ l 22y!
2sgn~ l 22y!

AS~u1!

A2d1~s12d1!
J ,

~A5!

D15
p0

2p%b2 H AP~w1!z

~ l 12x!~ l 22y!
1sgn@~ l 12x!~ l 22y!#

3
g2

2~s12z!
SA d12z

s12d1
1A d22z

s12d2
D J

1
eip/4

2Ap
S sgn~ l 22y!

A1

As12d1

1sgn~ l 12x!
A2

As12d2
D ,

~A6!

D̃152
p0

2p%b2 H AS~w1!As1
22z2

~ l 12x!~ l 22y!
2sgn@~ l 12x!~ l 22y!#

3S AS~u1!

A2d1~s12d1!
1

AS~u2!

A2d2~s12d2!
D J . ~A7!

APPENDIX B: THE INTEGRAL REPRESENTATION OF
THE DISPLACEMENTS CAUSED BY A
RECTANGULAR NORMAL TRANSDUCER IN A SOLID

Let us consider the forced time-harmonic motion of an
elastic homogeneous and isotropic half-space caused by a
rectangular normal transducer. We seek a solution of Eq.~1!
which satisfies the usual radiation condition and the bound-
ary conditions~2!.

Introducing the elastic potentialsf and c the displace-
ment can be decomposed in the usual manner,

u5“f1“3c, ~B1!

where we assume

“c50. ~B2!

In view of Eq.~1! both potentials satisfy the Helmholtz equa-
tions:
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]2f

]x2 1
]2f

]y2 1
]2f

]z2 1k2f50, ~B3!

and

]2c i

]x2 1
]2c i

]y2 1
]2c i

]z2 1k2c i50. ~B4!

In terms of the potentials the stress tensor components are

sxz5mS 2
]2f

]z]x
1

]2cy

]x2 2
]2cx

]x ]y
1

]2cz

]z ]y
2

]2cy

]z2 D ,

syz5mS 2
]2f

]z]y
2

]2cx

]y2 1
]2cy

]x ]y
2

]2cz

]z ]x
1

]2cx

]z2 D ,

~B5!

szz5lS ]2f

]x2 1
]2f

]y2 1
]2f

]z2 D
12mS ]2f

]z2 1
]2cy

]x ]z
2

]2cx

]y ]zD .

We define the direct and inverse double Fourier trans-
form such that we have, respectively,

f̄5E
2`

1`E
2`

1`

fe2 i ~jx1hy! dx dy,

~B6!

f5
1

4p2 E
2`

1`E
2`

1`

f̄ei ~jx1hy! dj dh.

We apply the double Fourier transform to~B3! and~B4! and
obtain for the transformed potentialsf̄ andc̄ i the following
ordinary differential equations:

d2f̄

dz2 2~j21h22k2!f̄50,

~B7!
d2c̄ i

dz2 2~j21h22k2!c̄ i50.

The solutions which satisfy the radiation condition are

f̄5A~j,h!e2az, c̄ i5Bi~j,h!e2bz, ~B8!

where

a5~j21h22k2!1/2, b5~j21h22k2!1/2. ~B9!

Applying the double Fourier transform to~B2! we obtain the
condition

i jc̄x1 ihc̄y1
dc̄z

dz
50. ~B10!

The relevant transformed displacement components can be
expressed as

ūx5 i jf̄1 ihc̄z2
dc̄y

dz
,

ūy5 ihf̄2 i jc̄z1
dc̄x

dz
, ~B11!

ūz5
df̄

dz
1 i jc̄y2 ihc̄x .

The transformed stress components are

s̄xz5mS 2i j
df̄

dz
2j2c̄y1jhc̄x1 ih

dc̄z

dz
2

d2c̄y

dz2 D ,

s̄yz5mS 2ih
df̄

dz
1h2c̄x2jhc̄y2 i j

dc̄z

dz
1

d2c̄x

dz2 D ,

~B12!

s̄zz5lS 2j2f̄2h2f̄1
d2f̄

dz2 D
12mS d2f̄

dz2 1 i j
dc̄y

dz
2 ih

dc̄x

dz
D .

The transformed boundary conditions take the form

s̄xz5s̄yz50,
~B13!

s̄zz52
Q

4l 1l 2
E

2`

1`

H~ l 22uyu!e2 ihy dy

3E
2`

1`

H~ l 12uxu!e2 i jx dx,

52
Q

l 1l 2

sin j l 1

j

sin h l 2

h
.

Substituting~B8! and~B13! into ~B12!, and using~B10!, we
obtain the following system of simultaneous equations:

~2~j21h2!2k2!A12ihbB122i jbB2

52
Q

%b2l 1l 2

sin j l 1

j

sin h l 2

h
,

22i jaA1jhB12~j21b2!B22 ihbB350,
~B14!

22ihaA1~j21b2!B12jhB21 i jbB350,

i jB11 ihB22bB350.

Solving it, the transformed potentials are

f̄52
Q

%b2l 1l 2

sin j l 1

j

sin h l 2

h

2~j21h2!2k2

R~j,h!
e2az,

c̄x52
Q

%b2l 1l 2

sin j l 1

j

sin h l 2

h

2iha

R~j,h!
e2bz,

~B15!

c̄y52
Q

%b2l 1l 2

sin j l 1

j

sin h l 2

h

~22i !ja

R~j,h!
e2bz,

c̄z50,

where Rayleigh’s functionR is

R~j,h!5~2~j21h2!2k2!224~j21h2!ab. ~B16!

Note that the geometry of the problem makes the last equa-
tion in ~B15! obvious. Substituting~B15! into ~B11! and tak-
ing the inverse double Fourier transform, we obtain the inte-
gral representation of displacements~45!.
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The method of fundamental solutions~MFS! is applied to acoustic scattering and radiation for
axisymmetric bodies and boundary conditions. The fundamental solution of the governing equation
and its normal derivative, which are required in the formulation of the MFS, can be expressed in
terms of complete elliptic integrals, which are evaluated using library software. The method is tested
on several problems from the literature and the results compared with existing solutions. Numerical
experiments demonstrate that the fictitious eigenfrequency problem which is encountered with the
boundary element method is not present in the MFS. ©1998 Acoustical Society of America.
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INTRODUCTION

The method of fundamental solutions~MFS! is a bound-
ary method applicable to elliptic boundary value problems in
which a fundamental solution of the governing differential
equation is known. It shares many of the features of the
boundary element method~BEM! and its advantages over
domain discretization methods for certain problems. Further,
it has certain advantages over the BEM, the most important
of which is its adaptivity.

In the MFS, the idea is to approximate the solution of
the problem by a linear combination of fundamental solu-
tions expressed in terms of sources located outside the do-
main of the problem. The coefficients of the fundamental
solutions and the coordinates of the sources are determined
by satisfying the boundary conditions in a least squares
sense. The basic principles of the MFS were introduced by
Kupradze and Aleksidze1 and the method has since been
applied to a variety of problems in potential theory,2 fluid
dynamics,3 and elasticity.4 A comprehensive survey of the
MFS and related methods is given in Ref. 5.

The BEM has been used successfully for the solution of
acoustic scattering and radiation for axisymmetric bodies and
boundary conditions.6 Like the BEM, the MFS is well suited
for the solution of exterior problems such as problems in
acoustics. In Refs. 7–10, non-axisymmetric acoustic prob-
lems were solved using the MFS. Recently, the MFS was
used for the solution of axisymmetric potential problems.11

In the present paper, we investigate the application of the
MFS to acoustic scattering and radiation for axisymmetric
bodies and boundary conditions. These problems are gov-
erned by the Helmholtz equation. The fundamental solution
of the axisymmetric form of this equation and its first deriva-
tive, which are required in the formulation of the MFS, can
be expressed in terms of complete elliptic integrals. These
integrals can be evaluated using library software.12

In Sec. I, we describe the formulation of the MFS for the
solution of the axisymmetric version of the Helmholtz equa-
tion. In Sec. II, we apply the MFS to several problems in
acoustic scattering and radiation. The application of the MFS
to acoustic scattering and radiation problems in a half-space
is discussed in Sec. III. Finally, conclusions of this study are
given in Sec. IV.

I. AXISYMMETRIC MFS FORMULATION FOR THE
HELMHOLTZ EQUATION

Consider the Helmholtz equation

Df~P!1k2f~P!50, PPV8, ~1!

subject to the boundary conditions

Bu~P!5 f ~P!, PP]V8, ~2!

wherek is the wave number andV8 is an unbounded domain
in R3 with boundary]V8, which we assume to be piecewise
smooth, and the operatorB specifies the boundary condi-
tions.

Suppose that the regionV8PR3 is axisymmetric, that is,
formed as the exterior of a figure of revolution by rotating a
plane regionV with boundary]V about thez axis. If P
5(r P ,zP) and Q5(r Q ,zQ) are two points inV a distance
R(P,Q) apart, then

R2~P,Q!5r Q
2 1r P

2 22r Qr P cosu1~zQ2zP!2, ~3!

and the fundamental solution of the axisymmetric version of
the Helmholtz equation is given by

G~P,Q!5E
0

2pe2 ikR~P,Q!

R~P,Q!
du~Q!. ~4!

Now

G~P,Q!5G1~P,Q!1G2~P,Q!, ~5!

wherea!Electronic mail: gfairwea@mines.edu
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G1~P,Q!5E
0

2pe2 ikR~P,Q!21

R~P,Q!
du~Q! ~6!

and

G2~P,Q!5E
0

2p 1

R~P,Q!
du~Q!. ~7!

For a givenP, the integralG1(P,Q) can be evaluated nu-
merically using a standard quadrature rule since its integrand
is nonsingular. It can be shown13,14 that

G2~P,Q!5
4K~k!

R , ~8!

whereK(k) is the complete elliptic integral of the first kind
defined by

K~k!5E
0

p/2

@12k2 sin2 u~Q!#21/2du~Q!, ~9!

with

k25
4r Qr P

2

R ~10!

and

R 25~r Q1r P!21~zQ2zP!2. ~11!

The normal derivative of the fundamental solution is

]G~P,Q!

]nQ
5E

0

2p ]

]nQ
S e2 ikR~P,Q!

R~P,Q! Ddu~Q!

[L1~P,Q!1L2~P,Q!, ~12!

where

L1~P,Q!5E
0

2p ]

]nQ
S e2 ikR~P,Q!21

R~P,Q! Ddu~Q!, ~13!

which, for a given P, can be evaluated using standard
quadrature, and

L2~P,Q!5E
0

2p ]

]nQ
S 1

R~P,Q! Ddu~Q!. ~14!

From ~8!, it follows that

L2~P,Q!

5
]

]nQ
S 4K~k!

R D
5

2$R 2@E~k!2K~k!~12k2!#22r Q~r Q1r P!E~k!%

r QR 3~12k2!

3 nr2
4~zQ2zP!E~k!

R 3~12k2!
nz , ~15!

FIG. 1. Geometry of example 1.

FIG. 2. Example 1,ka52, NFEV52000, L: M520,N53; 1: M
540,N55; h: M550,N57.

FIG. 3. Example 1,ka54, NFEV52000, L: M535,N55; 1: M
555,N57; h: M565,N59.

FIG. 4. Example 1,ka5p, NFEV52000, L: M525,N53; 1: M
535,N55; h: M555,N57.
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where E(k) is the complete elliptic integral of the second
kind defined by

E~k!5E
0

p/2

@12k2 sin2 u~Q!#1/2du~Q!, ~16!

and nr and nz are the components of the outward normal
vector n to the boundary in ther and z directions, respec-
tively.

Having obtained expressions for the fundamental solu-
tion of the axisymmetric version of the Helmholtz equation
and the normal derivative of the fundamental solution, we
now approximate the solution of the problem by

uN~c,P;Q!5(
j 51

N

cjG~Pj ,Q!, QPV̄, ~17!

wherec5(c1 ,c2 , . . . ,cN)PC n, andP is a 2N vector con-
taining the coordinates of the singularitiesPj , which lie
outsideV̄. A set of points$Qi% i 51

M is selected on]V, and the
coefficientsc and the locations of the singularitiesP are de-
termined by minimizing the functional

F~c,P!5(
i 51

M

uBuN~c,P;Qi !2 f ~Qi !u2, ~18!

using the nonlinear least squares packageLMDIF from
MINPACK.15 This routine, which implements a modified ver-
sion of the Levenberg–Marquard algorithm, terminates when
either a user-specified tolerance is achieved or a user-
specified number of function evaluations is reached. A func-
tion evaluation occurs each time there is a call from the
routine LMDIF to the subroutine calculating the function
BuN(c,P;Qi). Internal checks in the driver program ensure
that the singularities do not move beyond the axis of rotation
of the solid nor into the interior of the region. Moreover, for

problems in simply connected domains, no boundary points
are placed on the axis of rotation.

It should be noted that, in the present formulation of the
MFS, the coefficients$cj% j 51

N and the boundary conditions
are complex. Thus, there are 4N unknowns to be determined,
namely, the coordinates of the singularities and the real and
imaginary parts of the coefficients. In the subsequent ex-
amples,N denotes the total number of singularities used,M
the total number of boundary points, and NFEV the total
number of function evaluations performed. The number of
boundary points is usually chosen to be approximately three
times the number of unknowns of the problem,5 that is, M
'12N. The complete elliptic integralsK(k) and E(k) are
evaluated using theNAG functionsS21BBF and S21BCF,12 re-
spectively, which implement Carlson’s algorithm.16 The in-
tegralsG1 andL1 are evaluated numerically using the trap-
ezoidal rule.

In the development of the MFS in this paper, the deri-
vation and evaluation of the fundamental solutions and their
normal derivatives are those presented in Ref. 6 in the con-
text of the classical direct BEM. In Ref. 6, no mention is
made of the fictitious eigenfrequency problem present in the
BEM.17 In examples 1 and 2 of Sec. II of the present paper,
it is demonstrated that this problem is not encountered in the
MFS.

II. ACOUSTIC SCATTERING AND RADIATION
PROBLEMS

In this section, we consider a rigid obstacle immersed in
a homogeneous fluid medium and impinged upon by a plane
acoustic wave of the form

FIG. 5. Example 2,kR15kR251, d55R1, NFEV52000; L: M540,N
54; 1: M550,N56; h: M560,N58.

FIG. 6. Example 2,kR15kR252, d55R1, NFEV52000; L: M548,N
56; 1: M560,N58; h: M572,N510.

TABLE I. CPU times~in seconds! for example 1.

NFEV M540,N55 M550,N57 M560,N59

1000 94 166 264
2000 186 326 503
3000 280 492 754
4000 372 652 1007

TABLE II. Cases considered in example 2.

Case kR1 kR2 d D

~i! 1 1 5R1 3R1

~ii ! 2 2 5R1 3R1

~iii ! p p 5R1 3R1

~iv! 1 1
2

5R1 3R1

~v! 1 2 10R1 3R1

~vi! 1 2 5R1 2R1
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f I~z!5f0eikz, ~19!

wheref0 is a constant. The boundary condition for scatter-
ing problems is

]f I

]n
1

]fS

]n
50, ~20!

where fS is the scattered wave, which also satisfies the
Helmholtz equation. For radiation problems, we neglect the
incident wave and prescribe the pressure or the normal ve-
locity distribution on the boundary.

A. Example 1

The first example involves scattering of a plane acoustic
wave from a rigid sphere.6 The direction of the incident wave
coincides with thez axis. Figure 1 illustrates the geometry of
this example; the situation is similar in all subsequent ex-
amples. In Figs. 2 and 3, we plotfS/f0 versus the polar
angle,w, which is called the directivity pattern, at a distance
5a from the center of a sphere of radiusa, for the cases
ka52 andka54, respectively, for various values ofM and
N, and NFEV52000. The solutions clearly converge asM
and N increase, and the results obtained are in excellent
agreement with those of Ref. 6. In Fig. 4, we demonstrate the

convergence of the method whenka5p, which is a fre-
quency for which the BEM breaks down because of the fic-
titious eigenfrequency problem.17

In order to give an indication of the computing time
required, we present in Table I the CPU times for the solu-
tion of example 1. These times were recorded on an IBM
RS6000~Processor type: Power PC 604/ 100 MHz!, for
which theLINPACK TPP benchmark inMFLOPS is 56.4.

B. Example 2

Here we consider scattering of a plane acoustic wave
from two rigid spheres where the spheres lie on thez axis.6

The radii of the spheres areR1 andR2 and their centers are
a distanced apart. The direction of the incident wave coin-
cides with thez axis. We place half of the boundary points
uniformly distributed on each sphere~semi-circle! and half
of the singularities inside each sphere~semi-circle!. In each
test, NFEV52000.

The six cases given in Table II are considered, and the
directivity patterns for these at a distanceD from the center
of the first sphere are plotted in Figs. 5–10. In each of the
first three cases, various values ofM andN are considered, as
shown in Figs. 5–7. In each case, the solution clearly con-
verges asM and N increase. The valuesM564 andN58
were used in the solution of the remaining cases. In cases~i!,
~ii ! and ~iv!–~vi!, the solutions are in excellent agreement

FIG. 7. Example 2,kR15kR25p, d55R1, NFEV52000; L: M560,N
58; 1: M572,N510; h: M584,N512.

FIG. 8. Example 2,kR151, R2 /R15
1
2, d55R1, NFEV52000; L: M

564,N58.

FIG. 9. Example 2,kR151, R2 /R152, d510R1, NFEV52000; L: M
564,N58.

FIG. 10. Example 2,kR151, R2 /R152, d55R1, NFEV52000; L: M
564,N58.
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with the results of Ref. 6; in case~iii !, the frequency is such
that the BEM breaks down because of the fictitious eigenfre-
quency problem.17

C. Example 3

The final example in this section involves radiation from
a finite cylinder of radiusa and length 4a in which a uniform
radial velocity (]f/]n51) is prescribed on the curved sur-
face of the cylinder, and the top and bottom ends of the
cylinder are motionless (f50). This example was consid-
ered in Refs. 6 and 18–21 using various integral equation
formulations. In Fig. 11, we present the normalized far-field
pressure~at a distance 10a from the origin! for ka51 and
ka52. Our results are in good qualitative agreement with
the results of Refs. 18–20.

III. ACOUSTIC SCATTERING AND RADIATION
PROBLEMS IN A HALF-SPACE

We next consider the problem of acoustic radiation and
scattering from bodies in the half-spacez.0. The BEM has
been used for the solution of such problems in Refs. 22 and
23. We examine the case in which the bodies under consid-
eration are axisymmetric. By using an appropriate funda-
mental solution, the problem of discretizing the planez50 is

avoided. In particular, when this plane is rigid, we use the
fundamental solution@see Chap. 7 of Ref. 24 and cf.~4!#

GH~P,Q!5E
0

2pe2 ikR~P,Q!

R~P,Q!
du~Q!

1E
0

2pe2 ikR~P8,Q!

R~P8,Q!
du~Q!, ~21!

where the pointP8 is the image point ofP in the plane. This
fundamental solution satisfies the axisymmetric version of
the Helmholtz equation and the boundary condition]f/]z
50 on z50. In the following examples, we use this~modi-
fied! fundamental solution in the MFS formulation and thus
avoid the problem of handling the boundary condition on a
rigid plane.

A. Example 4

This example involves radiation from a sphere of radius
a whose center is at a distanceb53a from a rigid plane. The
boundary condition on the sphere is a uniform velocity
]f/]n51. The normalized frequency of vibration of the
sphere iska51. In Fig. 12, we present the normalized
acoustic pressure at a distance 3a from the center of the
sphere, for various values ofM andN. In Fig. 13, we present
the directivity pattern at a distance 2a from the center of the

FIG. 11. Example 3, normalized far-field pressure, NFEV54000, N56;
L: ka51, M536; 1: ka51, M548; h: ka52, M536; 3: ka52, M
548.

FIG. 12. Example 4, normalized pressure at a distance of 3a, NFEV51000;
L: M510,N51; 1: M520,N52; h: M540,N54.

FIG. 13. Example 4, normalized pressure at a distance of 2a, NFEV51000;
L: M540,N54.

FIG. 14. Example 4, normalized pressure along infinite plane, NFEV
51000;L: M540,N54.
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sphere and, in Fig. 14, the normalized pressure along the
surface of the plane, starting from the level of the center of
the sphere. For the same problem but with the sphere at a
distance 50a from the plane, we show, in Fig. 15, the direc-
tivity pattern at a distance 5a from the center of the sphere.
In all cases, the results are in excellent agreement with those
of Ref. 22.

B. Example 5

In this example, we consider acoustic scattering of a
plane acoustic wave from a rigid sphere in a half space. As in
example 1, the direction of the incident wave coincides with
thez axis and we consider the caseka52. We first place the
sphere at a distanceb55a from the plane. In Fig. 16, we
present the directivity pattern at a distance 5a from the cen-
ter of the sphere, for various values ofM andN. The solution
clearly converges as we increase the numbers of degrees of
freedom. We then moved the sphere to a distance 50a from
the plane. In Fig. 17, we show the directivity pattern at a
distance 5a from the center of the sphere for various num-
bers of singularities and boundary points. The pattern of the
solution is similar to the corresponding pattern of example 1
shown in Fig. 2.

C. Example 6

In the final example, we examine the case in which an
axisymmetric body is in contact with an infinite plane. In

FIG. 17. Example 5,b550a, ka52, NFEV52000;L: M520,N53; 1:
M540,N55; h: M550,N57.

FIG. 18. Example 6,ka51, NFEV52000;L: M540,N512.

FIG. 19. Example 6,ka53, NFEV52000;L: M540,N512.

FIG. 15. Example 4, normalized pressure at a distance of 5a, when b
550a, NFEV51000;L: M540,N54.

FIG. 16. Example 5,b55a, ka52, NFEV52000;L: M520,N53; 1:
M540,N55; h: M550,N57.
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particular, we consider the problem of acoustic radiation
from a hemispherical body of radiusa in an infinite baffle
studied in Ref. 25 using a semi-analytical method and in Ref.
26 with the BEM. Since the body is vibrating uniformly in
the z direction, the boundary condition on the surface of the
sphere is taken to be]f/]z51. The baffle is assumed to be
rigid, so that the boundary condition there is]f/]z50. In
Figs. 18–20, we present the directivity patterns of the nor-
malized acoustic pressure at a distance 40a from the center
of the hemisphere, forka51,3 and 10, respectively. The
results presented were obtained withM540,N512 and
NFEV52000 and are in excellent agreement with the corre-
sponding results of Ref. 25.

IV. CONCLUSIONS

In this work, we demonstrate the applicability of the
MFS to axisymmetric acoustic scattering and radiation prob-
lems. The fundamental solutions of the governing equations
involved and their normal derivatives which are required in
the formulation of the MFS are calculated using existing
library software and numerical integration. The method is
applied to a number of problems from the literature giving
very good results. Further, we show that the fictitious eigen-
frequency difficulties encountered when using the BEM are
not present in the MFS.
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The finite-difference time-domain~FDTD! method provides a simple and accurate means of
simulating a wide range of acoustic wave propagation problems. Unfortunately, the method has a
voracious appetite for computational resources. For example, to accurately model scattering from a
continuously varying pressure-release boundary, an FDTD grid is typically required that has a much
finer discretization than is necessary to model propagation in a homogeneous space. Such a fine
discretization can become prohibitive when considering large-scale problems. Two simple
conformal techniques are presented for acoustic FDTD simulations of problems involving
pressure-release boundaries. These techniques, which rely upon splitting velocity cells adjacent to
the pressure-release boundary, significantly improve the accuracy of the results over those of the
standard ‘‘staircase’’ representation of the boundary. These methods permit the use of a coarser
FDTD grid than would otherwise be practical and yet add negligible computational cost. The
improved accuracy of these split-cell techniques is shown for both a spherical scatterer and a
spherical resonator. ©1998 Acoustical Society of America.@S0001-4966~98!03912-5#

PACS numbers: 43.20.Fn, 43.30.Hw, 43.30.Gv, 43.20.Px@ANN#

INTRODUCTION

The finite-difference time-domain~FDTD! method was
introduced by Yee in 1966 to study electromagnetic wave
propagation.1 The method employs a discretization of time
and space to express the coupled first-order Maxwell’s equa-
tions as difference equations. From these difference equa-
tions, the future fields are expressed in terms of known past
fields which yields a leap-frog technique for the advance-
ment of the fields. A similar method was later presented by
Madariaga2 and Virieux3,4 for elastic wave propagation
where the relevant fields are stress and velocity. A three-
dimensional version of the stress-velocity FDTD method was
presented by, among others, Randall.5

The FDTD simulation of acoustic propagation can be
considered a special case of the elastic stress-velocity
method and subsequent references to the FDTD method im-
ply the acoustic version where the fields being modeled are
pressure and velocity. The FDTD method has been used to
solve a wide range of problems including the analysis of
room acoustics6,7 and the determination of acoustic scatter-
ing from a rough ocean surface~i.e., a pressure-release
surface!.8,9 The implementation details for the method can be
found in several papers~e.g., Refs. 7, 10–12!.

Because the FDTD method is a full-wave solution that
directly employs the governing differential equations, the so-
lution of three-dimensional problems is often computation-

ally costly. The accuracy of the FDTD method is, in large
part, tied to the fineness of the computational grid. When a
fine grid must be used and the computation space is large,
the computational resources needed to obtain the solution
may be prohibitive. Some problems, such as those with pla-
nar boundaries which are aligned with the grid, can be solved
with a relatively coarse grid. However, the simulation of
more general problems, such as those with continuously
varying surfaces, may suffer intolerable numerical errors
when modeled with a coarse grid. The goal of the conformal
methods presented here is to provide an accurate representa-
tion of pressure-release surfaces even when the grid is rela-
tively coarse and the surface is not aligned with the grid.
Thus, these methods serve to reduce the error introduced by
the ‘‘staircase’’ representation of material boundaries.

The methods introduced here are designed to improve
the geometric fidelity of simulations involving pressure-
release surfaces. These methods do not address the numerical
dispersion errors which are inherent in the FDTD grid and
which increase as the grid becomes more coarse. However,
we note that there are ways to mitigate dispersion errors and,
consequently, in many simulations the staircasing errors~and
not the dispersion errors! dictate the acceptable coarseness of
the grid. For example, in Ref. 13 the FDTD dispersion rela-
tion was used to correct for dispersion errors. Another ex-
ample is provided by the work of Hastingset al.9 where the
incident field was introduced, and the scattered field was
recorded, near the scatterer. In this way, the fields do not
propagate far within the grid and, therefore, do not accumu-
late significant dispersion error.

In the standard FDTD method, the velocity and pressure

a!Electronic mail: schneidj@eecs.wsu.edu
b!Electronic mail: clwagner@eecs.wsu.edu
c!Electronic mail: rkruhlak@wsu.edu
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nodes are at fixed locations in a Cartesian grid so that a
continuously varying boundary is approximated by one that
is staircased. Furthermore, even flat planar surfaces must be
approximated as a staircased surface when the plane is not
aligned with the grid. With a sufficiently fine grid, the errors
associated with the staircase approximation are small. How-
ever, to keep the computational cost as low as possible, the
grid should be made as coarse as possible.

In an attempt to satisfy these competing factors, differ-
ent approaches have been proposed. For example, Bottel-
dooren presented a quasi-Cartesian scheme that can be used
to distort the grid so that it conforms to a boundary.14 Un-
fortunately, such a scheme removes much of the simplicity
and elegance of the Cartesian-grid FDTD method and the
generation of quasi-Cartesian grids for arbitrary scatterers is
a significant computational task. An alternative approach to
reducing the errors associated with the staircase representa-
tion is to maintain the Cartesian grid away from material
boundaries and to distort the grid only in the vicinity of the
boundaries. Such an approach was put forward in the elec-
tromagnetics literature by, among others, Jurgenset al.15 and
it has been used to model scattering from two-dimensional
pressure-release surfaces.9 Unfortunately, for three-
dimensional problems, there is no clear translation of this
method to the acoustic case.

We present two simple methods that alleviate most of
the errors associated with the staircase representation of
pressure-release surfaces. The techniques, which have their
antecedents in the work of Mezzanotteet al.16 and Dey and
Mittra,17 are realized by splitting cells associated with veloc-
ity nodes. In the simplest version, the mass of a cell is re-
duced by a factor of 2 if the pressure-release boundary is
within one quarter of the spatial step distance to either side
of a velocity node. This simple modification significantly
improves the accuracy as compared to the standard staircase
solution and, furthermore, has associated with it virtually no
additional computational cost. The simulation can still be run
at the Courant limit~i.e., using the greatest possible time step
as dictated by the size of the Cartesian grid away from the
boundary!.

The simplicity of these techniques is, in part, a conse-
quence of only considering pressure-release surfaces and not
boundaries between arbitrary materials. Nevertheless, it is
envisioned that these techniques will make possible, for ex-
ample, the investigation of scattering from realistic ocean
surfaces ~i.e., a three-dimensional problem with a two-
dimensional ocean surface! via the FDTD method. Addition-
ally, a similar sort of cell-splitting~or mass averaging! tech-
nique is possible for more general problems as was shown in
Ref. 18 where the scattering from fluid–fluid interfaces was
investigated. However, the more general case is not consid-
ered here.

The following section presents the details of the confor-
mal methods for acoustic pressure-release boundaries. Re-
sults are then presented in Sec. II for a spherical pressure-
release scatterer and for a spherical resonator.

I. CONFORMAL TECHNIQUES

The governing acoustic equations in three dimensions
are

]p

]t
52rc2S ]vx

]x
1

]vy

]y
1

]vz

]z D , ~1!
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1

r
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]x
, ~2!

]vy
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1

r

]p

]y
, ~3!

]vz

]t
52

1

r

]p

]z
, ~4!

where p is pressure,v5vxâx1vyây1vzâz is velocity, r is
density, andc is the speed of propagation. The update equa-
tions for the FDTD method are obtained by replacing the
derivatives in Eqs.~1!–~4! by finite differences and solving
for unknown future fields in terms of known past fields. To
obtain a fully explicit scheme, the points at which the fields
are evaluated must be offset spatially and temporally.
Second-order accurate central differences can be used to ap-
proximate all the derivatives if the fields are discretized so
that they are defined at the following evaluation points:

p~x,y,z,t !5p~ iDx, j Dy,kDz,nDt !5pn~ i , j ,k!, ~5!

vx~x,y,z,t !5vx~@ i 11/2#Dx, j Dy,kDz,@n11/2#Dt !

5vx
n11/2~ i , j ,k!, ~6!

vy~x,y,z,t !5vy~ iDx,@ j 11/2#Dy,kDz,@n11/2#Dt !

5vy
n11/2~ i , j ,k!, ~7!

vz~x,y,z,t !5vz~ iDx, j Dy,@k11/2#Dz,@n11/2#Dt !

5vz
n11/2~ i , j ,k!, ~8!

whereDx, Dy, andDz are the spatial step sizes in thex, y,
and z directions, respectively, andDt is the temporal step
size. The precise interpretation of a field value in an FDTD
grid is an interesting topic in itself~e.g., are the fields
samples of a continuous function or do they represent aver-
age values over some region of space?!, and the interested
reader is referred to Ref. 19 for further discussions. For pur-
poses of this paper, a field is assumed to be defined at a point
~i.e., a particular node in the grid! and the value at the point
represents the average value found over the cell associated
with that field component. The arrangement of nodes associ-
ated with a given set of spatial indices is shown in Fig. 1. We
assume a uniform grid so thatDx5Dy5Dz5d, but the de-
velopment of the conformal methods donot require this as-
sumption. On the right-hand side of Eqs.~5!–~8!, the fields
are specified by their spatial and temporal indices, i.e., the
arguments and the superscripts, respectively. For the velocity
components, the spatial offsets are implied by the field com-
ponent@i.e., thex component of velocityvx

n11/2( i , j ,k) is not
collocated with either they componentvy

n11/2( i , j ,k) or z
componentvz

n11/2( i , j ,k)#. The temporal offset between the
fields is explicitly retained in the temporal index. Replacing
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the derivatives in Eqs.~1!–~4! with finite differences and
using the discretization of Eqs.~5!–~8! yields the following
update equations:

pn~ i , j ,k!5pn21~ i , j ,k!2rc
cDt

d
@vx

n21/2~ i , j ,k!

2vx
n21/2~ i 21,j ,k!1vy

n21/2~ i , j ,k!

2vy
n21/2~ i , j 21,k!1vz

n21/2~ i , j ,k!

2vz
n21/2~ i , j ,k21!#, ~9!

vx
n11/2~ i , j ,k!5vx

n21/2~ i , j ,k!2
1

rc

cDt

d

3@pn~ i 11,j ,k!2pn~ i , j ,k!#, ~10!

vy
n11/2~ i , j ,k!5vy

n21/2~ i , j ,k!2
1

rc

cDt

d

3@pn~ i , j 11,k!2pn~ i , j ,k!#, ~11!

vz
n11/2~ i , j ,k!5vx

n21/2~ i , j ,k!2
1

rc

cDt

d

3@pn~ i , j ,k11!2pn~ i , j ,k!#. ~12!

These equations are used in a leap-frog fashion to obtain the
unknown future fields in terms of the known past fields. This
explicit scheme is not unconditionally stable. To obtain a
stable solution in three dimensions, the Courant number, i.e.,
cDt/d, must be less than or equal to 1/). ~For more infor-
mation on the Courant number and stability of the FDTD
method see Ref. 10.!

The simplest staircase implementation of a pressure-
release region is realized by setting all pressure nodes that lie
within the pressure-release region to zero. Pressure nodes
outside the pressure-release region are updated using Eq.~9!
and all velocity nodes, whether they fall inside or outside the
pressure-release region, are updated as dictated by Eqs.
~10!–~12!.

Figure 2 shows a cross-section of the cell~or cube! as-
sociated with the velocity nodevx( i , j ,k) ~the full cell ex-
tendsDy/2 into and out of the page about the velocity node!.

Assume that a pressure-release boundary is normal to thex
direction at a distanceLDx from the nodep( i , j ,k), where
0,L<1 and that the pressure-release region is to the right
of this boundary. The simplest staircase implementation of
this boundary is realized by settingp( i 11,j ,k) to zero while
p( i , j ,k) and vx( i , j ,k) are updated in the usual way for all
values ofL. However, this results in an approximation of the
actual boundary that suffers unnecessarily large distortions
for L ’s such that 0,L,1/2. Instead, the nodep( i , j ,k),
which is the closest pressure node to the boundary when 0
,L,1/2, should be set to zero. Thus an alternative staircase
representation of the boundary can be obtained by changing
the criterion used to set a pressure node to zero. Instead of
setting to zero those pressure nodes that lie within the
pressure-release region~i.e., beyond the pressure-release
boundary!, pressure nodes should be set to zero if any of
their neighboring velocity nodes lie within the pressure-
release region. Thus,p( i , j ,k) is set to zero if any of the
following velocities are within the pressure-release region:
vx( i 21,j ,k), vx( i , j ,k), vy( i , j 21,k), vy( i , j ,k), vz( i , j ,k
21), or vz( i , j ,k). We label the staircasing technique that is
based solely on the location of the pressure nodes as the
Stair-p method. The staircasing technique which tests the
location of the neighboring velocity nodes is labeled Stair-v.

In both staircasing methods all the velocity nodes, inde-
pendent of their location, are updated in the usual way. The
velocity nodes ‘‘see’’ the pressure-release boundary only
through the pressure nodes that have been set to zero. The
velocity update equations are obtained from Newton’s equa-
tion of motion. Ignoring for the moment any pressure-release
boundaries, the mass of the cell associated with velocity
node vx( i , j ,k) is rDxDyDz, the force on the cell in the
positivex direction isp( i , j ,k)DyDz, the force in the oppo-
site direction isp( i 11,j ,k)DyDz, and the acceleration in
the x direction is]vx( i , j ,k)/]t. Setting the mass times the
acceleration equal to the sum of the forces yields

rDxDyDz
]vx~ i , j ,k!

]t

52DyDz„p~ i 11,j ,k!2p~ i , j ,k!…. ~13!

Expressing the temporal derivative as a central difference

FIG. 1. The location of the velocity nodes relative to a pressure node for a
given set of spatial indices. The velocity and pressure nodes are also offset
in time by half of the temporal step size.

FIG. 2. Cross-section of the cell associated with avx node.
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and solving for vx
n11/2( i , j ,k) yields Eq. ~10!. When the

pressure-release boundary bisects a cell, i.e., when the
boundary is located atL51/2, the mass of the cell is reduced
by one half. Using this mass and again expressing the tem-
poral derivative as a central difference, Eq.~13! can be
solved forvx

n11/2( i , j ,k) to yield the following:

vx
n11/2~ i , j ,k!5vx

n21/2~ i , j ,k!2
2

rc

cDt

d

3@pn~ i 11,j ,k!2pn~ i , j ,k!#. ~14!

Note that the pressure nodepn( i 11,j ,k) will be zero since it
is beyond the boundary and that the only difference between
Eqs.~14! and~10! is a factor of 2. This type of modification
of the coefficient in some of the velocity update equations
constitutes the heart of the conformal methods presented
here.

In general, the true pressure-release boundary will not be
perpendicular to one of the coordinates nor will it exactly
bisect a cell. Thus, two obvious question arises:~1! When
should a cell be split and~2! are there other cell-splitting
schemes, besides a simple halving of the mass, that will im-
prove the fidelity of a solution? The investigation of these
questions has led us to develop three cell-splitting techniques
as described in the following subsections. Results obtained
using two of these methods are presented in the Sec. II.

A. Quantized split-cell method

In the quantized split-cell method, the mass of a cell
associated with a velocity node is either that of the complete
cell or that of half the cell. For example, avx node would
either be updated using the usual update equation of~10! or
the split-cell update equation of~14!. The split-cell update
equation is used if the pressure-release boundary intersects
the midline of the velocity cell~i.e., the imaginary line on
which the velocity node is located that passes through the
middle of the cell! anywhere in the range 1/4,L,3/4. The
curvature and tilt of the boundary within a single cell are
ignored. Thus, the decision to split the cell is based solely on
where the boundary intersects the midline.

Pressure nodes are set to zero if any part of the pressure-
release region is closer than one quarter of a spatial step size
in any direction. Thus, for the pressure nodep( i , j ,k) the
neighboring points (@ i 61/4#Dx, j Dy,kDz), (iDx,@ j
61/4#Dy,kDz), and (iDx, j Dy,@k61/4#Dz) are checked
and if any lie within the pressure-release region the pressure
node is set to zero. When a velocity node is split, one of the
neighboring pressure nodes will always be set to zero.

The quantized split-cell method can be run at the Cou-
rant limit ~despite the fact it appears to contain cells at the
boundaries that are half the size of the cells away from the
boundary!. This statement is based on numerous simulations
employing a wide range of resonant structures. Resonators
are typically quick to show any numeric instabilities in an
algorithm since, unlike in scattering problems, there is no
means by which energy can exit the grid.

Depending on the implementation, there can be almost
no computational cost associated with the quantized split-cell
method. Some geometry preprocessing is required to deter-

mine which nodes are split and which are not. Because of the
simple criterion used to determine which cells are split, the
preprocessing is an insignificant portion of the total compu-
tation time~especially for three-dimensional objects!. If the
FDTD implementation uses an array to store the coefficients
for each velocity node update equation, some coefficients
will be that of the full cell and some will be that of the split
cell. At this point time-stepping proceeds as usual and there
is no additional cost incurred by the cell-splitting scheme.
Alternatively, if coefficients arrays are not used~and they
typically would not be if the bulk of the computational do-
main consists of a homogeneous material!, the geometry pre-
processing is used to construct a list of cells that are split. At
each time step all nodes are updated in the usual way and
then an additional subroutine~or function! is used to correct
the fields at the boundary in accordance with the cell split-
ting. Since the list of boundary cells is associated with an
object that is one dimension smaller than the total computa-
tional domain, the computational effort associated with this
correction is small compared to the effort needed to advance
the fields throughout the entire computational domain.

The quantized split-cell method is similar in many re-
spects to the cell-splitting method that has been used to
model perfect electrically conducting~PEC! boundaries16

~see also Ref. 20 and the citations therein!. However, the
electromagnetic cell-splitting method requires a global dis-
tortion of the grid to ensure that the PEC boundary is either
aligned with the grid or passes through the diagonal of a cell.
This distortion is necessitated by the fact that two vector
fields are being advanced. In the acoustic FDTD method,
where one scalar and one vector field are used, no grid dis-
tortions are required.

B. Hybrid split-cell method

The hybrid split-cell method is similar to the quantized
split-cell method. The criterion used for setting pressure
nodes to zero is unchanged and the simulation can still be
run at the Courant limit. As before, a velocity node is split if
the pressure-release boundary intersects the cell’s midline
anywhere in the range 1/4,L,3/4. However, when a cell is
split, the mass is not simply cut in half. Instead, the split
incorporates more geometry information by reducing the
mass in accordance with the location of the intersection. The
coefficient for a velocity cell that has been split is modified
by a factor of 1/L rather than simply a factor of 2. We iden-
tify this scheme as ‘‘hybrid’’ since it incorporates continuous
geometry over a given range of intersections, but clips the
grid to the staircase representation for intersections that fall
outside the acceptable range.

C. Continuous split-cell method

The continuous split-cell method is similar in many re-
spects to the hybrid split-cell method. However, in this
method the mass associated with a velocity cell is always
dictated by the intersection of the pressure-release boundary
with the midline of the cell. Thus the coefficients for split
velocity cells are modified by 1/L regardless ofL. Naturally,
small values ofL lead to large coefficients and numerical
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problems. To alleviate these problems, a threshold can be
defined thatL must exceed~or which 12L must not exceed!
to result in splitting. When the threshold is one quarter of a
cell, the hybrid method is obtained.~Pressure nodes can ei-
ther be set to zero if they lie in the pressure-release region or
be set to zero if any portion of some area around the node, as
dictated by the threshold, falls within the pressure-release
region.! For thresholds less than a quarter of cell, instabilities
may occur. However, a stable solution can be obtained by
reducing the Courant number.

The continuous method is similar to the conformal
FDTD method recently presented by Dey and Mittra17 to
solve for electromagnetic scattering from PEC surfaces. An
analytic~as opposed to numeric! analysis of the accuracy of
this method can be found in Ref. 21. Despite the success
reported by Dey and Mittra for the electromagnetic case, it
was found that there is no compelling reason to use such a
method for the acoustic case. Despite the fact that the con-
tinuous method seems to include more geometry information
when the thresholds are small, the results were typically no
better than those obtained using the methods described above
and, because of the reduced Courant number needed to ob-
tain a stable solution, it takes longer to compute. Therefore,
the results obtained using the continuous scheme will not be
presented in the next section.~We have found no situation
where the continuous scheme provides results consistently
superior to the other cell-splitting methods.!

II. RESULTS

Before presenting the results for the scatterer and reso-
nator, we note that the following tests were designed to es-
tablish the accuracy of the conformal methods. To this end,
the tests employ simple canonical geometries for which ana-
lytic solutions are available. Thus, we do not consider more
‘‘interesting’’ ~and physically realistic! problems such as the
scattering from the ocean surface. Furthermore, the code
used to solve these problems was not optimized. For ex-
ample, the solutions to these problems could easily be writ-
ten to exploit the inherent symmetry, but this was not done.
Hence we do not discuss the computer resources needed to
solve these problems~we merely note that the simulations
required only modest resources and were run on typically
configured personal computers running the Linux operating
system!.

A. Scattering from a sphere

Consider a spherical pressure-release region of radiusa
that is ensonified by a plane wave propagating in thez di-
rection. A simple staircase realization of a sphere is shown in
Fig. 3. The radius of the sphere is eight cells and this radius
is used in all the subsequent calculations. A wire-frame box
is used to indicate the size of the computational domain
which was 39 by 39 by 39 cells and a heavy solid line shows
the line over which scattered fields are recorded. The dashed
lines indicate the plane over which the cross-sectional view
of Fig. 4 is taken~both figures are drawn to scale!. Ensoni-
fication is a Ricker wavelet with its peak spectral content
corresponding to 20 cells per wavelength. The incident wave
is introduced using a total-field/scattered-field form-

ulation.22–24 The simulation is run for 512 time steps and
spectral information is obtained by taking the discrete Fou-
rier transforms at the desired frequencies25 and over the
evaluation points. In this way broadband information is ob-
tained from a single simulation. The grid is terminated using
a fourth-order complementary operators method~COM! ab-
sorbing boundary condition.26,27

The exact solution for the pressure scattered by a sphere
of radiusa having a Dirichlet boundary is given by28

ps~r ,u,f!52(
m

~2m11!i m11eiTm~ka! sin„T~ka!…

3Pm„cos~u!…hm~kr !, ~15!

wherek is the wave number,Tm(z)5tan21(jm(z)/nm(z)), Pm

FIG. 3. Depiction of the staircase FDTD realization of a spherical scatterer.
The sphere has a radius of 8 cells and the entire computational domain is 39
cells to a side. The heavy vertical line indicates the line over which the fields
are recorded. The dashed lines indicate the plane over which the following
figure is based.

FIG. 4. Cross-sectional view of the computational domain. The drawing is
to scale. The coordinates shown are grid locations~spatial indices!. Subse-
quent results assume the origin is at the center of the grid and use physical
dimensions rather than grid coordinates.
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is the Legendre polynomial, ande2 ivt dependence is under-
stood. The spherical Bessel functions are given by

j m~z!5Ap/2zJm11/2~z!, nm~z!5Ap/2zNm11/2~z!

and

hm~z!5 j m~z!1 inm~z!.

All simulations were done using unitless quantities such
as grid coordinates, cells per wavelength, and time steps.
Thus the results can be scaled to any size and material~the
only constraint is the size of the scatterer relative to a wave-
length!. However, to make the results more tangible, it is
helpful to assign convenient physical dimensions to the re-
sults. Thus, we assume the sphere has a radiusa of 1.0 m
and the background material is water with a sound speed of
1500 m/s and a density of 1000 kg/m3. Since the radius of
the sphere spans eight cells, the corresponding spatial step
size is 1/8 m and the length of one side of the computational
domain is 39/8 m. The simulations are run at 98 percent of
the Courant limit which corresponds to a temporal step size
of 47.3ms. Thus, the total duration of the simulations is 24.2
ms~512 time steps!. ~The simulations were not run exactly at
the Courant limit in order to ensure the stability of the ab-
sorbing boundary condition. As mentioned previously, the
cell-splitting method can be run at the limit.!

Figure 5 shows the scattered pressure measured over the
evaluation line when the sphere is realized using a staircase
approximation. Results are shown for a nominal discretiza-
tions of 10, 20, and 40 points per wavelength~PPW! corre-
sponding to wavelengths of 1.25, 2.50, and 5.0 m. However,
because of the duration of the simulation, the temporal step
size, and the inherent resolution of the discrete Fourier trans-
form, the discretizations that could be recorded directly from
the FDTD simulation and that were closest to the nominal
values had PPW’s of 10.027, 19.386, and 41.542. Rather
than interpolating the FDTD results to the nominal values,
the true values were used in the exact solution. Nevertheless,
the nominal values will be used to identify the results. Figure
5 shows the exact solution as well the solutions obtained
using either the Stair-v or Stair-p realizations of the
pressure-release surface. Clearly the Stair-p results are infe-
rior to the Stair-v results.

Figure 6 shows the scattered pressure measured over the
evaluation line when the pressure-release sphere is realized
using either the quantized or the hybrid techniques. At dis-
cretization of 20 and 40 PPW, the split-cell results are diffi-
cult to distinguish from the exact solution. We observe that
the hybrid method typically performs slightly better~but
only slightly better! than the simpler quantized method.

Figure 7 shows the relative error, given by
uFDTD2exactu/exact, for discretizations of 10 and 40 PPW
for the Stair-v and hybrid methods. At 10 PPW, there are
points where the Stair-v method has lower error than the
hybrid method. However, the integrated error is obviously
much lower for the hybrid method than for the staircased
one. At 40 PPW, the hybrid results are superior to the Stair-
v results for all points along the evaluation line.

B. Resonances of a sphere

The resonant modes of a sphere of radiusa that satisfies
a Dirichlet ~pressure-release! boundary condition are deter-
mined using the FDTD method. The realization of the sphere
is similar to that shown in Figs. 3 and 4 except that the
region of interest is interior to the sphere. The radius of the
sphere is eight cells and will again, for the sake of concrete-
ness, be assigned a physical dimension of 1.0 m.

FIG. 5. Scattered pressure at evaluation line obtained using a staircase re-
alization of the sphere.

FIG. 6. Scattered pressure at evaluation line obtained using a split-cell re-
alization of the sphere.

FIG. 7. Relative error in the scattered field obtained using the Stair-v or
hybrid split-cell method.
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The resonant modes are determined by introducing en-
ergy into the sphere, running the FDTD simulation while
recording the temporal signal at an observation point, and
then taking the~fast! Fourier transform~FFT! of the tempo-
ral signal and noting the resonances~the way in which en-
ergy is introduced ‘‘transparently’’ into the sphere can be
found in Ref. 29!. The subsequent results were obtained by
an automated process, i.e., a computer script was used to
coordinate the tasks handled by separate programs and the
resonances were found by the computer using a simple set of
search rules. Simulations were run for 32 768 time steps at
98 percent of the Courant limit. The spectral resolution for
this number of time steps, i.e., the difference between neigh-
boring frequencies ‘‘bins’’ after taking the FFT, was 0.67
Hz. For consistency, the results presented here use the same
Courant number as was used for the scattering problem.
However, since the resonator does not require absorbing
boundary conditions, simulations were also performed at the
Courant limit and no unstable behavior was observed.

For a sphere of radiusa the frequencies of the resonant
modes are given by

f 5
c

2pa
zmp , ~16!

where zmp represents thepth zero of the spherical Bessel
function of orderm. The modes with the four lowest reso-
nant frequencies correspond to values ofm and p of ~0,1!,
~1,1!, ~1,2!, and ~0,2!. Table I lists these frequencies, in
Hertz, for a sphere with a radius of 1.0 m. Also shown in this
table are the resonant frequencies as determined from the
FDTD simulations. The percent error, as given by 100
3 uFDTD2exactu/exact is given in parentheses. As was the
case for the exterior problem, the Stair-v realization of the
pressure-release surface is clearly better than the Stair-p re-
alization. Furthermore, the split-cell methods yield results
that are superior to those obtained using either of the stair-
case schemes. The hybrid method performs better than the
quantized method at the lower frequencies, but does not pro-
vide a significant improvement at the higher frequencies.

III. CONCLUSIONS

The simplest FDTD implementation of a continuously
varying pressure-release surface uses a staircase approxima-
tion of the surface. If the staircase approximation is con-
structed based solely on the locations of the pressure nodes
themselves, significant errors may be introduced. An im-

proved staircase representation is obtained by setting to zero
those pressure nodes that have any of their neighboring ve-
locities nodes beyond the pressure release boundary. This
improvement yields results that are substantially better than
those obtained from the method which is based solely on
pressure-node locations. This improvement is realized de-
spite the fact that this velocity-based method still ultimately
produces a staircase representation of the surface and despite
there being essentially no additional computational cost.

Further improvements can be realized by splitting veloc-
ity nodes adjacent to the pressure-release boundary. The
splitting can be either a simple bisection~quantized split! or
one that incorporates more information about where the
boundary passes through the cell~hybrid split!. The compu-
tational cost of these improvements are insignificant com-
pared to the overall computational cost of the simulation.
The results obtained using either of these splitting techniques
are, in general, superior to those of either of the staircase
methods. These methods permit the accurate solution of
problems using a coarser grid than would otherwise be pos-
sible. For example, we envision that the split-cell methods
will make possible the accurate determination in the time
domain of scattering from large randomly rough surfaces
such as the air–sea interface.
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Wave propagation characteristics are studied of a fluid-filled, finite-length anisotropic viscoelastic
pipe—a flexible hydraulic hose. An analytical model in transfer matrix form is developed for
relating the pressure and flow ripples at hose upstream and downstream. The anisotropic
viscoelasticity of the hose wall, the coupled vibration of the hose and the fluid, and the effect of
possible longitudinal resonances of the finite-length hose are considered. The static mechanical
properties and frequency-dependent mechanical properties of the hose wall are determined by
means of specially designed static expansion method and optimal searching method separately.
Experimental confirmation is made over a wide frequency range by using an experimental procedure
for measuring the transfer matrix parameters. By comparing the predicted and measured results of
the hoses with different lengths, it is shown that the model yields fairly good results in a frequency
range of around 0–3 kHz and even may predict the influence of longitudinal resonances of the hose
wall on the wave propagation of fluid in the hose. The effectiveness of the experimental methods
and procedure proposed here are also verified. ©1998 Acoustical Society of America.
@S0001-4966~98!00112-X#
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LIST OF SYMBOLS

a, b, h inside, average radii, and thickness of
hose wall

A0 inside cross-sectional area of auxiliary
cylinder

Br Bessel function ratio, Br(z)52J1(z)/
@zJ0(z)#

c sonic velocity in fluid contained in rigid
pipe

E0 average Young’s modulus of hose fittings
E, E* normal and complex Young’s moduli of

hose wall
J0 ,J1 zeroth- and first-order Bessel functions of

the first kind
Kl bulk modulus of fluid
l hose length
p,P pressure ripple in hose and its Laplace

transform
p0 average pressure in hose
pC0 average pressure in auxiliary cylinder
r 0 inner radius of reference pipe~59.8 mm!
s Laplace operator
t time
T11,T12,T21,T22 transfer matrix parameters of hose
T12* ,T21* values ofT12 and T21 normalized by di-

viding or multiplying byrc/(pr 0
2)

u, U axial displacement of hose wall and its
Laplace transform

v,V fluid velocity and its Laplace transform
w, W real radial displacement of hose wall and

its Laplace transform
W8 Laplace transform of apparent radial dis-

placement of hose wall
e hose strain
e1 strain of the hose with closed, free end
e2 strain of the hose with closed end pulled

by a cylinder
l i i th-order wave propagation coefficient (i

51,2)
m,m* normal and complex Poisson’s ratios of

hose wall
r,rp fluid and hose wall densities
s hose stress
t time constant
n fluid kinematic viscosity
Subscripts
e of Young’s modulus
l ,1 of the first-order, relaxation
r radial coordinate
t,1 of the first-order, retardation
t,2 of the second-order, retardation
x longitudinal coordinate
u circumferential coordinate
m of Poisson’s ratio

3227 3227J. Acoust. Soc. Am. 104 (6), December 1998 0001-4966/98/104(6)/3227/9/$15.00 © 1998 Acoustical Society of America



INTRODUCTION

With the wide use of flexible hoses for misalignment
accommodation purposes and/or for pulsation reduction pur-
poses in fluid power control systems of aerospace equipment,
construction machinery, and automotive power steering sys-
tems, there is an increasing requirement to develop an accu-
rate model for the pressure ripple transmission, or so-called
wave propagation, in fluids contained in the hoses.

During such model development, special attention
should be paid to the following facts:~1! since the compli-
ance of the hose wall is near to that of the fluid, the wave
propagation in the fluid is greatly affected by the mechanical
properties of the hose wall besides the fluid compressibility,
~2! the hose wall may exhibit viscoelasticity which is aniso-
tropic in the longitudinal and circumferential directions ow-
ing to its special composition of inner rubber, outer rubber,
and wire braid,~3! longitudinal resonance of the hose wall
may have a significant influence on the coupled motion of
the hose and the fluid, and~4! for a finite-length hose, the
hose end support conditions exert direct effects on longitu-
dinal vibrations of the hose wall and subsequently the wave
propagation in the fluid.

Since 1950, some efforts have been contributed to wave
propagation characteristics in viscoelastic fluid pipes. How-
ever, in view of the four facts mentioned above, they are not
suitable to be applied to actual hoses with finite length, ow-
ing to some theoretical imperfection and lack of sufficient
experimental verification. For instance, in the theoretical
analyses presented by Morgan and Kiely,1 Klip et al.,2 and
Cox,3 both longitudinal and circumferential motions of the
pipe wall were considered, but the fluid was assumed to be
incompressible. In the studies on wave propagation in com-
pressible fluid through viscoelastic pipes shown by Nakano
et al.,4 Gally et al.,5 Rieutord,6 and Suo and Wylie,7 stiff
longitudinal constraint of the pipe wall was assumed. Long-
more and Schlesinger8 and Nakano and Abo-Ismail9,10 have
tried to include the fluid compressibility and both the longi-
tudinal and circumferential motions of the pipe wall in their
theories, but their experimental investigation was limited to a
low frequency of about 0–400 Hz. Moreover, in almost all
these studies, the pipe wall was assumed to be infinite length
and therefore the effect of pipe end support conditions on the
wave propagation characteristics of the pipe was not in-
cluded. With regard to the coupled vibrations of a pipe and
the fluid in the pipe, in recent years, Wiggertet al.11 consid-
ered the effect of pipe elbow restraint on the pressure tran-
sients in the elbow; Lesmezet al.12 presented a study on the
Poisson-coupled vibrations in an elastic pipe and the fluid in
the pipe, and obtained transfer matrix equations relating the
amplitude quantities of motion transmitted through a length
of pipe. The amplitude relationship is good enough for
modal analysis and useful for deriving the transmission loss
matrix of pipe systems,13 but not enough for studying the
complete transmission of pressure wave~both amplitude and
phase! through a viscoelastic pipe.

Recently a research for a relatively long hose consider-
ing the anisotropic viscoelasticity of the hose wall and in-

cluding both the radial and longitudial motions of the hose
wall has been carried out by the authors.14,15A mathematical
model has been proposed that was found to be able to pro-
vide an approximate coincidence between the theoretical re-
sults and measured data but failed to predict the effect of
longitudinal vibrations of the hose wall. In this paper, the
research is extended to the practical situation of a finite-
length hose under anchored end conditions, trying to develop
a more accurate model which even may predict the effect of
longitudinal resonances of the hose. Methods for determin-
ing mechanical properties of the hose wall and experimental
procedure for determining transfer matrix parameters of the
hose over a wide frequency range of 0–30 kHz are also
proposed.

I. THEORETICAL DEVELOPMENT

A. Assumptions

~1! The hose is straight, linear, and cylindrical, and of finite
length while the upstream and downstream ends are
fixed through the hose fittings bolted to steel blocks.

~2! The hose wall exhibits anisotropic viscoelasticity in the
longitudinal and circumferential directions. Both the lon-
gitudinal and radial motions of the hose wall are in-
volved in the coupling hydrodynamics of the hose and
fluid.

~3! The compliance of the hose wall may be so great that it
is near to or the same order as that of the fluid.

~4! The fluid is isotropic, viscous and compressible, and its
motion is laminar and axially symmetric.

~5! The temperature variations are small enough so that the
fluid viscosity and the hose wall viscoelasticity may be
considered to be constant.

~6! Only small disturbances in the fluid pressure and flow,
that is, pressure and flow ripples, are considered.

B. Equations of motion of the hose and the fluid

While considering long wavelengths, the elementary
membrane shell theory16 may be applied in formulating the
motion of the hose wall. By neglecting the flexural stiffness,
transverse-shear stiffness, and the rotatory-inertia term ac-
cording to the shell membrane theory, omitting the radial
inertia and the fluid viscous friction on the inner surface of
the hose, and including the fluid pressure force, the forces
acting on a hose wall element may be shown in Fig. 1. From

FIG. 1. Forces acting on a hose wall element.
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the figure, the stress equations of motion of the hose wall
may be given as

hsu2ap~x,a!50, ~1!

]~hsx!

]x
2Fi 50, ~2!

where

Fi 5hrp

]2u

]t2 .

Eliminating the component of normal strain and stress in
the radial direction, the stress–strain relations for the other
two normal stress components of the hose wall are assumed
to be the following form which consists of the complex
Young’s moduli and complex Poisson’s ratios:

sx5
Ex*

12mu* mx*
~ex1mu* eu!, ~3!

su5
Eu*

12mu* mx*
~eu1mx* ex!, ~4!

where the strainsex andeu may be assumed to be

ex5]u/]x, ~5!

eu5w/b. ~6!

Substitutingsu andsx in Eqs.~1! and~2! by Eqs.~3!–
~6! gives the displacement equations of motion of the hose
wall:

] 2W8

]x2 2l0
2W852

~12mu* mx* !abrps2

hEu1* Ex*
P~x,a,s!

1
abEx2*

hEu1* Ex*

]2P~x,a,s!

]x2 , ~7!

] 2U

]x2 2l0
2U52

amu*

hEu*
]P~x,a,s!

]x
, ~8!

where

W85W1aP~x,a,s!/~2Kl !,

l05Arps2/Ex* ,

Eu1* 5Eu* Kl* /~Eu* 1Kl* !,

Ex1* 5Ex* Kl* /~Eu* 1Kl* !,

Ex2* 5Ex* @12mu* mx* Eu* /~Eu* 1Kl* !#,

Kl* 52~12mu* mx* !bKl /h.

In the derivation of Eqs.~7! and~8!, the fluid compress-
ibility is included, through the relationship between the real
and apparent displacements of the hose wall in the radial
direction, in the compliance of the hose wall due to the as-
sumption of large compliance.

Now that the effect of the fluid compressibility is turned
into the compliance of the hose wall, the simplified Navier–
Stokes equations~9! and ~10! and continuity equation~11!

for a viscous, incompressible fluid may be applied, where the
motion contains negligible convective inertia due to the as-
sumption of small disturbances and the velocity component
and all derivatives with respect tou vanish due to the as-
sumption of axial symmetry:

]v r

]t
52

1

r

]p

]r
1nS ]2

]r 2 1
]

r ]r
1

]2

]x2D v r2n
v r

r 2 , ~9!

]vx

]t
52

1

r

]p

]x
1nS ]2

]r 2 1
]

r ]r
1

]2

]x2D vx , ~10!

]v r

]r
1

v r

r
1

]vx

]x
50. ~11!

The general solutions of Eqs.~9!–~11! are obtained as
follows in terms of calculus of variations while only the first-
and second-order solutions are considered,4

Vr~x,r ,s!5(
i 51

2

~Cie
l i x1Die

2l i x!J1~rl i !1(
i 51

2
nl i

s

3~Aie
l i x2Bie

2l i x!J1~rAl i
22s/n!, ~12!

Vx~x,r ,s!5(
i 51

2

~2Cie
l i x1Die

2l i x!J0~rl i !

2(
i 51

n nAl i
22s/n

s
~Aie

l i x1Bie
2l i x!

3J0~rAl i
22s/n!, ~13!

P~x,r ,s!5(
i 51

2
sr

l i
~Cie

l i x1Die
2l i x!J0~rl i !, ~14!

whereAi , Bi , Ci , Di , andl i are the constants of integra-
tion to be determined (l i is also called the wave propagation
coefficient!.

C. Boundary conditions at the hose ends and
interface between the hose wall and fluid

Boundary conditions at the upstream and downstream
ends of the hose wall may be specified by Eqs.~15! and~16!
while treating the hose fittings as elastic pipes.

At the upstream end (x50):

W8~0,s!5
ab

hE0*
P~0,a,s!, U~0,s!50. ~15!

At the downstream end (x5 l ):

W8~ l ,s!5
ab

hE0*
P~ l ,a,s!, U~ l ,s!50, ~16!

whereE0* 52bK1E0 /(hE012bK1).
The boundary condition coupling the motions of the

hose wall and fluid may be specified as that the radial veloc-
ity components of the hose wall and fluid are continuous at
the interface (r 5a) for anyx position within the length limit
of the hose, that is,

Vr~x,a,s!5sW8~x,s!, 0<x< l . ~17!
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In order to derive the wave propagation coefficient, a
boundary condition coupling the motions of the hose wall
and fluid in the longitudinal direction is also needed. This
condition may be assumed to be the following approximate
equation:

Vx~0,a,s!5sU~0,s!50,
~18!

Vx~ l ,a,s!5sU~ l ,s!50.

D. Solution of basic equations

From Eqs.~7!, ~12!, and~14!–~17!, relationships among
Ai , Bi , Ci , Di , l i ( i 51,2) may be given by the following
equations:

one of l1 and l2 ~say, l1!5l0 , ~19!

C15D150, ~20!

C2

A2
52

D2

B2
5

2nJ1~ jaAs/n!

asJ0~al2!

1

j21
, ~21!

A152g$A2el2l2B2e2l2l2~A22B2!e2l0l%, ~22!

B152g$A2el2l2B2e2l2l2~A22B2!el0l%, ~23!

where

j5
2brs2

~l2
22l0

2!hEu1*
H Ex2*

Ex*
2~12mu* mx* !

l0
2

l2
2J ,

g5
l2

2 sinh~l0l !l0

j2lb
2/l2

2

j21
,

lb5A2brs2/~hE0* !.

The following approximation was used in the derivation:

Br~al2!'1, l0
22s/n'2s/n, l2

22s/n'2s/n.
~24!

From Eqs.~8!, ~13!, ~14!, and ~18!, the relationships
~19!–~23!, and the foregoing approximation, the following
characteristic equation concerning the second-order wave
propagation coefficientl2 may be derived:

sinh~l2l !@h21~jb0!2#12hjb0@cosech~l0l !

2cosh~l2l !coth~l0l !] 50, ~25!

where

h5j211Br~ jaAs/n!,

b05l2 /l02lb
2/~l2l0j!.

By using Eq.~25!, it is possible to determine the values
of l2 numerically.

Now, consider two boundary conditions of the fluid on
x, x50 and x5 l , and defineP1(s), Q1(s) and P2(s),
Q2(s) as the cross-sectionally averaged pressure ripples and
flow ripples at the hose upstream and downstream, respec-
tively. By substituting Eqs.~19!–~24! in Eqs.~13! and ~14!,
an analytical model relating the fluidborne pressure and flow
ripples at the hose upstream and downstream may be ob-
tained in the following transfer matrix form:

F P1~s!

Q1~s!G5FT11 T12

T21 T22
G F P2~s!

Q2~s!G , ~26!

where

T115T225cosh~l2l !1
~b221!b0b1

12b0b1
cosh~l0l !,

T125Zc~s!sinh~l2l !1
b0b1

2

12b0b1
Zc~s! sinh~l0l !,

T215
sinh~l2l !

Zc~s!
1

~b0b12b1
212b3!b0

12b0b1

sinh~l0l !

Zc~s!
,

b15sinh~l2l !/sinh~l0l !,

b25cosh~l2l !/cosh~l0l !,

b35cosh~l2l !@cosh~l2l !2cosh~l0l !#/sinh2 ~l0l !,

Zc~s!5rs/~pa2l2j!.

It is obvious that all of the transfer matrix parameters,
T11, T12, T21, andT22, are composed of two items, the first
of which has the same form as existing models~named the
‘‘fluid mode’’ !, and the second of which represents the direct
influence of the support condition at the hose ends~named
the ‘‘pipe mode’’!. Moreover, the new model may be easily
simplified to some existing simple models~such as those in
Refs. 4, 7, and 17!. For instance, just by specifying zeromu* ,
mx* and the same values forE0 asEu* , the model turns out to
be the circumferentially viscoelastic and longitudinally rigid
model in Ref. 4.

II. PROCEDURE FOR DETERMINING TRANSFER
MATRIX PARAMETERS OF HOSES

To verify the validity of the new model, Eq.~26!, it is
required to measure the transfer matrix parameters of the
hose over wide frequency range. The measurement is made
by means of a kind of experimental procedure which was
originally developed by To and Doige18,19 and Chung and
Blaser20,21 for the assessment of the properties of acoustic
systems. The basic principle of the procedure is that if the
unknown unit under test is connected in series with two theo-
retically known reference pipes, such as uniform rigid pipes,
at the upstream and downstream, respectively, the transfer
matrix parameters of the unknown unit can be expressed in
terms of those of the reference pipes and the pulsating pres-
sures at four different locations on the reference pipes. The
detailed equations are given in the Appendix.

The hydraulic circuit for measuring the transfer matrix
parameters is shown in Fig. 2. An axial piston pump driven
by a variable speed electric motor was used to generate wide-
band pulsation source. The test hose was connected in series
with two uniform rigid pipes, that is, the reference pipes, on
which four piezoelectric pressure transducers were so
mounted that their diaphragms were flush with the inside
walls of the pipes. The two reference pipes formed the mea-
suring sections where the standing waves were analyzed, and
the standing waves could be varied by the alternative use of
the two loading valves which were separated by an extension
pipe. Signals taken from pressure transducers 1 and 2, 2 and
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5, and 5 and 6 were simultaneously fed into the A/D con-
verter of a two-channel FFT analyzer through high-pass fil-
ters and amplifiers, respectively. After Fourier transform the
data were transfered to a computer where an averaging op-
eration was performed and transfer matrix parameters were
calculated. The results were then modified to represent the
transfer matrix parameters of only the hose part of the hose
assembly by excluding the effect of the hose fittings which
could be considered as rigid pipes.

A result of the application of the procedure to a rigid
pipe is shown in Fig. 3. The theoretical results given by the
existing rigid pipe model are also shown in this figure. It is
evident that the procedure can provide results with sufficient
accuracy over a wide frequency range of 0–3 kHz.

III. METHODS FOR DETERMINING MECHANICAL
PROPERTIES OF THE HOSE WALL

A. Representation for the hose wall

The viscoelasticity of the hose wall is assumed to be
represented by two Kelvin–Voigt elements connected in se-
ries, as shown in Fig. 4. According to this representation, the
complex Young’s moduli and complex Poisson’s ratios in
Eq. ~26! may be given by the following equations. It is ob-
vious that the viscoelastic properties of the hose wall are
governed by the normal Young’s moduli and normal Pois-
son’s ratios representing the static mechanical properties and
the retardation and relaxation time constants representing the
frequency-dependent mechanical properties:

Eu* 5Eu~11teu,t,1•s1teu,t,2•s2!/~11teu,l ,1•s!

Ex* 5Ex~11tex,t,1•s1tex,t,2•s2!/~11tex,l ,1•s!

mu* 5mu~11tmu,t,1•s1tmu,t,2•s2!/~11tmu,l ,1•s!

mx* 5mx~11tmx,t,1•s1tmx,t,2•s2!/~11tmx,l ,1•s!.

~27!

B. Normal Young’s moduli and Poisson’s ratios

The values of the normal Young’s moduli and normal
Poisson’s ratios may be determined by a specially designed
static expansion experiment on the hose. In the experiment,
the components of normal strain in the circumferential and
longitudinal directions are measured by strain gauges, on two
boundary conditions of the axially free downstream end and
the downstream end pulled by an auxiliary hydraulic cylin-
der, respectively, as shown in Fig. 5. The components of
normal stress in the circumferential and longitudinal direc-
tions may be assumed as

~a! the case of closed and free end,

su15
a

h
p0 , sx15

a2

2bh
p0 ; ~28!

~b! the case of closed end pulled by the cylinder,

su25
a

h
p0 , sx25

a2

2bh
p01

A0

2pbh
pc0 . ~29!

Using the stress–strain relations~3! and ~4! and setting
zero the retardation and relaxation time constants, from the
measured strain and calculated stress, the values for the nor-

FIG. 2. Schematic diagram of test circuit for measuring the transfer matrix
of hoses.

FIG. 3. Transfer matrix parameters of a rigid pipe (length51.27 m, inside
radius50.0098 m) ~s: measured real part;d: measured imaginary part;
———: calculated real part; -----: calculated imaginary part!.

FIG. 4. Representation for the hose wall.
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mal Young’s moduli and normal Poisson’s ratios can be de-
termined by the following equations:

Eu5~su1sx22su2sx1!/~sx2eu12sx1eu2!,

Ex5~sx1su22sx2su1!/~su2ex12su1ex2!,
~30!

mu5~sx1ex22sx2ex1!/~sx2eu12sx1eu2!,

mx5~su1eu22su2eu1!/~su2ex12su1ex2!.

C. Time constants

It is difficult to determine the retardation and relaxation
time constants directly from the actual deformation of the
hose wall. For this reason, an indirect method is proposed. In
this method, values for the transfer matrix parametersT11,
T12, T21, and T22 are experimentally measured for a rela-
tively long hose first. Then, the appropriate values of the
time constants are so searched that their substitution in the
approximate anisotropic viscoelastic model in Ref. 14 results
in the best possible coincidence between the measured and
calculated values of the transfer matrix parameters. For such
a search, an optimization method, the complex method of
constrained optimization proposed by Box,22 is applied,
where the vector consisting of the time constants is the vari-
able to be optimized and the sum of the square of the error
between the experimental transfer matrix parameters and
those calculated is the objective function to be minimized.

IV. EXPERIMENTAL CONFIRMATION AND
DISCUSSIONS

A. The test hose and its constants

A type of thick wire-reinforced hydraulic rubber hose
was used as the hose under test. The hoses have an internal
radius of 9.5 mm, average wall radius of 12.1 mm, density of
2557 kg/m3. Using the foregoing determination methods, the
normal Young’s moduli, normal Poisson’s ratios, and retar-
dation and relaxation time constants were obtained, and they
were found to be dependent on pressure and temperature.
Herein are only the conditions of 14-MPa average pressure
and 40 °C fluid temperature considered. For such conditions,
the constants of the mechanical behavior of the hose wall are

Eu510.14 GPa, Ex52.60 GPa,

mu51.58, mx50.60,

teu,t,152.00 ms, teu,t,250.02 ms2,

teu,l ,150.38 ms,

tex,t,1536.6 ms, tex,t,250.13 ms2,

tex,l ,1523.2 ms,

tmu,t,154.70 ms, tmu,t,2'0, tmu,l ,155.06 ms,

tmx,t,151.80 ms, tmx,t,2'0, tmx,l ,156.95 ms.

During the test, the density, kinematic viscosity, and
bulk modulus of the hydraulic oil were 875 kg/m3, 30 mm2/s,
and 1.65 GPa, respectively.

B. Predicted and measured results of the transfer
matrix parameters of the hose

Figure 6 illustrates the predicted and measured results of
the transfer matrix parameters of the test hose with 1.27-m
length, where the former was obtained by using the new
model and the constants given previously and the latter by
using the experimental procedure in Sec. II. The figure ap-
parently shows a satisfying agreement between the calcu-
lated and measured results within the full frequency range.
The agreement displays not only in the general coincidence
but also in the coincidence at special frequencies at which
the longitudinal resonances of the hose under anchored end
conditions possibly occurred. The same model and model
constants were also applied to predict the transfer matrix
parameters of the hoses with different lengths. Figure 7
shows the predicted and measured results for the test hose of
0.83-m length. Good agreement is observed between the pre-
dicted and measured data. It is clear that the new model can
give results with sufficient accuracy and the methods for de-
termining the mechanical properties of the hose wall are ef-
fective.

To clarify the underlying mechanism of the transfer ma-
trix of the hose, each term ofT11, T12, T21, and T22 is
calculated and compared. Figure 8 indicates such a result for
T12* ~normalizedT12) of the 1.27-m-long hose, whereT12* (1)
denotes the first term ofT12* ~that is, the ‘‘fluid mode’’! and
T12* (2) the second term ofT12* ~that is, the ‘‘pipe mode’’!. It
is shown that the resonant vibration of the hose wall exerts
great influence on both the ‘‘fluid mode’’ and ‘‘pipe mode.’’
Since the longitudinal resonances of the hose wall under an-
chored end conditions occur while sinh(l0l) reaches mini-
mum, it is easy to get the calculation equation~31! for the
natural frequenciesf c of longitudinal vibrations of the hose
wall. Using Eq.~31!, the natural frequencies for the 1.27-m-
long hose were obtained approximately as 498, 996, 1494,
1992 Hz, and so on. By comparing these results with reso-
nant frequencies of the ‘‘pipe mode’’ shown in Fig. 8, it is
found that the resonant frequencies of the ‘‘pipe mode’’
agree with the natural frequenciesf c of longitudinal vibra-
tions of the hose wall. This also indirectly proves the validity
of the new model developed and the experimental methods
proposed here:

FIG. 5. Hose boundary conditions and strain gauge installation in the static
expansion test.
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i

2l
AEx*

rp

, i 51,2,3,... . ~31!

It is also revealed in Fig. 8 that the resonant frequencies
of the ‘‘fluid mode’’ are smaller than those of the ‘‘pipe
mode’’ for the same harmonics. This phenomenon results
from the fact that the wave lengths of radial vibrations of the
hose wall are larger, due to the radial elasticity and longitu-
dinal rigidity of the hose fittings, than those of the longitu-
dinal vibrations while the ‘‘fluid mode’’ is directly related to
the radial motion of the hose wall.

The new model is compared with several existing mod-
els by theoretical computations in which necessary constants
of the hose wall and fluid are from those given in the pre-
ceding section. Figure 9 shows a comparison of the calcu-
lated results of the real parts ofT11 andT12* , where the solid

line denotes the new model, the dashed line shows the ap-
proximate anisotropic viscoelastic model proposed by the
authors,15 the dashed shows the circumferentially viscoelas-
tic and longitudinally rigid model4 and the dotted line the
anisotropic elastic model~just as one special case of the new
model by specifying zero retardation and relaxation time
constants!. It is found that~1! only the new model may pre-
dict the influence of the longitudinal vibrations of the hose
wall, ~2! the approximate anisotropic viscoelastic model may
give general prediction with accuracy except at resonant fre-
quencies,~3! the circumferentially viscoelastic and longitu-
dinally rigid model can only be used as an approximation in
the low range of frequencies below 1 kHz, and~4! the elastic
model cannot be employed for the hose owing to its great
deviation from the actual data.

FIG. 6. Transfer matrix parameters of the test hose (length51.27 m, inside
radius50.0095 m) ~s: measured real part;d: measured imaginary part;
———: calculated real part; ---: calculated imaginary part!.

FIG. 7. Transfer matrix parameters of the test hose (length50.83 m, inside
radius50.0095 m) ~s: measured real part;d: measured imaginary part;
———: calculated real part; ---: calculated imaginary part!.
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V. CONCLUSIONS

An analytical model for the wave propagation in the
fluid contained within a special anisotropic viscoelastic pipe,
a hydraulic flexible hose with finite length under anchored
end conditions, has been developed in transfer matrix repre-
sentation relating the pressure and flow ripples at the pipe
upstream and downstream. The validity of the model has
been investigated by the comparison of its predicted results
and those obtained from measurement, for the hoses with
different lengths. It has been shown that the model may yield
fairly good results in a wide frequency range of up to around
3 kHz and even may achieve what existing models failed to

do, that is, predicting the influence of longitudinal reso-
nances of the hose wall on the wave propagation of the fluid
in the hose.

The methods proposed here for determining the normal
Young’s modulus and Poisson’s ratio and the relaxation and
retardation time constants of the hose wall have been found
to be a useful solution to the difficult problem in finding
mechanical properties of the pipewall of anisotropic vis-
coelastic pipes. The experimental procedure for determining
the transfer matrix parameters of the hose has been proved to
be able to provide results with sufficient accuracy over a
wide frequency region.

It was also shown that for flexible hydraulic hoses, the
approximate anisotropic viscoelastic model15 may give gen-
eral prediction with accuracy except at resonant frequencies,
the circumferentially viscoelastic and longitudinally rigid
model may only give acceptable prediction in low frequency
range, and the elastic model may not be applied.
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APPENDIX: BASIC EQUATIONS FOR TRANSFER
MATRIX MEASUREMENT

Consider the test hose~unknown system! connected in
series with two theoretically known reference systems, such
as the two uniform steel~rigid! pipes, in a fluid power circuit
as shown in Fig. A1. Let@g#, @e#, @j#, @d#, @h#, and@k# denote
the transfer matrices for the individual elements comprising
the reference pipes. All these transfer matrices can be calcu-
lated by using the existing theory for two-dimensional and
unsteady laminar flow in pipes23,24as well as the lengths and
diameters of the pipes and the physical constants of the fluid.

The pressure ripples and flow ripples at the upstreamc
and downstreamd of the hose may be related by a four-pole
model as follows:

F P3

Q3
G5FT11 T12

T21 T22
G F P4

Q4
G . ~A1!

An examination of Eq.~A1! clearly indicates that two
independent sets of data are necessary for the extraction of
four unknown matrix parametersT11 to T22. This can be

FIG. A1. Illustration of the basic principle for transfer matrix measurement.

FIG. 8. Components of transfer matrix parameterT12* of the 1.27-m-long
hose.

FIG. 9. Theoretical comparison of the new model and some existing models
for the 1.27-m-long hose.
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achieved by employing two different loading conditions at
the downstream of locationf.

By manipulating the matrix equations for the hose and
reference pipes algebraically, the matrix parameters of the
hose can be expressed as

T115
H34Z42H348 Z48

Z42Z48
, ~A2!

T1252
~H342H348 !Z4Z48

Z42Z48
, ~A3!

T215
~Z4 /Z3!H342~Z48/Z38!H348

Z42Z48
, ~A4!

T2252
~H34/Z32H348 /Z38!Z4Z48

Z42Z48
, ~A5!

where

H345
~g12h112g11h12!~P1 /P2!1h12

~d12k112d11k12!~P6 /P5!1k12
•

d12~P2 /P5!

g12
,

H348 5
~g12h112g11h12!~P18/P28!1h12

~d12k112d11k12!~P68/P58!1k12
•

d12~P28/P58!

g12
,

Z35
2e12~P1 /P2!1~e12g111e22g12!

e11~P1 /P2!2~e21g121e11g11!
,

Z385
2e12~P18/P28!1~e12g111e22g12!

e11~P18/P28!2~e21g121e11g11!
,

Z45
~d12k112d11k12!~P6 /P5!1k12

~d12k212d11k22!~P6 /P5!1k22
,

Z485
~d12k112d11k12!~P68/P58!1k12

~d12k212d11k22!~P68/P58!1k22
.

Note that the prime is used to denote the pulsating pres-
sure response under a second arbitrary loading condition. It

can be seen that the transfer matrix parameters of the hose
are determined from a total of six pressure transfer functions,
P1 /P2 , P2 /P5 , P6 /P5 , P18/P28 , P28/P58 , and P68/P58 , be-
tween locationsa andb, b ande, andf ande.
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Transient diffraction of a plane step pressure pulse by a hard
sphere: Neoclassical solution
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The transient diffraction of a plane step pressure pulse by a hard sphere is studied via the modal
series solution in a neoclassical fashion. With the advent and availability of more powerful
computers and increased sophistication of computational algorithms, it is now possible to~1!
accurately compute the time histories of a sufficiently large number of terms of the modal series, and
~2! use the Cesa`ro summation to completely eradicate the Gibbs’ phenomenon effects. This
approach can be utilized to obtain the diffracted field in the entire space–time region. In particular,
a complete treatment is developed for the diffracted field at the shadow boundary and in its
neighborhood where heretofore no satisfactory analytical solution exists. ©1998 Acoustical
Society of America.@S0001-4966~98!06311-5#

PACS numbers: 43.20.Px, 43.20.Fn@DEC#

INTRODUCTION

The transient diffraction of pulses by a sphere is a ven-
erable problem which has been extensively studied in acous-
tics and electromagnetics throughout almost the entire twen-
tieth century. Nevertheless, a satisfactory treatment of the
field in the neighborhood of the shadow boundary has not yet
been developed and is one of the unsolved problems of dif-
fraction theory~Friedlander, 1958!! To the authors’ knowl-
edge, heretofore such a treatment still does not exist. The
present paper presents a solution to this problem using the
classical Laplace transform and modal series expansion tech-
niques in a neoclassical sense. By utilizing modern algo-
rithms and exploiting recent advances in computer capacities
and floating point mathematics, sufficient terms of the in-
verse Laplace transform series solution can now be accu-
rately computed. Together with the application of the Cesa`ro
summation using up to 1000 terms of the series, uniform
convergence around the discontinuous step wavefront is now
obtained, completely eradicating spurious oscillations due to
the Gibbs’ phenomenon. Thus a uniformly convergent solu-
tion of the field in the neighborhood of the shadow boundary
can now be calculated.

I. DESCRIPTION OF THE PROBLEM

Figure 1 sketches the geometry of the problem. The cen-
ter of the sphere coincides with the originO of the spherical
coordinate systems (r ,u,f). The azimuthal coordinate need
not be shown in the figure since by symmetry the problem is
independent of it. The propagation vector of the incident
plane wave is parallel to the plane of the paper and the inci-
dent wavefront is perpendicular to the polar axis of the
sphere. The radius of the acoustically hard sphere is denoted
by a. The surrounding acoustic medium is characterized by

its unperturbed sound speedc and mass densityr. For clar-
ity, the following dimensionless quantities are used:

T5
ct

a
, R5

r

a
, P5

p

rc2 , ~1!

wheret andp denote time and pressure, respectively.
As the incident pressure wave impinges upon the sphere,

it is reflected and diffracted by the sphere. The total pressure
field consists of two components, namely, the incident pres-
sure and the pressure scattered by the rigid immovable
sphere, i.e.,

P~R,u,T!5P inc~R,u,T!1Psra~R,u,T!. ~2!

P ~and each of its components separately! satisfy the wave
equation

¹2P5
]2P

]T2 . ~3!

Adjusting the origin of the time coordinate such that the
incident wavefront impinges upon the vertex of the sphere
~R51, u50! at T50, an incident step plane wave can be
expressed as

P inc~R,u,T!5H~R cosu211T!, ~4!

whereH is the Heaviside unit step function. The component
Psra and its first time derivative have quiescent initial condi-
tions atT50. The boundary condition of the total pressure
field at the fluid–sphere interface is

]P

]R
50 at R51, ~5!

andPsra also satisfies the radiation condition at the far field.a!Electronic mail: gaunaurd@oasys.dt.navy.mil
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II. CLASSICAL LAPLACE TRANSFORM MODAL
SERIES SOLUTION

Applying the Laplace transform with respect toT with s
as the transform parameter, the classical modal series solu-
tion to this well known initial-boundary value problem can
be written as

P̄~R,u,s!5 (
m50

`

P̄m~R,s!Pm~cosu!, ~6!

where Pm(cosu) is a Legendre function, an overhead bar
denotes Laplace transformed quantities, and

P̄m~R,s!5~2m11!
e2s

s F i m~sR!2
i m8 ~s!

km8 ~s!
km~sR!G ,

~7!

where i m(s) and km(s) are modified spherical Bessel func-
tions of the first and third kind, respectively, and a prime
denotes differentiation with respect to the argument of the
function. At the right hand side of Eq.~7!, the first and the
second term represent themth mode of the Laplace trans-
form of the incident and scattered pressure, respectively. On
the surface of the sphere,R51, and we have

P̄m~1,s!52~2m11!
e2s

2s3

p

km8 ~s!
. ~8!

Since the modified spherical Bessel functionkm(s) is a finite
series~Abramowitz and Stegun, 1964!, Eq. ~8! can be recast
in the following form:

P̄0~1,s!5
1

s~s11!
, ~9!

and form.0

P̄m~1,s!5
~2m11!sm21

Dm~s!
, ~10!

whereDm(s) is an (m11)th order real polynomial given by

Dm~s!5sm11

1 (
l 52

m12
@m~m11!1 l ~ l 11!#~m1 l 22!!sm2 l 12

2l 21~ l 21!! ~m2 l 12!!
,

~11!

where we have used the known finite series forkm(s):

km~s!5
pe2s

2s (
k50

m
~m1k!!

k! ~m2k!! ~2s!k . ~12!

Equations~9! and ~10! are rational functions ofs, hence,
their inverse Laplace transform can be readily found by
Heaviside’s inversion formula. Indeed, for lowm’s, they are
quite simple, e.g.,

P0~1,T!512e2T, ~13!

and

P1~1,T!53e2T sin T. ~14!

The complexity of the inverse Laplace transform increases as
m increases. The crux for the inverse Laplace transform of
Eq. ~10! is the accurate computation of the complex roots of
the polynomialDm(s). Some plots of these roots were ob-
tained earlier~Gaunaurd and Strifors, 1993!. The nature of
Dm(s) is such that the magnitudes of its coefficients increase
rapidly and its roots clutter closely together asm increases;
correspondingly, numerical difficulties in floating-point
mathematics are encountered. By utilizing modern algo-
rithms and exploiting recent advances in computer capacities
and floating-point mathematics, a large number of terms of
the inverse Laplace transform series solution can now be
accurately computed. Nevertheless, an alternate representa-
tion of Pm(1,T) for very largem is still needed.

III. ASYMPTOTIC SOLUTION FOR THE VERY HIGH
MODES

Utilizing the uniform asymptotic expansion of the modi-
fied Bessel function for largem and larges ~Erdélyi et al.,
1953!,

Kn~s!'~p/2!0.5~n21s2!20.25e@2~n21s2!0.51n sinh21 n/s#,
~15!

and

Kn8~s!'2~p/2!0.5s21~n21s2!0.25

3e@2~n21s2!0.51n sinh21 n/s#, ~16!

heren5m11/2, Eq.~7! at R51 can be approximated as

P̄m~1,s!5~2m11!
e2s

s

3H i m~s!1 i m8 ~s!F s

As21~m11/2!2G J . ~17!

The inverse Laplace transform of the above equation is

Pm~1,T!5gm~T!1Gm~T!2~m1 1
2!

3E
0

T

Gm~T2t!J1@~m1 1
2!t#dt, ~18!

where J1(z) is the Bessel function of the first order, the
inverse Laplace transform of (2m11)e2ss21i m(s) is

gm~T!5H 0.5@Pm21~12T!2Pm11~12T!#, for 0<T<2,

0, for T>2,
~19!

and the Laplace inversion of (2m11)e2ss21i m8 (s) is

FIG. 1. Geometry of the problem.
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Gm~T!5H m

2~2m21!
@Pm22~12T!2Pm~12T!#1

~m11!

2~2m13!
@Pm~12T!2Pm12~12T!#, for 0<T<2,

0, for T>2.

~20!

ThusPm(1,T) for very largem can be calculated by evaluating the Legendre functions and the convolution integral in Eq.
~18!. The effectiveness of Eq.~18! will be shown later. Before calculating the total pressure field, the Gibbs’ phenomenon and
the convergence of the modal series solution is first discussed.

FIG. 2. A nine-term series representation of the incident waveform at the sphere’s surface. At three angular locations~i.e., 0, 90, and 180 degrees!,
corresponding to the front apex, the shadow boundary, and the back apex of the sphere, respectively.
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IV. GIBBS’ PHENOMENON AND CESÀ RO’S SUMMATION

The Laplace transform of the expression for the step incident wave, Eq.~4!, is

P̄inc~R,u,s!5
1

s
exp@2~12R cosu!s#, ~21!

and its series expansion in terms of Legendre functions is~Huang and Mair, 1996!

P̄inc~R,u,s!5
e2s

s (
m50

`

~2m11!i m~Rs!Pm~cosu!. ~22!

It can be shown that the inverse Laplace transform of the series in Eq.~22! for R51 is

FIG. 3. A 51-term series representation of the same incident waveform in Fig. 2.
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P inc~1,u,T!5H 0.5T10.5(
m51

`

~Pm21~12T!2Pm11~12T!!Pm~cosu!, for 0<T<2,

1.0 for T>2.

~23!

Since the wavefront of this step wave is a discontinuity,
Gibbs’ phenomenon appears in the interval 0<T<2, when
Eq. ~23! is used to compute the time histories ofP inc, such
that the series in Eq.~23! never converges to the true wave

form of the unit step wave. SinceP inc is the excitation pres-
sure of the problem, it is obvious that Gibbs’ phenomenon
also appears in the scattered pressure time histories; pre-
dominantly the interval 0<T<2 and will propagate beyond

FIG. 4. Same as Fig. 2, but with 101 terms in the series representation.
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this time interval. It is known that the use of the Cesa`ro type
of summation of the series could eradicate the Gibbs’ phe-
nomenon effects. Previous applications of Cesa`ro summa-
tions to this type of problem~Berger, 1972; Geers and Ju,
1994!, and using only the first nine terms of the series, did
not sufficiently show the effectiveness of the remedy. It will
be demonstrated here that a sufficiently large number of
terms is required in the Cesa`ro sum of the series in Eq.~23!
to approach the true sum. Using the firstN terms of the
series, the~C1! Cesàro sum can be written as~Whittaker and
Watson, 1958!

P inc~1,u,T!50.5T10.5(
m51

N

@Pm21~12T!2Pm11~12T!#

3S 12
m21

N D Pm~cosu!, for 0<T<2.
~24!

The above Cesa`ro sum has been mathematically proven to
converge to the true sum~Whittaker and Watson, 1958!. This
formula is also referred to as Feje´r’s Arithmetic Means
~Carslaw, 1930!. The essence of this summation is to gradu-
ally reduce the contribution of each term asm increases. It is

FIG. 5. Same as Fig. 2, but with 501 terms in the series representation. The right column showing the Cesa`ro sum already shows the complete eradication of
the Gibbs’ phenomenon effect, even at this relatively early stage.
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readily seen from Eq.~24! that if N is small, the earlym-
terms could be prematurely and wrongly overreduced. Nu-
merical computations ofP inc(1,u,T) at u50, 0.5p, and p
computed using regular summation, Eq.~23!, and Cesa`ro
summation, Eq.~24!, are juxtaposed in left and right col-
umns and compared to the respective true wave forms in
Figs. 2, 3, 4, and 5. The true wave forms of this unit step
incident wave at these three locations are unit step functions
beginning atT50, 1.0, and 2.0, respectively. Figure 2 plots
the results of using the first nine terms (N58) of the series.
The spurious Gibbs’ phenomenon oscillations can be seen in
the left column; the amplitude of the oscillations are largest
near the wavefronts, and deviate as much as 40% from the
true sum. It can also be seen from the right column that the
use of the~C1! Cesàro summation significantly reduces these
spurious oscillations but also decreases the steepness of the
wavefronts due to the premature reduction of each term of
the series as discussed earlier. The use of the first nine terms
of the series is far from sufficient to converge to the true
wave forms. Figure 3 plots the corresponding results of using
the first 51 terms (N550) of the series. From the left col-
umn, it can be seen that the frequency of the Gibbs’ phenom-
enon oscillation increases significantly and the amplitude de-
creases slightly. From the right column, it can be seen that
the Cesa`ro summation has basically eradicated all Gibbs’
phenomenon oscillation effects and has converged to the true
sum except in small neighborhoods of the wavefronts. The
wave forms thus computed could already be acceptable for
many applications. Figures 4 and 5 present the results of
using 101 (N5100) and 501 (N5500) terms of the series,
respectively. Again, It is seen from the left columns that with
increasingN the amplitudes of the Gibbs’ phenomenon os-
cillations decrease but remain significant near the wave-
fronts, and that the frequencies of oscillation increase greatly
such that the oscillations appear as black bands for the case
of N5500. From the right columns, it is seen that with in-
creasingN, the Cesa`ro summations further narrow the imper-
fect neighborhoods of the wavefronts, and forN5500 the
series representations approach very closely to the true wave
forms. It is now adequately demonstrated that the series so-
lution to this problem using the~C1! Cesàro summation of a
sufficiently large number of terms will converge uniformly
to the true solution. Except in neighborhoods of the wave-
fronts, the series converges quickly.

V. NEOCLASSICAL SOLUTION

The computations were carried out on personal comput-
ers and workstations using a code written in theFORTRAN

language. Care was exercised in programming to avoid
floating-point pitfalls. Many algorithms for finding the com-
plex roots of a real polynomial were investigated; both the
Jenkins’ method~Jenkins, 1975! and the eigenvalue method
~Presset al., 1992! were employed for cross-checking. Using
double precision arithmetic~REAL*8!, the complex roots of
Dm(s) can be accurately computed up tom574. Therefore,
the inverse Laplace transform of the first 75 terms in the
series of Eq.~6! at R51 were accurately computed by the
Heaviside inversion formula. The resulting total pressure
time histories there by Cesa`ro summations foru50, 0.5p,

and p are plotted in Fig. 6. It is well known that the true
wavefront ofP(1,0,T) has a jump~discontinuity! of 2 at T
50. The present 75 term Cesa`ro sum rises monotonically
from 0 at T50 to 1.7964 atT50.0029, then decreases
monotonically to slightly below 1, and then increases slowly
and approaches 1 at large times as already indicated by Eq.
~13!. The incident pulse arrives at the shadow boundary~R
51, u50.5p! at T51.0, and the total pressure also has a
jump there atT51.0. The results of the studies of Wait
~1969! and Wait and Conda~1959! inferred that the magni-
tude of this jump is 1.4. It can be seen from Fig. 2 that the
present result forP(1,0.5p,T) is approaching the correct
wavefront with a maximum value of 1.4 atT51.0. Thence
P(1,0.5p,T) also decreases to to slightly below 1 and then
increases slowly and approaches 1 at larger time. Friedland-
er’s wavefront solution~Friedlander, 1958! at the back apex
~R51, u5p! is also plotted in Fig. 6 for comparison. The
diffracted wavefront arrives there atT511p and does not
have a jump. The incident wavefront does not reach the
shadow region. It can be seen from Fig. 6 that the diffracted
wavefront computed by the 75 term modal series is also ap-
proaching the correct wavefront.P(1,p,T) rises from 0 and
overshoots 1 by about 13% and then slowly approaches 1
from above. As discussed earlier, except in the neighbor-
hoods of the wavefronts, the modal series Cesa`ro summa-
tions have converged to the true time histories.

To further improve the quality of the wavefronts, many
more terms of the modal series are needed. These are pro-
vided by Eq.~18!. The effectiveness of Eq.~18! is shown in
Figs. 7 and 8 by comparing its results to exact time histories
of Pm(T) for m equal to 60 and 70, respectively. There it can
be seen that Eq.~18! agrees completely with the exact
Pm(T) at early time, matching both the amplitudes and pe-
riods of the time histories, and provides an excellent approxi-
mation of Pm(T) up to aboutT51.4. Thereafter, the ap-

FIG. 6. Time plot of the total pressure field as given by the Cesa`ro summa-
tion described in the text, at three angular locations~i.e., 0, 90, and 180
degrees! on the sphere’s surface. Here,m575. Friedlander’s asymptotic
solution at the back apex of the sphere is also shown in dark diamonds for
comparison.
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proximatedPm(T)’s are much less damped than the exact
Pm(T)’s and therefore are no longer valid approximations.
Consequently, Eq.~18! is useful for the reflection region and
the neighborhood of the shadow boundary, but not for the
deep shadow region. For the deep shadow region, another
approximation scheme is required. This is outside the scope
of the present paper.

Equation~18!, for m.74 andT50.0– 1.4, is applied to
improve the wavefronts ofP(1,0,T) andP(1,0.5p,T). The
results of the Cesa`ro summations of a total of 1000 terms of
the modal series are plotted in Fig. 9. Now the imperfect
neighborhoods of the wavefronts have greatly shrunk and are
almost invisible in the present plot. The ‘‘microscopic’’
structures of the computed wavefronts are the following:
P(1,0,T) rises up from 0 atT50 to 1.8966 atT50.0002,
increases at a slower pace to 1.9802 atT50.0078, then de-
creases steadily and afterT50.1 the 1000 term result coin-
cides with that of the 75 term sum.P(1,0.5p,T) rises up
from 0.002 65 atT50.983 to its maximum value of 1.368 at
T51.0052, then decreases steadily, and afterT51.2 coin-
cides with that of the 75 term sum. The curves in Fig. 9,
therefore, have approached very closely the respective true
time histories.

VI. SUMMARY

This paper has presented a neoclassical solution to the
problem of transient diffraction of a plane step pressure pulse
by a hard sphere. A satisfactory treatment of the diffracted
field at the shadow boundary and in its neighborhood has
been developed. The pressure field on the sphere’s surface, at
the shadow boundary is 1.4~cf. Fig. 9!. This approach is
capable of computing accurately the transient diffracted field
for the entire space–time region. The crux lies in~1! the
ability to obtain time histories for a sufficiently large number
of terms in the modal series solution, and~2! the use of
Cesàro summation to completely eradicate the Gibbs’ phe-
nomenon. These two elements are being fulfilled with the
advent and availability of more powerful computers and in-
creased sophistication of computational algorithms. The util-
ity of the classical modal series for this type of problem in
particular, and for transient dynamic problems in general, is
now greatly enhanced, since a similarly convergent solution
is still difficult to obtain with other techniques.
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Efficiency of a monopole sound source in the vicinity
of an elastically suspended, baffled disk
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The acoustic power emitted by a point monopole sound source in the vicinity of an elastically
suspended, baffled, circular piston is investigated. The sound source is located on the axis of
symmetry at distanced above the piston. A closed-form analytic expression is derived for the power
flow emitted by the source in terms of the radiation impedance of a baffled piston. The dependency
of the result on the various parameters of interest is investigated numerically, while simple,
analytical approximations are given in a parameter region that defines the near field. These
parameters include:ka, kd, V5v/v r , m85mh/a, and g, where k5v/c is the acoustic wave
number,v is the circular frequency of the source,a is the piston radius,v r is the natural frequency
of the spring mounted piston,m5rp /r is the ratio of the volume densities of mass of the piston and
the fluid, whileh is the thickness of the piston disk andg is the damping coefficient of the dashpot.
© 1998 Acoustical Society of America.@S0001-4966~98!01212-0#

PACS numbers: 43.20.Rz, 43.20.Fn, 43.20.Tb, 43.50.Cb@DEC#

INTRODUCTION

The radiation of sound by compact sources can be
strongly affected by the impedance of the surrounding space.
This includes the acoustic properties of the ambient medium,
the geometry of the space occupied by this medium, and the
type of boundary conditions that are to be imposed at the
boundaries of the surrounding space. A simple example may
serve to illustrate the effect of the boundary conditions. The
radiated far field of a point monopole source at short distance
~i.e., within a fraction of a wavelength! from a large, rigid
baffle is omnidirectional, but the source radiates twice as
much acoustic energy as would be produced under free-field
conditions. On the other hand, if the same source were
placed closely~much closer than a wavelength! below a per-
fectly compliant surface covering a half-space, its far field
directivity resembles that of a transverse dipole, while the
free surface condition practically extinguishes all radiated
energy. A slightly more complicated situation arises if the
source is located at some distance from a thin elastic plate
that supports flexural waves. This problem was treated by
several authors.1–8 Kauffmann,8 in a parametric study, found
that a water-loaded plate in the near field of the source can be
considerably excited, i.e., acoustic energy is efficiently con-
verted to nonradiating flexural waves, which travel down the
plate to infinity. This occurs if 0.1.h/d. 1

10kd, whereh is
the plate thickness,d is the distance from the source to the
plate, andk is the acoustic wave number. As a result, the
efficiency of the source increases more than one order of
magnitude over the free field value. On the other hand, but
still under near field conditions, i.e.,kd,1, the effect of the
plate was shown to be the same as that of a perfectly com-
pliant surface, i.e., all energy emanating from the source is
cancelled. This applies ifh/d, 1

20kd.
The study of sound radiation by compact sources oper-

ating in the vicinity of flexible structures, i.e., under near-
field conditions, is important with respect to the problem of

propeller cavitation noise on board of ships. For ships sailing
at moderate or high speed, propeller cavitation inevitably
shows up as a result of the hydrodynamic pressure distribu-
tion around the propeller blades. The periodically triggered
growth and collapse of large vaporous cavities on the suction
sides of the blades~sheet cavitation! can be characterized
acoustically as a monopole sound source of constant volume
velocity, located in the upper part of the propeller disk and
radiating sound at the blade passage frequency and higher
order harmonics; see Ref. 9. Sound waves, after being gen-
erated, immediately reach the hull structure, excite the hull
plates and, subsequently, structural acoustic energy is trans-
mitted into the ship. Although passive noise control mea-
sures, e.g., application of absorbing material, floating floors,
and resilient mounting systems have been proven to perform
well at high frequencies, they usually fail at low frequencies.
Therefore, propeller cavitation can be the dominating source
of noise and vibration on board of ships, especially at low
frequencies.

The aim of this paper is to show how a simple, one-
degree-of-freedom structure of the mass–spring–dashpot-
type placed in the near field of a sound source affects the
acoustic energy radiated by the source. The structure is cho-
sen to be an elastically suspended, circular piston embedded
in an infinitely large, rigid baffle. The source is located on
the axis of symmetry at finite distance above the piston. The
piston is proposed as a simple, lumped parameter model for
a hull plate. Clearly, this may appear unrealistic compared to
the studies found in Refs. 1–8. However, an infinite plate
does not account for resonances that occur due to the finite-
ness of hull plates of ships. This is why the piston model is
introduced, although a finite plate is more realistic. Never-
theless, for the purpose of analyzing the effect of structural
resonances on the sound production by a nearby source, the
piston model makes sense, because the analysis is simpler
than that for a plate. As a matter of fact, the results of such
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analysis are applicable to platelike structures qualitatively,
not quantitatively, and only if we consider the effect of a
single, i.e., well-isolated, hull plate resonance, which is not a
severe restriction, since low-frequency resonances are well-
separated.

This paper is organized as follows. In the next section
the problem is formulated. Subsequently, the analytical solu-
tion of the governing equations is developed and, finally,
based on a formula due to Schmidt,3 an expression is derived
for the power output of the source. Section II contains a
parametric study of the power emitted by the source. Nu-
merical values for the power flow are presented for various
parameter ranges of interest. Qualitative features observed
from the results are discussed and related to known results
whenever appropriate. The paper ends with some conclu-
sions.

I. THEORY

A. Description of the model

A perfect acoustic fluid occupies the half-spacez.0.
The fluid is characterized by its volume density of massr
and speed of soundc. At the boundaryz50, a rigid circular
disk of massM and radiusa is elastically mounted in a
coplanar, rigid baffle of infinite extent. Due to the fluctuating
acoustic pressure at the piston’s wet surface, small ampli-
tude, transverse vibrations are induced around its equilibrium
position,z50. A point monopole source of strengthqs radi-
ates sound into the fluid at constant circular frequencyv.
The source is located at distanced above the center of the
disk on the axis of symmetry, which is thez axis~see Fig. 1!.
Noting the rotational symmetry of the configuration with re-
spect to thez axis, a cylindrical coordinate systemr, f, z is
used to describe and analyze the problem. The acoustic pres-
surep satisfies the Helmholtz equation, i.e.,

$D1k2%p~x!52qsd~x2xs!, z.0, ~1!

wherek5v/c is the acoustic wave number andxs5(0,0,d)
denotes the position of the source. The time-harmonic depen-
dence exp(2ivt) is suppressed throughout. Sound radiation
by the vibrating piston is described by the Neumann condi-
tion

]p

]z
5 H r ivv, 0<r ,a,

0, r .a, z50, ~2!

expressing the continuity of normal fluid velocity and piston
velocity, which is denoted byv, and, at the baffle, prescrib-
ing zero normal fluid velocity. The Sommerfeld condition
ensures uniqueness of the solution forp. The motion of the
piston can be modeled by the simple, one-degree-of-freedom
system

M•2 ivv12~KM !1/2gv1K
v

2 iv
5Ffluid , ~3!

whereK is the spring stiffness,v r5(K/M )1/2 is the natural
frequency of the system andg is the damping coefficient of
the dashpot. The piston is excited by the integrated surface
pressure given by

Ffluid52E
0

2p

dfE
0

a

r drp~r ,f,0!, ~4!

where the minus sign indicates that the net surface pressure
drives the piston downwards, i.e., in the negativez direction.

B. Analytical solution

Green’s theorem can be used to derive an expression for
the pressurep in terms of the piston velocityv. The pressure
can be decomposed as follows:

p~x!5pinc~x!1pscat~x!, ~5!

pscat~x!5pspec~x!1pdiff~x!, ~6!

where pinc is the pressure radiated by the source in free
space,pspec is the specular reflection of the incident wave
from a homogeneous baffle, andpdiff represents the pressure
radiated by the vibrating piston. The solution reads

pinc~x!5qs

exp~ ikR1!

4pR1
,

R15Ar 21~z2d!25ux2xsu, ~7!

pspec~x!5qs

exp~ ikR2!

4pR2
, R25Ar 21~z1d!2, ~8!

pdiff~x!52
r ivv
2p E

0

2p

dwE
0

a

s ds
exp~ ikR0!

R0
, ~9!

where

R05Ar 21s222rs cosw1z2.

Next, these expressions are used to evaluate the integral in
expression~4!. It is straightforward to show that

E
0

2p

dfE
0

a

r dr @pinc~r ,0!1pspec~r ,0!#

5qsE
0

a

r dr
exp~ ikAr 21d2!

Ar 21d2

5qs

exp~ ikAa21d2!2exp~ ikd!

ik
,

FIG. 1. Cross-sectional view of problem configuration.
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while, using a classical result for the piston impedance,

E
0

2p

dfE
0

a

r drpdiff~r ,0!

5vrcpa2@R1~2ka!2 iX1~2ka!#,

where the functionsR1 andX1 are given by, cf. Ref. 10

X1~2ka!5
2H1~2ka!

2ka
, R1~2ka!512

2J1~2ka!

2ka
.

~10!

In these expressions,H1 denotes the Struve function of order
one, while J1 is the Bessel function of the first kind and
order one. Low- and high-frequency asymptotic expressions
for R1 andX1 are also given in Ref. 10.

Adding these expressions gives the fluid forceFfluid that
drives the piston. Inserting the result in the right-hand side of
Eq. ~4! yields a relation between the piston velocityv and
the source strengthqs . This relation reads

F S M•2 iv12~KM !1/2g1
K

2 iv D
1rcpa2$R1~2ka!2 iX1~2ka!%Gv
52qs

exp~ ikAa21d2!2exp~ ikd!

ik
. ~11!

This relation completes the solution and all relevant quanti-
ties of interest can be expressed in terms of the source
strengthqs only.

C. Power produced by the source

The net acoustic power delivered by the source can be
found using the following formula due to Schmidt:3

P5P`1
qs

2rv
Im@pscat~xs!#, P`5

1

8p

uqsu2

rc
. ~12!

In this formula P` is the power produced by the source
under free-field conditions. For convenience it was assumed
that qs is real. The scattered pressurepscat(xs) can be evalu-
ated easily using~6!. Noting that

pspec~xs!5qs

exp~2ikd!

8pd
, ~13!

pdiff~xs!52
r ivv
2p E

0

2p

dwE
0

a

s ds
exp~ ikAs21d2!

As21d2

52r ivv
exp~ ikAa21d2!2exp~ ikd!

ik
, ~14!

and using~11! to eliminatev, it follows from formula ~12!
that

P8[
P

P`
5H 11

sin~2kd!

2kd J 14 ImF $exp~ ikAa21d2!2exp~ ikd!%2/~ka!2

m8~112igV212V22!ka1X1~2ka!1 iR1~2ka!
G , ~15!

wherem8 andV are nondimensional parameters given by

m85
rp

r

h

a
, V5

v

v r
.

Hererp is the volume density of mass of the piston, which is
a homogeneous disk of constant thicknessh. Therefore the
mass of the disk isM5rppa2h. It is noted that the first part
of formula ~15!, i.e., the expression enclosed by curly brack-
ets represents the power output of the source in the case that
no vibrating piston were mounted in the perfectly rigid wall,
cf. Ref. 8.

D. Far-field pressure, directivity, and radiated power

The power delivered by the source is partly radiated to
infinity and partly absorbed by the structure’s dashpot. Inte-
gration of the time-averaged acoustic intensity over a hemi-
sphere at infinity gives the radiated power:

P rad5
p

rc E
0

p/2

D~u!D~u!* sin u du, ~16!

whereD(u) is the directivity function corresponding to the
far-field pressure defined by

p~s,u!;
exp~ iks!

s
D~u!, 0<u<p/2, ks@1, d!s.

~17!

Here, spherical coordinatess, u are introduced byr
5s sinu andz5s cosu. The directivity function is derived
in a standard way forpinc1pspecand forpdiff separately. The
result reads, cf. Ref. 10,

D~u!5
qs

4p
2 cos~kd cosu!2

i

2
vrva2

2J1~ka sin u!

ka sin u
.

~18!

Inserting~18! into formula ~16! yields

P rad5
1

4p

uqsu2

rc E
0

p/2

cos2~kd cosu!sin u du

1
p

2
rca2uvu2

~ka!2

2 E
0

p/2S 2J1~ka sin u!

ka sin u D 2

sin u du

1qsa Im@v#E
0

p/2

J1~ka sin u!cos~kd cosu!du. ~19!
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Evaluation of the first integral is straightforward and gives
the power radiated by a source at distanced from a rigid
baffle. The second integral corresponds to the power radiated
by a baffled piston and is given by~cf. Refs. 10 and 11!:

~ka!2

2 E
0

p/2S 2J1~ka sin u!

ka sin u D 2

sin u du

512
2J1~2ka!

2ka
[R1~2ka!.

The third integral is a special case of a tabulated integral, cf.
Refs. 12 and 13, which reduces to

E
0

p/2

J1~ka sin u!cos~kd cosu!du

5
21

ka
$cos~kAa21d2!2cos~kd!%.

Collecting terms and normalizingP rad with respect toP`

yields

P rad8 5H 11
sin~2kd!

2kd J 14p2r2c2a2
uvu2

uqsu2
R1~2ka!

2
8prc

k
ImF v

qs
G$cos~kAa21d2!2cos~kd!%.

~20!

Finally, relation~11! is used to eliminatev. The result reads

P rad8 5H 11
sin~2kd!

2kd J 14
utu2

uzu2 R1~2ka!

18 Re@t#ImFtz G , ~21!

wherez andt are defined by

z5m8~112igV212V22!ka1X1~2ka!1 iR1~2ka!,
~22!

t5$exp~ ikAa21d2!2exp~ ikd!%/~ka!. ~23!

E. Dissipated power and power balance

The energy absorbed by the structure’s dashpot is calcu-
lated by multiplying the damping force by the piston’s ve-
locity. Taking the time average yields:

Pdiss5
1
2 Re@Cvv* #5gV21vM uvu2,

~24!
C52~KM !1/2g.

Eliminatingv in favor of qs using~11! and normalizingPdiss

with respect toP` gives the result

Pdiss8 54m8~2gV21!ka
utu2

uzu2
, ~25!

wherez andt are given by~22! and ~23!.
An interesting check on these results is provided by the

power balance

P85P rad8 1Pdiss8 . ~26!

This equation states that the energy produced by the source
is taken away by two physical mechanisms:~i! radiation of
acoustic energy to infinity; and~ii ! dissipation of vibrational
energy by the structure’s dashpot. It is easy to show that Eq.
~26! holds. First, it is noted that

P85H 11
sin~2kd!

2kd J 14 ImFt2

z G ~27!

and

m8~2gV21!ka1R1~2ka!5Im@z#. ~28!

Inserting expressions~27!, ~21!, and~25! into the power bal-
ance~26!, subtracting$11sin(2kd)/(2kd)% from both sides,
collecting terms using~28!, and dividing both sides by 4 the
power balance reduces to

ImFt2

z G5Im@z#
utu2

uzu2 12 Re@t#ImFtz G ,
which is an identity.

II. NUMERICAL RESULTS AND DISCUSSION

The analytic expression~15! derived in Sec. I contains
five independent parameters, i.e.,ka, kd, V, m8, and g. In
order to investigate how the power flow from the source
varies with some of these parameters, this section presents
numerical data in graphical form. The results presented here
are restricted to the case of a water-loaded piston, whose disk
is made of steel. Thusm[rp /r57.84. In addition, the ratio
of the disk’s thicknessh to the radiusa will take values
typically encountered for hull plates on real ships, i.e.,h/a
5O (1022). Furthermore, it is assumed that the aspect ratio
f[d/a of the problem geometry is neither small nor large.
Finally, because radiation losses are usually much larger than
structural dissipation, the value ofg is set equal to zero. It is
noted, however, that the dashpot may be used to simulate the
nonreversible power flow into the ship’s structure. For this
purpose the value ofg must be estimated from experiments
or derived from statistical energy analysis considerations.

First, the efficiency of a source with a structure in its
near field is investigated as a special case. Using the low-
frequency expansions, cf. Ref. 10

X1~2ka!5
8ka

3p
1O ~~ka!3!

and

R1~2ka!5
~ka!2

2
1O ~~ka!4!,

it is easy to show that forkd→0, ka→0, andf5O (1)

P85214
c2/22cx

x2 1O ~~kd!2!, ~29!

wherec andx are given by

c5A11f22f and x5m8~12V22!1
8

3p
.

Straightforward analysis of expression~29! reveals that the
power output becomes infinitely large, i.e.,P8→`, if V
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5Vres, while the source produces actually no power at all,
i.e., P850, if V5Vantires, where

V res5H 11
1

m8

8

3pJ 21/2

and

Vantires5H 11
1

m8 S 8

3p
2c D J 21/2

.

It is noted thatV res,Vantiresif c,8/3p. The latter condition
is equivalent tof.(3p/828/3p)/250.165, which is satis-
fied sincef5O (1). In Fig. 2 the power output of the the
source under near-field conditions, i.e., forkd→0, is plotted
as a function of frequency for various values ofh/a. The
results in Figure 2 show how the efficiency of the source
varies with the frequency ratioV. In particular, it is observed
that the source is very effective, if its frequency is close to
the resonance frequency of the piston modified for the effect
of fluid loading. On the other hand, the power output falls off
down to zero, if the frequency of the source approaches the
antiresonancefrequency. These features clearly demonstrate
the influence of a resonating structure in the near field of a
source on the total power produced by that source. In addi-
tion, the results also clearly show how the resonance fre-
quency shifts downwards if the slenderness ratioh/a of the
disk decreases. Changing the volume density of mass of the
disk gives rise to the same effect, since expression~29! var-
ies with h/a through the parameterm8 only.

In addition to the near field results in Fig. 2, it is ex-
pected that the power flow from the source attains its free-
field value P` for kd→`, i.e., under far field conditions.
For moderate values ofkd the power flow is governed by a
transition regime. This is illustrated in Fig. 3, which repre-
sents the power output as a function of bothV andkd.

In Fig. 3 both near-field and far-field limits can be easily
identified. Forkd50.1 the results resemble those from Fig.
2, except that the power flow remains finite at resonance,
while, at antiresonance, it does not vanish completely, but
becomes very small. If the piston is more remote from the
source the resonance peak falls off rapidly with distance and

the power output approaches the free field value ifkd is
sufficiently large, typicallykd.1. Similarly, the antireso-
nance dip disappears ifkd is large enough. Another feature
shown in Fig. 3 is the modulation of the power flow withkd
in the regionkd.3 and V.0.5. This is the well-known
result for the source in front of an infinite baffle without a
piston and is given by 11sin(2kd)/2kd.

A physical explanation for the large increase of acoustic
power delivered by the source—relative to the free-field
case—has been given by Heckl.2 Following remarks by Ray-
leigh, he argued that the energy associated with the recipro-
cating flow of the hydrodynamic near field of the source can
be converted partly into radiated energy by excitation of a
resonator or a wave-bearing object.

III. CONCLUSION

The presence of an elastic structure in the near field of a
source can enlarge the radiated power significantly, even up
to several orders of magnitude over the free field value. This
occurs if the source radiates at frequencies close enough to
the resonance frequencies of the structure, including the ef-
fect of fluid loading. As a result, very high levels of struc-
tural vibration are excited, which increases subsequent
acoustic radiation and gives rise to increased dissipation of
structure-borne sound power within the structure. Alterna-
tively, under antiresonance conditions, the response of the
structure to the incident pressure wave resembles that of a
perfectly compliant surface. The effect on the efficiency of
the source can be considerable and may even lead to almost
complete suppression of energy produced by the source.
These features have been shown quantitatively for the case
of a point source in the vicinity of a baffled piston, but
should hold qualitatively if the piston were replaced by a
resonating structure like a plate.

Concerning the problem of propeller cavitation noise,
which is particularly dominating forkd-values in the range

FIG. 2. Normalized power outputP8 vs normalized frequencyV under near
field conditions, i.e.,kd→0 for various values ofh/a. m57.84, f51.0,
andg50.

FIG. 3. Normalized power flowP8 vs normalized frequencyV and modu-
lation numberkd for h/a50.01,m57.84,f51.0, andg50. The key gives
values of log10 P8 and corresponds to the equal level contour lines.

3249 3249J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Christiaan Kauffmann: Source near baffled piston



0.37<kd<0.45 ~see also Ref. 8!, it is observed from Fig. 3
that the power output from the source is critically dependent
on the value ofV. Therefore, it is recommended to modify
the design parameters that determine the structural reso-
nances~plate thickness, rib spacing! in such a way that, un-
der normal operating conditions, the frequency ratioV is
close to the antiresonance, but in any case far from the reso-
nance frequency of that structure.
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An explicit integral formulation is derived for predicting transient acoustic radiation. The radiated
acoustic pressure is shown to be expressible as a sum of integrals over simple and doublet sources
and their couplings induced by the normal and tangential components of the particle velocity, which
can be measured by a nonintrusive laser velocimeter. Such an integral formulation is
computationally advantageous in that solutions thus obtained are unique, and the efficiency of
numerical computations is high. This is because the radiated acoustic pressure is expressed as an
explicit integral of known quantities, which can be readily implemented numerically by using the
Gaussian quadratures. For arbitrary time-dependent excitations, the radiated acoustic pressure can
be written as a sum of convolution integrals of impulse response functions over the time history of
the particle velocity specified on the control surface. Validations of this integral formulation are
demonstrated both analytically and numerically for acoustic radiation from an explosively
expanding sphere, sudden accelerating spheres, disks, and right circular cylinders. ©1998
Acoustical Society of America.@S0001-4966~98!04012-0#

PACS numbers: 43.20.Tb, 43.20.Rz, 43.20.Px@ANN#

INTRODUCTION

Prediction of transient acoustic radiation has always
been a major topic of interest, because in engineering appli-
cations most acoustic pressure signals are of transient nature.
Theoretically speaking, transient acoustic pressures can be
determined by the Kirchhoff integral formulation. However,
unlike a steady-state case, there is no effective way of imple-
menting this Kirchhoff integral formulation numerically for
transient acoustic radiation. This is because one must first
solve an integral equation for the surface acoustic pressure,
given the normal component of the surface velocity. Since
each element on the surface has a different emission time for
an observer fixed in space, the surface integrals must be dis-
cretized in both temporal and spatial domains simulta-
neously. A direct numerical implementation of this integral
equation can be time consuming, even for the simplest ge-
ometry such as a sphere.1 Moreover, selection of the step
size for time can be critical in obtaining an accurate numeri-
cal result, and for a chosen time step the accuracy deterio-
rates considerably as the time variable increases.2

Over the past few decades, considerable effort has been
devoted to transient acoustic scattering, mostly from two-
dimensional cylindrical shells3,4 or spherical shells5–7 which
render the wave equation separable in terms of cylindrical or
spherical coordinate systems. Accordingly, one can derive
exact solutions by taking Laplace transformation. For a non-
separable geometry, analytic solutions cannot be found and
other methods must be sought. Geers8,9 developed the
method of doubly asymptotic approximations to calculate the
transient acoustic radiation and scattering from an object in
free space. This method is shown to be effective for simple
geometries subject to very high frequency excitations for
which plane wave relations can be used, or very low fre-

quency excitations for which virtual mass approximations
are applicable. Ebenezer and Stepanishen used time-
dependent eigenfunction expansions to calculate transient vi-
bratory responses of fluid-loaded elastic planar structures10,11

and shells12–14 subject to mechanic and/or acoustic excita-
tions. In this method, the axisymmetric velocity field of a
fluid-loaded structure is written as anin vacuoeigenvector
expansion with time-dependent coefficients. The effect of
fluid loading is described by convolution integrals involving
the modal velocity coefficients and mode-dependent acoustic
radiation impulse responses.

The present paper is concerned with transient acoustic
radiation from an object immersed in an unbounded fluid
medium. In particular, it considers the cases in which the
surface vibration responses cannot be measured by conven-
tional miniature accelerometers. Such circumstances are en-
countered in flexible, lightweight, or structures with adverse
environment which do not allow the attachment of transduc-
ers. Under this condition, a nonintrusive laser velocimeter
must be employed.

The use of a laser velocimeter to measure the normal
component of the particle velocity, which is equal to that of
the surface velocity at the interface, has been known for
decades. Once the normal component of the surface velocity
is specified, the surface acoustic pressure can be determined
by solving the Kirchhoff integral equation, which in turn
allows one to calculate the radiated acoustic pressure in the
field. The major disadvantage of this approach is that there is
no simple way of implementing numerically the Kirchhoff
integral equation in temporal and spatial domains simulta-
neously. A brute force numerical implementation can be very
costly and time consuming. Hence an alternative approach
must be sought.

Actually, the laser technique can be used to measure the
velocity vector of a suspended microparticle in an insonified
medium. The methodology that has been developed for mea-

a!On leave from Department of Mechanical Engineering, Zhejiang Univer-
sity, People’s Republic of China.
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suring the particle velocity vectors in liquids and in air is
known as laser Doppler velocimeter.15–23 The work in this
area, however, has not received as much attention as mea-
surements of the normal component of surface vibration.

In this paper, we assume that the particle velocity vector
is specified over a control surface that completely encloses
the vibrating object under consideration. Then, it can be
shown24 that the field acoustic pressure is expressible in
terms of integrations over the normal and tangential compo-
nents of the particle velocity. This integral formulation is
extended to predicting transient acoustic radiation.

Here we use an adjectiveexplicit to distinguish the
present formulation from the classical Kirchhoff integral for-
mulation. This is because the latter expresses the field acous-
tic pressure in terms of two variables: the surface acoustic
pressure and the normal component of the surface velocity.
Both of them must be specified before the field pressure can
be determined. The Kirchhoff integral theory is valid for any
control surface that completely encloses a vibrating object.
In any event, the radiated acoustic pressure is obtained in
two steps. The only way to determine the field acoustic pres-
sure directly is to specify both the surface acoustic pressure
and the normal component of the particle velocity. However,
this is not an easy task because one cannot accurately mea-
sure these variables simultaneously. An intensity probe may
be used to produce an averaged acoustic pressure and an
approximate particle velocity. The quantities thus obtained
are inaccurate because the probe is designed to measure the
acoustic intensity. If inaccurate surface acoustic pressure and
normal component of the particle velocity are used in the
Kirchhoff integral formulation, the resulting field acoustic
pressure will be bound to err from the true value.25 While it
is possible to accurately measure the surface acoustic pres-
sure and the normal component of the particle velocity sepa-
rately, it nonetheless defeats the purpose of the Kirchhoff
integral theory. Because this theory enables one to calculate
the surface acoustic pressure given the normal component of
the particle velocity, which is much easier than taking mea-
surements.

On the other hand, the present integral formulation ex-
presses the field acoustic pressure in terms of a single vari-
able, namely, the particle velocity, which can be measured
by a nonintrusive laser velocimeter. This velocity vector can
be resolved into the normal and tangential components on a
control surface that completely encloses a vibrating object.
Hence, the field acoustic pressure can be determined directly
once the particle velocity is specified. The wordexplicit is
merely used to imply that the field acoustic pressure is given
as an explicit function of the particle velocity. Such an inte-
gral formulation is advantageous in that the solutions thus
obtained are unique, and the efficiency of numerical compu-
tations is high.24

Section I presents an integral formulation for the radi-
ated acoustic pressure as an explicit function of the particle
velocity. In particular, it expresses the field acoustic pressure
as a sum of surface integrals of simple and doublet sources
and their couplings induced by the normal and tangential
components of the particle velocity, respectively. For arbi-
trarily time-dependent excitations, the radiated acoustic pres-

sure can be written as a sum of Duhamel integrals. The tran-
sient acoustic pressure at any field point can be expressed as
convolution integrals of the impulse response functions to
the time history of the particle velocity~see Sec. II!. Ana-
lytical and numerical validations of these formulations are
given in Sec. III. Concluding remarks are drawn in Sec. IV.

I. EXPLICIT INTEGRAL FORMULATION

Consider an object immersed in an unbounded fluid me-
dium with densityr0 and sound speedc. To facilitate the
derivations of an explicit integral formulation for predicting
transient sound radiation into the medium, let us first define
the following Fourier transformation pairs:

F~v!5E
2`

1`

f ~ t !eivt dt, ~1a!

f ~ t !5
1

2p E
2`

1`

F~v!e2 ivt dv, ~1b!

for any functionf (t) which is continuous and bounded ast
→`.

Assume that the medium is quiescent before the source
is turned on att50. Then at any later timet the acoustic
pressure at any field point can be expressed in terms of the
Kirchhoff integral theory in the frequency domain as26

P~x,v!5
1

4p E
S~xS!

F]R

]n

~ ikR21!eikR

R2 P~xS ,v!

2
eikR

R

]P~xS ,v!

]n GdS~xS!, ~2!

whereSrepresents a control surface that encloses completely
the vibrating object,R5ux2xSu is the distance between the
field pointx and a surface pointxS , andk5v/c is the wave
number of the fluid.

Equation~2! is the starting point for most acoustic ra-
diation and scattering problems. In a previous paper,24 the
authors have derived an alternate integral formulation from
Eq. ~2! for predicting the radiated acoustic pressure at any
point external to an arbitrary object subject to constant fre-
quency excitations

P~x,v!5L1~x,Vt ,v!1L2~x,Vn ,v!, ~3!

whereL1,2 represent integral operators operating on the tan-
gential and normal components of the particle velocity in the
frequency domain, respectively,

L1~x,Vt ,v!

5
ivr0

4p E
S
H ]G

]n F E
S8

]G

]nS8

3 S E
~x8S8→xS8!

Vt~xS8 ,v!dl D dS8G
3F2p2E

S8

]G

]nS8
dS8G21J dS

1
ivr0

4p E
S

]G

]n S E
~x8S→xS!

Vt~xS ,v!dl D dS, ~4a!
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L2~x,Vn ,v!52
ivr0

4p E
S
H ]G

]n F E
S8

Vn~xS8 ,v!G dS8G
3F2p2E

S8

]G

]nS8
dS8G21J dS

2
ivr0

4p E
S
Vn~xS!G dS, ~4b!

whereVn andVt represent the normal and tangential compo-
nents of the particle velocity on a control surfaceS in the
frequency domain.G and]G /]n are the free-space Green’s
function and its normal derivative, respectively,

G 5
eikR

R
and

]G

]n
5

~ ikR21!G

R

]R

]n
, ~5!

where n indicates the outward unit normal onS. Detailed
derivations of Eqs.~3! and~4! are demonstrated in a previous
paper24 and therefore are omitted here for brevity.

Equation~3! shows that the radiated acoustic pressure
can be expressed as an explicit function of the particle ve-
locity distribution over a control surface that encloses com-
pletely the vibrating object under consideration. There is no
need to solve an integral equation for the surface acoustic
pressure, given the normal component of the surface veloc-
ity. Instead, the radiated acoustic pressure can be calculated
directly once the particle velocity vector on a control surface
is specified by a nonintrusive laser velocimeter. Since the
surface integrals in Eq.~3! can be readily implemented by
the standard Gaussian quadratures, the efficiency of numeri-
cal computations may be significantly enhanced. Moreover,
the solutions thus obtained for an arbitrary object are unique.
This is because the resulting integral equation for the exterior
region subject to the homogeneous Neumann boundary con-
dition does not share the same eigenvalues as those of the
integral equation for the interior region.24

Another advantage of Eq.~3! is that it enables one to
calculate the time-domain acoustic pressure signals by taking
a direct inverse Fourier transformation. Using the Fourier
transformation pair defined in Eq.~1!, we can write

p~x,t !5E
2`

1`

V n~x,t2t!dt1E
2`

1`

V t~x,t2t!dt

1E
2`

1`

Un~x,t2t!dt1E
2`

1`

Ut~x,t2t!dt,

~6!

whereV n represents the response of a simple source distri-
bution induced by the normal component of the particle ve-
locity, Vt stands for the response of a doublet source
distribution27 caused by the tangential component of the par-
ticle velocity, Un depicts the response of a coupled simple/
doublet source distribution generated by the normal compo-
nent of the particle velocity, andUt describes the response
of a coupled doublet/doublet source distribution produced by
the tangential component of the particle velocity:

V n~x,t2t!5E
S
vn~xS ,t!e~x,xS ,t2t!,dS, ~7a!

V t~x,t2t!5E
S
E

~x8S→xS!
v t~xS ,t!z~x,xS ,t2t!dl dS,

~7b!

Un~x,t2t!5E
S
E

S8
vn~xS8 ,t!s~x,xS ,t2t!dS8 dS,

~7c!

Ut~x,t2t!5E
S
E

S8
E

~x8S8→xS8!
v t~xS8 ,t!j~x,xS ,t2t!

3dl dS8 dS, ~7d!

wherevn(xS ,t) andv t(xS ,t) are the normal and tangential
components of the particle velocity on the control surfaceS,
e andz are the unit impulse response functions due to simple
and doublet source distributions generated byvn and v t ,
respectively, ands andj are the unit impulse response func-
tions due to coupled simple/doublet and doublet/doublet
source distributions produced byvn andv t , respectively:

e~x,xS ,t2t!52E
2`

1` ivr0

8p2

e2 iv~ t2t2R/c!

R
dv, ~8a!

z~x,xS ,t2t!5E
2`

1` ivr0

8p2 S iv

c
2

1

RD
3

]R

]n

e2 iv~ t2t2R/c!

R
dv, ~8b!

s~x,xS ,t2t!52E
2`

1` ivr0

8p2 S iv

c
2

1

RD
3

]R

]n

e2 iv~ t2t2R/c2RS /c!

RRS
A~v,xS!dv, ~8c!

j~x,xS ,t2t!5E
2`

1` ivr0

8p2 S iv

c
2

1

RD S iv

c
2

1

RS
D ]R

]n

]RS

]nS

3
e2 iv~ t2t2R/c2RS /c!

RRS
A~v,xS!dv, ~8d!

where RS5uxS2xS8u is the distance between two surface
points, andA(v,xS) is defined as

A~v,xS!5F2p2E
S8

S iv

c
2

1

RS
D ]RS

]nS

e2 ikRS

RS
dS8G21

.

~9!

II. TRANSIENT RADIATION DUE TO ARBITRARY
TIME-DEPENDENT EXCITATIONS

The infinite integrals in Eq.~6! can be rewritten as con-
tour integrals and evaluated by using the residue theorem.28

This integral formulation can be readily extended to transient
radiation from an object subject to an arbitrarily time-
dependent excitation. To this end, let us examine the case in
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which the normal and tangential components of the particle
velocity is expressible in terms of short pulses of constant
amplitudes

vn~xS ,t !5Vn~xS!@H~ t !2H~ t2Dt !#, ~10a!

v t~xS ,t !5Vt~xS!@H~ t !2H~ t2Dt !#, ~10b!

whereVn(xS) and Vt(xS) are the amplitudes of the particle
velocity pulses in the normal and tangential directions, re-
spectively,Dt is the duration of the velocity pulse, andH(t)
represents the Heaviside step function which is unity fort
>0 and zero fort,0.

Accordingly, the time-domain acoustic pressure at any
field point resulting from this velocity pulse can be written as

Dp~x,t !5@he,1~x,t !2he,2~x,t,Dt !#1@hz,1~x,t !

2hz,2~x,t,Dt !#1@hs,1~x,t !2hs,2~x,t,Dt !#

1@hj,1~x,t !2hj,2~x,t,Dt !#, ~11!

whereh(x,t) is the so-called step response function corre-
sponding to the Heaviside step function used in Eq.~10!. The
first subscript ofh indicates the type of source distributions
consistent with those defined in Eq.~7!, whereas the second
subscript implies the beginning and ending of a velocity
pulse.

Following the procedures outlined in Ref. 26, we can
derive these step response functions as

he,1~x,t !52 i2pE
S
(

q

he~x,xS ,vq!

ge8~x,xS ,v!

3Vn~xS!e2 ivqtH~ t2R/c!dS, ~12a!

he,2~x,t !52 i2pE
S
(

q

he~x,xS ,vq!

ge8~x,xS ,v!

3Vn~xS!e2 ivq~ t2Dt !H~ t2Dt2R/c!dS,

~12b!

hz,1~x,t !52 i2pE
S
(

q

hz~x,xS ,vq!

gz8~x,xS ,v!

3Vt~xS!e2 ivqtH~ t2R/c!dS, ~12c!

hz,2~x,t !52 i2pE
S
(

q

hz~x,xS ,vq!

gz8~x,xS ,v!

3Vt~xS!e2 ivq~ t2Dt !H~ t2Dt2R/c!dS,

~12d!

hs,1~x,t !52 i2pE
S
(

q

hs~x,xS ,vq!

gs8 ~x,xS ,v!

3Vn~xS!e2 ivqtH~ t2R/c!dS, ~12e!

hs,2~x,t !52 i2pE
S
(

q

hs~x,xS ,vq!

gs8 ~x,xS ,v!

3Vn~xS!e2 ivq~ t2Dt !H~ t2Dt2R/c!dS,

~12f!

hj,1~x,t !52 i2pE
S
(

q

hj~x,xS ,vq!

gj8~x,xS ,v!

3Vt~xt!e
2 ivqtH~ t2R/c!dS, ~12g!

hj,2~x,t !52 i2pE
S
(

q

hj~x,xS ,vq!

gj8~x,xS ,v!

3Vt~xS!e2 ivq~ t2Dt !H~ t2Dt2R/c!dS.

~12h!

Note that in Eq.~12!, we have replaced the integrands of the
inverse Fourier transformations by ratiosh(x,xS ,v)/
g(x,xS ,v), where the subscriptse, z, s, and j in h and g
indicate simple, doublet, coupled simple/doublet, and
coupled doublet/doublet source distributions, respectively.
The symbolsh and g represent two frequency-dependent
functions, which are devised to facilitate the evaluations the
infinite integrals in Eq.~6! by using the residue theorem.28 In
particular, the functionh is analytic inv, and a prime ong
represents a derivative with respect tov.28 The symbolvq

stands for theqth root of g

g~x,vq!50, Im~vq!<0. ~13!

Equation ~11! demonstrates that the transient acoustic
pressure resulting from a velocity pulse can be written as a
superposition of two step response functions that are of the
same amplitudes, but opposite in signs, and are separated in
time by Dt. These step response functions~12! consist of
sums of residues at the complex roots of the homogeneous
Eq. ~13!. The real and imaginary parts of these complex
roots correspond, respectively, to the phase and amplitude of
a transient acoustic wave that decays exponentially in time.
A minus sign on the right side of Eq.~12! implies that the
contour integration is carried out in the clockwise direction
in the complex plane. This is in compliance with the require-
ment that the amplitude of the acoustic wave remains finite
as it propagates in space and time.

Since any arbitrary time-dependent function can be rep-
resented by a sum of many short pulses of constant ampli-
tudes, the resulting acoustic pressure can be written as a
superposition of contributions from each individual pulses in
the form of Eq.~11!

p~x,t !5(
j

Fhe,1~x,t j !2he,2~x,t j ,Dt !

Dt GDt

1(
j

Fhz,1~x,t j !2hz,2~x,t j ,Dt !

Dt GDt

1(
j

Fhs,1~x,t j !2hs,2~x,t j ,Dt !

Dt GDt

1(
j

Fhj,1~x,t j !2hj,2~x,t j ,Dt !

Dt GDt. ~14!

As the duration of the pulseDt→0, the square bracket
terms on the right side of Eq.~14! become impulse response
functions. The total transient acoustic pressurep(x,t) due to
all the incremental velocity pulses prior to timet can then be
written as a Duhamel integral,29
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p~x,t !5E
0

t

@ ĥe~x,t2t!1ĥz~x,t2t!1ĥs~x,t2t!

1ĥj~x,t2t!#dt, ~15!

whereĥ is known as the impulse response function due to a
velocity pulse at timet,

ĥe~x,t2t!52 i2pE
S
(

q

he~x,xS ,vq!

ge8~x,xS ,vq!
Vn~xS!e2 ivqt dS,

ĥz~x,t2t!52 i2pE
S
(

q

hz~x,xS ,vq!

gz8~x,xS ,vq!
Vt~xS!e2 ivqt dS,

~16!

ĥs~x,t2t!52 i2pE
S
(

q

hs~x,xS ,vq!

gs8 ~x,xS ,vq!
Vn~xS!e2 ivqt dS,

ĥj~x,t2t!52 i2pE
S
(

q

hj~x,xS ,vq!

gj8~x,xS ,vq!
Vt~xS!e2 ivqt dS.

Equation~15! shows that the transient acoustic pressure
at any pointx and timet can be expressed as a convolution
integral of the impulse response functions over the time his-
tory of the particle velocity specified on the control surface
S.

III. VALIDATIONS

In this section, we demonstrate both analytically and nu-
merically the validations of the explicit integral formulation
~6! on transient sound radiation from various sources.

A. An explosively expanding sphere

As a first example, we consider the transient acoustic
pressure signal generated by an explosively expanding
sphere in an unbounded fluid medium. Assume that the par-
ticle velocity measured on a control surface of radiusa is

v~ t !5VnH~ t2a/c!n, ~17!

whereVn is the magnitude of the particle velocity. Since the
sphere expands uniformly in all directions, the tangential
component of the particle velocity is identically zero, and the
normal component of the particle velocity is constant.

Substituting Eq.~17! into ~6!, interchanging the order of
integrations, and carrying out those with respect tot, dS8,
anddS first, we obtain

p~x,t !5
r0Vna2

2pr E
2`

1` e2 iv~ t2r /c!

~12 ika!
dv, ~18!

wherer is the distance from the center of the sphere to the
observation point in the field.

Evaluation of the integral in Eq.~18! can be facilitated
by using the residue theorem.28 Setting the denominator of
the integrand in Eq.~18! to zero yields one root atv0

52 ic/a. The residue atv0 multiplied by 2 i2p and the
Heaviside step function leads to a transient acoustic pressure
signal

p~x,t !5
r0cVna

r
e2~ct2r !/aH~ t2r /c!, ~19!

which agrees perfectly with the analytic solution.28

B. An impulsively accelerated sphere

As a second example we consider the transient acoustic
pressure signal produced by an impulsively accelerated
sphere in the positivez-axis direction in an unbounded fluid
medium. Assume that the particle velocity measured on a
control surface of radiusa is

v~xS ,t !5VcH~ t2a/c!ez , ~20a!

whose Fourier transformation is given by

V~xS ,v!5
iVce

ika

v
ez , ~20b!

whereVc is the magnitude of the velocity at the center of a
control surface.

For convenience, we assume that the normal and tangen-
tial components of the particle velocity on the control surface
are specified by a nonintrusive laser velocimeter, whose Fou-
rier transformation are given by

Vn~xS ,v!5
iVc cosu

v
eika, ~21a!

Vu~xS ,v!5
Vc~ka1 i !sin u

v~22k2a22 i2ka!
eika, ~21b!

Vf~xS ,v!50, ~21c!

whereu is the angle betweenez andeR , which points in the
direction of wave propagation from the source to the re-
ceiver.

Substituting Eq.~21! into ~6! then yields the transient
acoustic pressure signal. To simplify the calculations, we
assume thata!r . Hence, we can approximateR'r , eikR

'eikr 1 ika cosu, and ]R/]n'cosu.26 With these simplifica-
tions, we can interchange the order of integrations and carry
out those with respect todt, dS8, anddS first, and obtain
the following results~the details are omitted for brevity!,

p~x,t !5
r0Vca

3

2pr 2 E
2`

1` ~12 ikr !

~22k2a22 i2ka!

3 cosue2 iv~ t2r /c! dv. ~22!

The integral in Eq.~22! can be evaluated by using the
residue theorem. Setting the denominator of the integrand on
the right side of Eq.~22! to zero yields two roots,v15(1
2 i )c/a and v252(11 i )c/a. Summing the residues at
these two roots and multiplying by2 i2p and the Heaviside
step function, we obtain

p~x,t !5
r0cVca cosu

r
e2~ct2r !/aHS t2

r

cD FcosS ct2r

a D
2S 12

a

r D sinS ct2r

a D G , ~23!

which agrees with the analytic result.28
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C. An impulsively accelerated baffled circular disk

This example involves a circular disk of radiusa
mounted on an infinite rigid baffle. The disk is impulsively
accelerated in the positivez-axis direction att50 and the
surface velocity can be depicted by

v~xS ,t !5VH~a2r S!H~ t !ez , ~24!

whereV is the magnitude of the velocity andr S is the radial
distance measured from the central axis of the disk onz
50 plane.

Alternatively, one can replace the baffled circular disk
by a thin disk centered at thez50 plane in a free field. The
two sides of this thin disk are impulsively accelerated simul-
taneously in opposite directions. The acoustic pressure re-
sulting from this impulsively accelerated circular disk can be
described by Eq.~6!, and the corresponding impulse re-
sponse functions are given by Eq.~8!. In evaluating these
impulse response functions, we make use of the antisymmet-
ric property of]R/]n5z/R and]RS /]nS5z/RS , and obtain

V n~x,t2t!5E
S1
¯1E

S2
¯

52E
S1

vn~xS ,t!e~x,xS ,t2t!dS, ~25a!

V t~x,t2t!5E
S1
E

~xS8→xS!
¯1E

S2
E

~xS8→xS!
¯[0,

~25b!

Un~x,t2t!5E
S1
E

S18
¯1E

S2
E

S28
¯1E

S1
E

S28
¯

1E
S2
E

S18
¯[0, ~25c!

Ut~x,t2t!5E
S1
E

S18
E

~xS8→xS!
¯1E

S2
E

S28
E

~xS8→xS!

1E
S1
E

S28
E

~xS8→xS!
¯

1E
S2
E

S18
E

~xS8→xS!
¯[0, ~25d!

whereS1 andS2 represent thez.0 andz,0 sides of the
disk, respectively. Consequently, the acoustic pressure at any
field point and timep(x,t) can be written as

p~x,t !5E
2`

1`

V n~x,t2t!dt. ~26!

Substituting Eqs.~8!, ~24!, and~25! into ~26!, interchanging
the order of integrations, and carrying out that with respect to
t first, we obtain

p~x,t !522E
2`

` E
S1
E

2`

`

vn~xS1,t!
ivr0

8p2

e2 iv~ t2t2R/c!

R

3 dt dv dS

52
r0V

4p2 E
2`

` E
S1
E

2`

`

ivH~t!
e2 iv~ t2t2R/c!

R

3 dt dv dS

5
r0V

4p2 E
2`

` E
S1

e2 iv~ t2R/c!

R
dS dv. ~27!

The double integrations in Eq.~27! can be evaluated by
following the standard procedures that are outlined in many
text books,28,30 and the result is

p~x,t !55
0 ct,z

0 w.a, z,ct,A~a2w!21z2

r0cV w,a, z,ct,A~a2w!21z2

r0cV

p
cos21S c2t22z21w22a2

2wAc2t22z2 D
A~a2w!21z2,ct,A~a1w!21z2

0 ct.A~a1w!21z2.

~28!

D. Right circular cylinders

In the previous examples, the geometry of the control
surface is separable so that the analytic solutions can be ob-
tained. In what follows, we consider cases whose analytic
solutions cannot be found. Suppose that the particle veloci-
ties are specified over a slender cylindrical surface with two
flat ends. The aspect ratio isb/a510, wherea andb are the
radius and half length of the cylinder, respectively.

Since analytical solutions are not available, the transient
acoustic pressures are solved numerically. As a comparison,
we assume that the particle velocity distribution over the
cylindrical surface is generated by an explosively expanding
sphere located at the center of the cylinder:

v~r ,t !5VH~ t2r /c!er . ~29!

The normal and tangential components of the particle veloc-
ity on the cylindrical surface are calculated numerically
based on Eq.~29!, and taken as the input data to Eq.~6!. The
transient acoustic pressure signal thus obtained is then com-
pared with that of an impulsively expanding sphere.

In carrying out the surface integrations involved Eq.~6!,
we uniformly divide the two flat ends along the radial direc-
tion into N rings, and the side wall intoL rings. Each of these
rings is further divided intoM equal segments along the
circumference. These integrations are calculated fromka
50.1 to 204.7 at an interval ofDka50.2, thus generating a
spectrum of 1024 discrete lines. Note that the accuracy of
numerical computations can be enhanced by further widen-
ing the sampling frequency range and increasing the sam-
pling rate. The present frequency range is selected to illus-
trate the usage of Eq.~6! in determining transient acoustic
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pressure signals. Because of a relatively narrow frequency
range and low sampling rate, some distortions in the numeri-
cal results may appear.

In this example, we use a fixed discretization scheme,
namely,N596, L51920, andM5192 for all ka values.
Numerical integrations over each element are carried out by
using Gaussian quadratures with nine interior points.31 The
time-domain acoustic pressure is obtained by taking a direct
discrete inverse Fourier transformation.

Figure 1 shows the comparisons of nondimensionalized
acoustic pressure signalp/r0cV in time domain obtained by
using Eq.~6! and the exact solution at a dimensionless radial
distancer /a520. Results show that before the arrival of the
acoustic pressure pulse the field is quiescent. Att560.16
ms, however, the amplitude of the dimensionless acoustic
pressure rises instantly from zero to 0.00473, and then de-
cays exponentially to zero with time. Since the acoustic pres-
sure pulse is generated by an explosively expanding cylinder,
there is a net injection of fluid into the medium, which leads
to a compression wave only.

On the other hand, the numerical solutions indicate os-
cillations, known as Gibbs phenomenon, prior to the arrival
of the acoustic pressure pulse. Moreover, the peak amplitude
is 0.00425~about 10% lower than the exact value! at 60.18
ms ~0.02 ms later than the exact time!. These discrepancies
are caused by the discretizations in the numerical computa-
tions. The Gibbs phenomenon can be effectively reduced by
increasing the sampling rate, and the rise of the acoustic
pressure pulse can be enhanced by raising the cutoff fre-
quency in the frequency domain. This is because the early
portion of a transient event corresponds to the limitv→` in
taking an inverse Fourier transformation. Similarly, by low-
ering the starting frequency to zero, we can eliminate fluc-
tuations around the falling of the pressure pulse. This is be-
cause the late portion of a transient event is governed by the
limit v→0 in taking an inverse Fourier transformation.

Next, we consider the case in which the particle velocity
vector is generated by an impulsively accelerated sphere lo-
cated at the center of the cylinder. Assume that the sphere is
impulsively accelerated in the positivez-axis direction,

v~r ,t !5VH~ t2r /c!ez . ~30!

As in the previous case, the normal and tangential compo-
nents of the particle velocity over a slender cylindrical sur-
face are calculated numerically based on Eq.~30!. The re-
sults thus obtained are substituted into Eq.~6! to compute the
transient acoustic pressure signal directly, and then com-
pared with the exact solution.

The same procedures in the numerical computations as
described above are repeated fromka50.1 to 204.7 at an
interval of Dka50.2, yielding a spectrum of 1024 discrete
lines. Once again, a fixed discretization scheme is used with
N596, L51920, andM5192, respectively.

Figure 2 depicts the comparisons of the dimensionless
acoustic pressure signal thus obtained and the exact solution
at a dimensionless radial distancer /a520. In this case, the
field is quiescent untilt560.46 mswhen the acoustic pres-
sure pulse arrives. At this time the amplitude of the dimen-
sionless acoustic pressure rises instantly from zero to
0.00269, then decays exponentially. Since the acoustic pres-
sure pulse is generated by an impulsively accelerating cylin-
der, the fluid is excited by a momentum, which produces a
compression wave followed by a rarefraction wave in the
medium.

Once again, there appear to be some oscillations~Gibbs
phenomenon! in the numerical results prior to the arrival of
the acoustic pressure pulse. However, the peak occurs at ex-
actly the same time as the true value with a dimensionless
acoustic pressure amplitude of 0.00289~about 7.4% higher
than the exact value!. As in all numerical computations, the
Gibbs phenomenon can be suppressed by further increasing
the sampling rate inside the selected frquency range.

IV. CONCLUDING REMARKS

An explicit integral formulation is derived for predicting
transient acoustic pressure signals. The radiated acoustic
pressure is shown to be expressible as a sum of integrations
of simple and doublet source distributions and their cou-
plings induced by the normal and tangential components of
the particle velocity, which can be measured by a nonintru-
sive laser velocimeter. For arbitrary time-dependent excita-

FIG. 1. Comparison of the dimensionless transient acoustic pressure signals
from an explosively expanding cylinder atr /a520.

FIG. 2. Comparison of the dimensionless transient acoustic pressure signals
from an impulsively accelerating cylinder atr /a520.
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tions, the radiated acoustic pressure can be written as a sum
of Duhamel integrals. The transient acoustic pressure at any
field point and time can be expressed as convolution inte-
grals of the impulse response functions to the time history of
the particle velocity distribution over the control surface.
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Caustic diffraction fields in a downward refracting atmosphere
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A fast and accurate ray model is developed for sound propagation in a downward refracting
atmosphere. The model employs a new approach to the classification and computation of ray paths
and caustic curves. The approach is valid for a large set of smooth sound-speed profiles, including
realistic, nonlinear profiles such as the logarithmic profile. An ordered series of rays and caustics is
found in this case, including caustics with a cusp. The sound-pressure field is computed by
combining geometrical acoustics and the theory of caustics. The field on the illuminated side of a
caustic is computed by modifying the geometrical-acoustics solution. The field on the shadow side
of a caustic, i.e., the caustic diffraction field, is computed by extrapolation of various quantities into
the shadow region. Different approaches to this extrapolation are considered. It is found that
horizontal extrapolation gives the best results. The accuracy of the ray model is demonstrated by
comparison with numerical solutions of the one-way wave equation. If caustic diffraction fields are
ignored, discontinuities of more than 10 dB occur in the sound-pressure field. ©1998 Acoustical
Society of America.@S0001-4966~98!01012-1#

PACS numbers: 43.28.Fp, 43.20.Dk, 43.50.Vt@LCS#

INTRODUCTION

The ray model for sound propagation in a refracting me-
dium has been widely used, in particular in ocean acoustics.
The principles of ray acoustics, or geometrical acoustics,
have been described by Keller.1 Geometrical acoustics fails
at caustic surfaces. At a caustic surface, focusing of sound
rays occurs and infinite amplitudes are predicted by geo-
metrical acoustics. Various theories have been developed for
the field in the vicinity of a caustic.2–11These theories can be
combined with the ray model. This yields finite amplitudes at
caustics and diffraction fields in caustic shadow regions.

The ray model has also been applied to sound propaga-
tion in the atmosphere. Recent work12–17has been concerned
primarily with the effects of wind and turbulence in the at-
mosphere. It is of great interest to develop a practical ray
model that can be used for outdoor noise control. A practical
ray model should be sufficiently fast and accurate, and
should be applicable to systems with realistic atmospheres
~with nonlinear sound-speed profiles! and realistic ground
surfaces~with complex ground impedances!. It is the objec-
tive of this work to develop such a model. The model is
restricted to downward refracting atmospheres. In noise con-
trol, one commonly measures noise by long-term-average
sound levels, which are dominated by the high levels that are
produced by downward refraction. Wind and temperature
gradients in the atmosphere are represented by a smooth ver-
tical profile of the effective sound speed.11 It should be em-
phasized that profiles of the effective sound speed usually are
highly nonlinear, with large gradients near the ground
surface.18 The ray model presented in this work can be used
for various smooth, nonlinear profiles, such as logarithmic or
power profiles. Although efficient ray-tracing algorithms
exist,19,20 ray-tracing computations usually require consider-
able computing times. The approach presented here, how-
ever, makes use of the ordering of rays for smooth profiles,
and this results in relatively small computing times.

The ray representation of the sound field of a monopole
source in a refracting medium is a high-frequency
asymptotic limit. For a system with a reflecting~i.e., rigid!
ground surface, the ray representation can be derived from
wave theory, by starting from a plane-wave expansion of the
field of a monopole source and using the WKB approxima-
tion and the stationary phase method.5,21 For a system with a
finite-impedance ground surface, the ray representation can
be used in combination with the spherical wave reflection
coefficient as an approximation of the effect of multiple
ground reflections.15 The justification of this approximation
has been studied extensively.22–24The effect of absorption of
sound by a finite-impedance ground surface on the accuracy
of the ray model has also been studied.25

On the other hand, the effects of caustics have been
ignored in many ray model studies of atmospheric sound
propagation. This is unacceptable for a practical model. An
accurate, continuous sound-pressure field is obtained only if
the effects of caustics are taken into account, including dif-
fraction fields in caustic shadow regions. If the caustic dif-
fraction fields are ignored, discontinuities of more than 10
dB may occur in the sound-pressure field~see Fig. 9 in Ref.
15, or Fig. 11 in this work!. Examples of caustic structures
can be found in Refs. 5–9 and 26–31. For the smooth sound-
speed profiles studied here, an infinite series of caustic
curves is found, including caustics with a cusp. The series of
caustic curves for the special case of a linear profile is shown
in Fig. 43.8 of Ref. 5.

The work of Ludwig3 and Kravtsov4 gives a complete
description of the field in the vicinity of caustics, including
cusped caustics. Approximate expressions for smooth caus-
tics have been obtained by Buchal and Keller,2 Pierce,11

Brekhovskikh,5 and Sachs and Silbiger.6 Weinberg7,8 and
Brown9,10 followed different approaches to the computation
of the field in the vicinity of caustics. Both Weinberg and
Brown claimed that their approaches are more efficient than
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the Ludwig–Kravtsov approach, for complex caustics. In this
paper, however, we will use the Ludwig–Kravtsov approach,
which is found to work well for the caustics studied here.

An important point of this paper is the problem of ex-
trapolation into the shadow region of a caustic. On the illu-
minated side of a caustic, the field is computed directly from
the geometrical-acoustics solution, following the approach
proposed by Kravtsov.4 On the shadow side, however, this
does not work since there are no rays here. The field on the
shadow side can be computed by extrapolation of various
quantities into the shadow region. Only in cases with an
analytical geometrical-acoustics solution, extrapolation into
the shadow region is not necessary. In these cases, complex
rays1 and complex saddle points may be used for the com-
putation of the exponentially decaying field in the shadow
region. In this way, the field near caustics has been computed
analytically29,30 for a well-known analytical case.27 In other
cases, extrapolation into the shadow region appears the best
practical approach.29

I. SETUP OF THE MODEL

A. System

We consider sound propagation from a monopole source
to a distant receiver, in a system with a homogeneous, finite-
impedance ground surface and a downward refracting atmo-
sphere. A layered atmosphere is assumed, with an effective
sound speed that increases monotonically with height~the
effective sound speed includes wind and temperature
effects11!.

The system has axial symmetry around the vertical axis
through the source. We use a rectangularrz coordinate sys-
tem, with r the horizontal range measured from the source
and z the height above the ground. The source position is
(0,z1), the receiver position is (r ,z2). The vertical profile of
the effective sound speed is denoted asc(z). The approach
developed in the following is valid for a large set of smooth
sound-speed profilesc(z). This set is defined indirectly by
the fact that all profiles have the same caustic structure. Ex-
amples of this caustic structure are shown in Fig. 5. From
various other examples we concluded that a necessary con-
dition for the smooth profiles is that there is no change of
sign of the second derivativec9(z).

B. Sound-pressure field

We use the symbolp for the normalized sound pressure,
i.e., the sound pressure divided by the amplitude of the free-
field sound pressure. We write

p5pr1pd ~1!

with pr the geometrical-acoustics contribution andpd the
contribution of diffraction fields of caustics. By definition,
the diffraction field of a caustic is nonzero only in the
shadow region of the caustic. At the caustic, the diffraction
field changes discontinuously between a finite value on the
shadow side to zero on the illuminated side. The total fieldp
is continuous, as the geometrical-acoustics field has an op-
posite discontinuity at the caustic, due to the appearance of
two new rays in the illuminated region. In the standard

geometrical-acoustics approximation, the two rays have infi-
nite amplitudes at the caustic. From the theory of caustics the
correct finite amplitudes and correct phases are obtained. In
Secs. III and IV of this paper, the caustic corrections in the
illuminated region and the diffraction fields in the shadow
regions are described. In Sec. II, the geometrical-acoustics
contribution without corrections is described, as well as
caustic parameters that are used in Sec. IV. It should be
noted that in the acoustic literature usually all deviations
from standard geometrical acoustics are referred to as dif-
fraction phenomena.11,19 This would imply thatpr andpd in
Eq. ~1! have oppositeinfinite discontinuities at a caustic,
with nonzeropd on the illuminated side. In this work, how-
ever, it is more convenient to include the deviations in the
illuminated region in the geometrical-acoustics contribution,
so that pr and pd have oppositefinite discontinuities at a
caustic, andpd50 andpr is finite on the illuminated side.

II. GEOMETRICAL-ACOUSTICS CONTRIBUTION TO
THE FIELD

The termpr in Eq. ~1! is written as

pr5(
m

Ameifm, ~2a!

where the sum is over all raysm,

Am5 f mRm
Nm ~2b!

is the amplitude of raym, where f m is the focusing factor
( f m51 in free field!, Rm the ground reflection coefficient,
andNm the number of ground reflections, and

fm5vtm ~2c!

is the phase of raym, with v the angular frequency andtm

the travel time along the ray. A rigorous derivation of Eq.~2!
for a system with a reflecting ground has been given by
Brekhovskikh,5 who developed ray theory as a high-
frequency limit of wave theory, for a monopole source in a
surface waveguide~i.e., a downward refracting atmosphere!.
For a system with a finite-impedance ground, Eq.~2! was
proposed by L’Espe´ranceet al.15 These authors also describe
a method to include the effect of atmospheric turbulence
~turbulence causes a reduction of the coherence between
sound rays!. For simplicity, turbulence is ignored here.

In the following sections, first the computation of ray
paths and caustic curves is described. Next the computation
is described of the various quantities in Eq.~2!.

A. Computation of ray paths

For a fixed source position and sound-speed profile, a
ray is completely determined by the maximum heighth of
the ray, i.e., the height of the turning point5 @see Fig. 1~a!#.
The horizontal distance covered by a ray can be written as
follows:

r n j~h!52~n1m0 j !d0~h!1m1 jd1~h!1m2 jd2~h! ~3!

with indexn50,1,..., the number of turning points along the
ray, index j 51,2,3,4 distinguishing four rays with equaln
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@see Fig. 1~b!#, the coefficientsmk j given in Table I, and the
function dk(h) defined as~index k50,1,2!:

dk~h!5E
zk

h dz

tan g~z!
, ~4!

whereg(z) is the elevation angle of the ray at heightz, so
that tang(z)5dz/dx. In Eq. ~3! we use two indicesn and j to
identify a ray, whereas in Eq.~2! we used for brevity only
one indexm. Ray tracing is now reduced to solving the
heighth from the following equation:

r n j~h!5r , ~5!

wherer is the fixed horizontal distance between the source
and the receiver. Figure 2 shows a typical example of the
functionsr n j(h), for a source height of 1.8 m and a range of
receiver heights. From the figure we see that, for eachn
.0, the number of solutions of Eq.~5! is zero or one forj
51, and zero, one, or two forj 52,3,4. Forn50, the number
of solutions is zero or one for allj. The solutions are denoted
as hn j . To distinguish the two solutions forj 52,3,4, we
extend the range ofj to j 51,...,8. For a possible second
solution we usej 14 instead ofj: j 56 for j 52, j 57 for j
53, andj 58 for j 54. We choosehn j.hn( j 14) . The points
with drn j /dh50 are called caustic points. Figure 3 shows an
example of all rays to a receiver, for a linear sound-speed
profile.

The computational approach is as follows. Forn
51,2,..., we successively determine all solutions forj

51,...,8. At a certain value ofn, no solutions are found for all
j, and all rays have been found. For computational efficiency,
we prepare in advance a matrix of values of the function
dk(h) for a set of maximum heightsh ~e.g, h
50,0.1,0.2,...,100 m! and a set of heightszk ~e.g., zk

50,0.1,0.2,...,9.9,10,11,12,...,100 m!. This matrix is denoted
as dk* (h) and is used here for ray tracing but will also be
used in the next section for the computation of the caustic
curves. With the matrixdk* (h), a first estimate of the solu-
tion of Eq. ~5! is obtained. Next, an accurate solution is

FIG. 1. A ray with maximum heighth and horizontal range segmentsd0 ,
d1 , andd2 ~a!, and the four rays with indexn52 ~b!.

TABLE I. The coefficientsmk j .

j 51 j 52 j 53 j 54

m0 j 21 0 0 1
m1 j 1 21 1 21
m2 j 1 1 21 21

FIG. 2. The functionsr n j(h) for n51 and 2 andj 51,2,3,4, a linear sound-
speed profile with a gradient of 0.1 s21, a source height of 1.8 m, and a
range of receiver heights~0.3, 0.8, 1.3,..., 5.8 m!. The receiver heights 0.3,
0.8, and 1.3 m are labeled in the enlarged section in the graph forn51, j
52.

FIG. 3. Example of rays to a receiver at 650 m from the source, for a linear
sound-speed profile with a gradient of 0.1 s21. The dashed line represents a
solution with j 57, the full lines represent solutions withj <4.
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obtained by iteratively approaching the zero of the function
r n j(h)2r .

The casen50 is treated separately. This case corre-
sponds with two rays without turning points: the direct ray
and the ray with a ground reflection. For the direct ray we
have j 52 if z1.z2 , and j 53 if z1,z2 . Beyond a certain
value ofr, the direct ray has a turning point, so the ray with
n50 does not exist, but is replaced by a ray withn51. For
the ray with a ground reflection we havej 54. Again, this
ray exists only up to a limiting value ofr.

Another computational aspect of interest is the numeri-
cal evaluation of the integral in Eq.~4!. From Snell’s law we
have cosg(z)/c(z)51/c(h), so that

dk~h!5E
zk

h c~z!/c~h!

A12c2~z!/c2~h!
dz. ~6!

The divergence of the integrand is eliminated with the sub-
stitution y(z)5@12c2(z)/c2(h)#1/2, or equivalently y(z)
5sin g(z):

dk~h!5c~h!E
0

y~zk! 1

c8~z!
dy, ~7!

where the derivativec8(z) is considered as a function ofy.
The integrand is bounded, as we assume that the sound speed
increases monotonically with height, so thatc8(z).0. For
the evaluation of the integral we use the trapezoidal rule,
with an integration step of typicallydy50.0001.

B. Caustic curves

In the preceding section, caustic points were identified
as points wheredrn j /dh50. In three dimensions, the com-
plete set of caustic points forms a set of surfaces, which are
called caustic surfaces. The intersection of the caustic sur-
faces and the propagation plane~i.e., the vertical plane
through the source and the receiver! is a set of curves, which
are called caustic curves. The caustic curves play an impor-
tant role in the ray model.

The caustic curve for indicesn and j is computed as
follows. The caustic curve is represented by a discrete set of
caustic points~r,z!. For each heightz, the caustic ranger is
determined by solving the equationdrn j /dh50 ~see Fig. 2!.
A first estimate is obtained from the limited setr n j(h) com-
puted with the matrixdk* (h) described in the preceding sec-
tion. Next the caustic point is approached iteratively until the
variation is negligible. For each value ofn we obtain caustic
curves forj 52, 3, and 4. Figure 4 shows caustic curves for
n51, 2, and 3, with the branches forj 52, 3, and 4 labeled
for n51. The branches forj 52 and j 53 and the branches
for j 52 and j 54 touch each other at their end points. The
two points of contact are cusps of the complete caustic curve
for a value ofn. The cusp at the point of contact between the
branches forj 52 and j 53 is always at the source height.
The cusp at the point of contact between the branches forj
52 and j 54 is always at height zero. The latter cusp is not
a real cusp, but is a consequence of the ground reflection.
The cusp disappears if thej 54 branch is replaced by its
image below the ground surface.

Also plotted in Fig. 4 are three sound rays, with different
elevation angles at the source. One ray touches the caustic
branches withj 53, one ray touches the branches withj
52, and one ray touches the branches withj 54. The
branches withj 53 and j 54 are touched by rays from be-
low, the branch withj 52 is touched by rays from above.
This means that there are shadow regions above the branches
with j 53 and j 54 and below the branch withj 52.

In the way described above, the caustic curves are rep-
resented by a set of points. The~r,z! coordinates of these
points will be used in Sec. IV for the computation of caustic
diffraction fields in the shadow regions. Figure 5 shows
caustic curves for a linear profile and for a logarithmic pro-
file, for source heights 1 and 3 m.

C. Indices of caustic rays

A ray touches each caustic curve (n51,2,...) at one
point. These points will be referred to as the caustic contact
points. Letg1 denote the elevation angle of the ray at the
source. Ifg150, the caustic contact point is exactly at the
caustic cusp, for alln. With increasingg1.0, the caustic
contact point moves along the branchj 53. With decreasing
g1,0, the caustic contact point moves along the branches
j 52 and j 54.

We consider a receiver with variable range and constant
height. With increasing range, the receiver crosses caustic
branches from the shadow side to the illuminated side. If
z2.z1 , branchesj 53 and j 54 are crossed alternately. If
z2,z1 , branchesj 52 and j 54 are crossed alternately.
Each time a branch is crossed, two new rays appear. These
rays will be referred to as the ‘‘caustic rays’’ of the caustic
branch. Table II gives the indices~n,j! of the caustic rays of
the branchesj 52,3,4. The indices of caustic rays will be
used in Sec. IV for the computation of caustic diffraction
fields in the shadow regions.

Figure 6 shows an example of the caustic rays ofj 53
branches. The caustic rays of the first branch nearr
5350 m have indices (n, j )5(1,3) and~1,7! at the point of
intersection near the branch. At the second branch nearr

FIG. 4. Caustic branches~thick curves! and rays~thin curves! for a system
with a source height of 1.8 m and a linear sound-speed profile with gradient
0.1 s21.
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5700 m the indices are~2,3! and ~3,1!. This illustrates the
fact that, with increasing distance from the caustic, the ray
(n,7) develops a turning point in front of the receiver so that
its indices change to (n11,1).

For the j 52 branch, the indices of the second caustic
ray change from (n,6) to (n11,1) with increasing range~see
Table II!. This change corresponds with the caustic contact
point moving from thej 52 branch through the cusp to the
j 53 branch.

For the j 54 branch, the indices of the second caustic
ray are different forz2.z1 andz2,z1 . For z2.z1 , the in-
dices change from (n,8) to (n11,2) with increasing range,
corresponding with the development of a turning point in
front of the receiver. Forz2,z1 , the indices change from
(n,8) to (n11,3) with increasing range, corresponding with
the caustic contact point moving from thej 52 branch
through the cusp to thej 53 branch.

In the theory of caustics with a cusp, triples of caustic
rays are considered instead of pairs. The illuminated region
of a cusped caustic is the region between the two branches
emanating from the cusp~the j 52 branch and thej 53

branch in Fig. 6!. In this region, three rays that touch the
caustic pass through each point. These three rays will be
referred to as the caustic rays of the cusped caustic. In the
shadow region of the cusped caustic, only one of the three
caustic rays is present. Table III gives the indices~n,j! of the
three caustic rays of the cusped caustic.

We now have a complete description of the ordered set
of rays. The number of rays increases with increasing range.
Figure 7 shows the set of rays as a function of range for
receiver heights 1 and 3 m for a system with source height
1.8 m and a linear profile. Single rays with indexj 51, 2, 3,
or 4 are represented by open circles. Ray pairsj 5(2,6),
~3,7!, or ~4,8! are represented by filled circles.

The graph in Fig. 7 for receiver height 3 m illustrates the
casez2.z1 . In this case, new rays appear each time a caus-
tic branch j 53 or j 54 is crossed. Up to ranger 5350 m,
there are only two rays. At ranger 5360 m, the first caustic
branchj 53 has been crossed~cf. Fig. 6! and two new rays
have appeared, with indices (n, j )5(1,3) and~1,7!. At range
r 5380 m, the indices of the latter ray have changed to~2,1!.
At range r 5460 m, the first caustic branchj 54 has been
crossed and again two new rays have appeared, with indices
(n, j )5(1,4) and~1,8!. At ranger 5490 m, the indices of the
latter ray have changed to~2,2!. Starting at ranger
5650 m, this process is repeated forn52.

The graph in Fig. 7 for receiver height 1 m illustrates the
casez2,z1 . In this case, only caustic branchesj 52 and j
54 are crossed. New rays appear in a different order than in
the casez2.z1 .

D. Ground reflections

In a downward refracting atmosphere, sound rays with
multiple ground reflections occur. The number of ground re-
flections of a ray with indicesn and j is given by

FIG. 6. Same as Fig. 4 with two caustic rays crossing each other at receiver
positions~dots! in the illuminated regions of thej 53 caustic branches.

TABLE III. Indices of the three caustic rays of the cusped caustic.

~n,j! of ray 1 ~n,j! of ray 2 ~n,j! of ray 3

(n,3) (n,2) (n,7) or (n11,1) if z2.z1

(n,6) or (n11,1) if z2,z1

FIG. 5. Caustic curves for a logarithmic sound-speed profilec(z)5c0

1b ln(z/z011), with c05340 m/s, b51 m/s, andz050.1 m, for source
height 3 m~a! and 1 m~b!, and for a linear sound-speed profilec(z)5c0

1c1z, with c150.1 s21, for source height 3 m~c! and 1 m~d!.

TABLE II. Indices of the two caustic rays of the branchesj 52,3,4.

Caustic branch ~n,j! of ray 1 ~n,j! of ray 2

j 52 (n,2) (n,6) or (n11,1)
j 53 (n,3) (n,7) or (n11,1)
j 54 (n,4) (n,8) or (n11,2) if z2.z1

(n,8) or (n11,3) if z2,z1
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Nn j5n1m0 j . ~8!

For the ground reflection coefficientRn j in a refracting at-
mosphere, an exact expression is not available. As an ap-
proximation, we use the spherical wave reflection
coefficient,32,33 which represents an analytical solution for a
nonrefracting atmosphere. The spherical wave reflection co-
efficient is a function of the ground impedance, the reflection
angle, and also the distance@r 21(z11z2)2#1/2, the length of
the reflected ray in a nonrefracting atmosphere. The use of
the spherical wave reflection coefficient in Eq.~2b! was also
proposed by L’Espe´ranceet al.15 Li 22–24has studied the the-
oretical justification of this approach. In Section V we will
present numerical examples for a reflecting~i.e., rigid!
ground surface and for an absorbing ground surface. For the
absorbing ground surface, we use a model developed by
Attenborough34 for the ground impedance as a function of
frequency.

E. Phase angles of the rays

From Eq.~2c! we see that the phase of a ray is deter-
mined by the travel timetn j along the ray~we use indicesn
and j instead of the indexm!. The travel time is given by

tn j~h!52~n1m0 j !t0~h!1m1 jt1~h!1m2 jt2~h!, ~9!

wheretk is the travel time along the ray segment between
heightzk and the turning point~see Fig. 1;k50,1,2!:

tk~h!5E
zk

h dz

c sin g
. ~10!

With the substitution ofy for z @see Eqs.~6! and ~7!# we
obtain:

tk~h!5E
0

y~zk! 1

c8~z!~12y2!
dy. ~11!

In Sec. III we will see that the phase along a ray changes
discontinuously by2p/2 each time a caustic is touched.
Therefore the number of touched caustics between the source

and the receiver will be required. We denote this number by
Kn j . It is given by:

Kn j5n21 for j 51,2,3,4,
~12!

Kn j5n for j 56,7,8.

F. Focusing factors

The focusing factorf m in Eq. ~2b! is computed from the
spatial divergence of two rays, relative to the divergence in
free field. For each raym to the receiver at position (r ,z2), a
second ray is traced to a receiver at position (r 1rr,z2),
with r!1 ~we use typicallyr50.000 01!. The elevation
angle at the source is denoted asg1 for the original ray and
as g18 for the second ray. The focusing factorf m follows
from the differencedg15g12g18 :

f m5S udg1u
r sin g1

D 1/2

. ~13!

This is the ~standard! geometrical-acoustics approximation
of the focusing factor.5 Geometrical acoustics fails near caus-
tic points. At caustic points, the geometrical-acoustics ap-
proximation of the focusing factor diverges. From the theory
of caustics, an improved approximation of the field near
caustic points is obtained, as will be described in Secs. III
and IV. From this solution one can deduce that the focusing
factor remains approximately constant within a limited range
near a caustic point.14

III. REVIEW OF THE THEORY OF CAUSTICS

A. The theory of Ludwig

Ludwig3 presents asymptotic expansions ink21 of the
solution of the reduced wave equation:

Dp1k2p50, ~14!

wherek is the wave number. In general, the solution can be
written as a superposition of plane waves:5

p~x!5E eikf~x,b!z~x,b!db, ~15!

wherekf is a phase function,z an amplitude function,b is a
parameter, andx denotes position. At most pointsx, the
method of stationary phase can be applied to obtain the
asymptotic expansion of the solution as a sum of terms of the
form:

pm~x!5eikfmzm ~16!

with fm(x)5f„x,bm(x)… wherebm is a point of stationary
phase:]f„x,bm(x)…/]b[fb„x,bm(x)…50, and

zm~x!5e6 ip/4A2p

k

z„x,bm~x!…

Aufbb~x,bm!u
, ~17!

where the sign of the exponent is equal to the sign of
fbb(x,bm). This expansion breaks down near points where
fbb(x,bm)50, that is, points where two stationary points
coincide. These points are the caustic points introduced in
Sec. II. To obtain an expansion that is valid near caustics,

FIG. 7. Sets of rays for receiver heights 1 and 3 m as afunction of range, for
source height 1.8 m and a linear profile with gradient 0.1 s21. Single rays
with index j 51, 2, 3, or 4 are represented by open circles. Ray pairsj
5(2,6), ~3,7!, or ~4,8! are represented by filled circles.
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Ludwig follows Chesteret al.35 by introducing the functions
j(x,b), u(x), andr(x) such that:

f~x,b!5u1rj2 1
3j

3. ~18!

This expression is substituted in Eq.~15!, and the integration
variable is changed fromb to j. From the resulting expres-
sion only the terms most significant for largek are retained:

p~x!5eikuHg0E eik~rj2j3/3! dj

1g1E jeik~rj2j3/3! djJ
52peiku~x!$g0~x!k21/3 Ai „2k2/3r~x!…

1g1~x!ik22/3 Ai 8„2k2/3r~x!…% ~19!

with Ai( t) the Airy function of t, and Ai8(t) its derivative.
The Airy function is defined as

Ai ~ t !5
1

2p E
2`

`

ei ~ tt1t3/3! dt. ~20!

Note that the integration limits must be deformed near infin-
ity into the complex plane in order to obtain a convergent
integral.36–38

Ludwig substitutes the solution~19! back into the re-
duced wave equation~14!, and deduces differential equations
which are equivalent to the eikonal equation and the trans-
port equation. From these equations, the functionsu(x),
r(x), g0(x), andg1(x) can be constructed. It turns out that,
to first order,u measures arclength along the caustic curve
andr5(2/a)1/3y with a the local radius of curvature of the
caustic curve andy the normal distance to the caustic curve
~this agrees with the solutions of Buchal and Keller2 and
Pierce11!.

The caustic curve is identified as the locus where we
have simultaneouslyfj50 andfjj50. From Eq.~18! we
obtain, after elimination ofj, that the caustic is the locus
wherer50. In the illuminated region we haver.0, in the
shadow region we haver,0. In the illuminated region, Eq.
~19! reduces to the geometrical-acoustics approximation if
the method of stationary phase is applied. The field in the
shadow region can formally be described in terms of com-
plex rays, i.e., rays with a complex phase. These complex
rays represent a field that decreases exponentially with in-
creasing distance to the caustic.

The foregoing is valid only for smooth caustics. To de-
scribe the field near caustics with a cusp, Ludwig introduces
a generalized solution of the wave equation:

p~x!5 (
a50

`

~ ik !2aE eikf~x,j!ga~x,j!dj ~21!

with

f~x,j!5u2 (
l 51

M21

r l

~2j! l

l
1

~2j!M11

M11
~22!

and

ga~x,j!5 (
l 50

M21

gl
a~x!j l , ~23!

where u, r l ( l 51,2,...,M21), andgl
a ( l 50,1,...,M21; a

50,1,...! are functions ofx. The solution~21! can be ex-
pressed in terms of a generalized Airy function:

V~ t,r !5
1

2p E
2`

`

expH i F t2 (
l 51

M21

r l

~2h! l

l

1
~2h!M11

M11 G J dh ~24!

and its derivative. We have Ai(r )5V(0,2r ) for M52.
By substituting the generalized solution~21! in the wave

equation, Ludwig derives a sequence of conditions for~21!
to be an asymptotic solution of the wave equation. Only the
first two conditions are used, corresponding with the first two
orders ink21. The corresponding solution has only the term
with a50 in Eq. ~21!.

The caseM52 corresponds with a smooth caustic. This
case was treated in the foregoing. The conditions derived
from substitution of Eq.~21! in the wave equation are the
differential equations mentioned before, from which the
functions u, r, g0 , and g1 can be constructed (r[r1 , gl

[gl
0!.
The caseM53 corresponds with a caustic with a cusp.

At the caustic we have simultaneouslyfj50 andfjj50.
From Eq. ~22! we obtain, after elimination ofj, that the
caustic in r12r2 space is given by the equation (r1/2)2

5(r2/3)3, which has a cusp at the origin.3 In x space, the
caustic has a similar cusped shape, sincer1 andr2 are regu-
lar functions ofx. Between the two caustic branches emanat-
ing from the cusp, three rays pass through each point~apart
from rays that are not related to the caustic!. On the other
sides of the branches, only a single ray passes through each
point. The cusp has only local effects. Away from the cusp,
the analysis for a smooth caustic can be applied.

B. The theory of Kravtsov

Kravtsov4 develops an alternate method for the con-
struction of the functionsu, r l , and gl . This construction
appears more practical than the construction from differential
equations as proposed by Ludwig.

Kravtsov includes a factor (ik/2p)1/2 in the generalized
solution ~21! of Ludwig, with a50:

p~x!5A ik

2p E eikf~x,j!g0~x,j!dj. ~25!

In the following, the superscript 0 ofg0 is omitted. A pointx
far from the caustic, on the illuminated side, is considered.
At this point, the solution~25! is computed by the stationary
phase method. The stationary pointsjm(x) (m51,2,...,M )
are the roots of theM th degree algebraic equation:

]f~x,jm!

]j
50, m51,2,...,M ~26!

and Eq.~25! becomes:
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p~x!5 (
m51

M

pm~x!,

~27!

pm~x!5„fjj~x,jm~x!!…21/2i (
l 50

M21

gl~x!jm
l eikf~x,jm!.

Comparing with the geometrical-acoustics field

p~x!5 (
m51

M

Am~x!eikfm~x! ~28!

we obtain

f„x,jm~x!…5fm~x!, ~29!

(
l 50

M21

gl~x!jm
l ~x!52 i „fjj~x,jm!…1/2Am~x!. ~30!

First the rootsjm of Eq. ~26! are computed. Substitution in
Eq. ~29! yieldsM equations for determining theM unknown
functions u(x), r l(x) ( l 51,2,...,M21). Next, Eq. ~30!
yields M linear equations for the determination of theM
amplitude coefficientsgl(x) ( l 50,2,...,M21). Kravtsov
shows that the solution constructed in this way is valid even
for pointsx close to a caustic.

For M52, f(x,j) is given by Eq.~18!. Equation~26!
yields jm56r1/2, with m51,2. We usem51 for the nega-
tive sign andm52 for the positive sign. Substitution in Eq.
~29! givesfm5u6 2

3r
3/2. Therefore

u~x!5 1
2~f11f2!,

~31!2
3r

3/2~x!5 1
2~f22f1!.

Next we obtain from Eq.~30!:

g0~x!5
r1/4

&
~A22 iA1!,

~32!

g1~x!5
r21/4

&
~A21 iA1!.

From the values at pointx of the geometrical-acoustical pa-
rametersf1 , f2 , A1 , andA2 , the values at pointx of the
functionsu, r, g0 , andg1 are computed with Eqs.~31! and
~32!. The field at pointx is then

p~x!5A2pk1/6eip/4eiku@g0 Ai ~2k2/3r!

1 ik21/3g1 Ai 8~2k2/3r!# ~33!

as follows from Eq.~25! for M52 @cf. Eq. ~19!#.
The two stationary pointsm51,2 represent two rays

touching the caustic in the vicinity of the receiver~see Fig.
6!. The ray withm51 has yet to touch the caustic, the ray
with m52 has already touched it. Close to the caustic, the
sound-pressure contributions of the two rays differ only by a
phase shift ofp/2, as can be seen from Eqs.~16! and ~17!.
This is usually interpreted as a phase drop ofp/2 after a
wave has touched a caustic. This implies that near the caustic
A2'exp(2ip/2)A152 iA1 , so thatg1 is small here. There-
fore the term with the derivative of the Airy function in Eq.
~33! is small near the caustic.

Next we consider the approach of Kravtsov for the case
M53, i.e., for a caustic with a cusp. In this case we have
f5u1r1j2r2j2/21j4/4. For given phasesfm (m
51,2,3) we obtain from Eqs.~26! and ~29! six equations:
r12r2jm1jm

3 50 and fm5u1r1jm2r2jm
2 /21jm

4 /4.
These six equations are easily solved iteratively for the six
unknownsu, r1 , r2 , j1 , j2 , andj3 . Finally the amplitude
coefficientsgm are computed from Eq.~30!.

C. Extrapolation into the shadow region

With the approach of Kravtsov, the field on the illumi-
nated side of a caustic can be computed. First the
geometrical-acoustics solution is determined, including the
phasesfm and amplitudesAm of the rays touching the caus-
tic. Next the quantitiesu, r l , andgl are determined, and Eq.
~25! is used for the sound-pressure contribution of the rays
touching the caustic, making use of~generalized! Airy func-
tions @for example, Eq.~33! is used forM52#. This ap-
proach works only for receivers in the illuminated region. To
compute the caustic diffraction field at a receiver in the
shadow region, we have to extrapolate the quantitiesu, r l ,
and gl from the illuminated region into the shadow region.
Since the quantitiesu, r l , andgl are regular functions of the
position x, linear extrapolation should work for receivers
close to the caustic. With increasing distance to the caustic,
linear extrapolation is expected to become inaccurate. This is
not necessarily a problem, since the diffraction field goes to
zero with increasing distance to the caustic. It is sufficient if
the extrapolation method is accurate only in the region where
the diffraction field is significant. It is remarkable that the
problem of extrapolation into the shadow region has not been
addressed in detail in the work of Ludwig and Kravtsov.
Ludwig only mentions the possibility of extrapolation by
power series expansion. In the numerical examples presented
below, however, we find that quadratic extrapolation pro-
duces inaccurate results. It should be emphasized that the
diffraction field in the shadow is very important in the vicin-
ity of the caustic.

D. Comparison with solution of Pierce

The solution of Ludwig and Kravtsov forM52 can be
compared with the solution of Pierce.11 Pierce uses a localxy
coordinate system, with thex axis tangent to the caustic and
the y axis normal to it. From the eikonal equation, Pierce
derives an expression for the phasesfm of the two raysm
51,2. We substitute this expression in Eq.~31! to obtainu
5x2yx/a andr5(2/a)1/3y, wherer[r1 anda is the local
radius of curvature of the caustic curve. For the amplitudeA1

Pierce usesA15P(a/16y)1/4, where the constantP is the
amplitude aty5a/16. If we use the approximate relation
A2'2 iA1 as an identity, we have from Eq.~32! g150, and
we obtain from Eq.~33! the solution of Pierce:

p5Pp1/221/12e2 ip/4~ka!1/6eik~x2yx/a! Ai ~2k2/3r!. ~34!

A similar solution was obtained by Buchal and Keller.2

The approach of Pierce appears simpler than the ap-
proach of Kravtsov, but this is not really the case. The ap-
proach of Pierce also requires extrapolation into the shadow
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region, since the amplitudeP can be computed only from the
geometrical-acoustics solution on the illuminated side. More-
over, some approximations are made in the derivation of
Pierce, which are absent in the approach of Ludwig and
Kravtsov. The solution of Pierce is not more accurate than
the solution of Ludwig and Kravtsov using linear extrapola-
tion ~and probably even less accurate, in view of the approxi-
mations in the derivation of Pierce!.

E. Comparison with solution of Brekhovskikh

The solution of Ludwig and Kravtsov forM52 can also
be compared with the solution of Brekhovskikh5 for the field
in the vicinity of a smooth caustic~see Sec. 45.1 of Ref. 5; a
similar solution was obtained by Sachs and Silbiger,6 based
on the work of Seckler and Keller39,40!. Brekhovskikh starts
from a plane-wave expansionp5* exp(ikf)F dj, with
phasekf and amplitudeF that are functions of the param-
eterj, the ‘‘horizontal’’ wave number. Using a global, rect-
angular~r,z! coordinate system, the phase function for a lay-
ered atmosphere is written askf5 f (z1 ,z2 ,j)1jr , with r
the receiver range, a constant, andf a function of source
height z1 , receiver heightz2 , and j. A range function
r (z1 ,z2 ,j)52] f /]j is introduced, so that the saddle point
j5j0 follows from the equationr (z1 ,z2 ,j0)5r . At a caus-
tic, two saddle points coincide, so thatr 08
[„]r (z1 ,z2 ,j)/]j…j0

50. Therefore the range function in the
vicinity of a caustic is approximated by the expansion
r (z1 ,z2 ,j)5r 01 1

2r 09(j2j0)2, with r 05r (z1 ,z2 ,j0) the
range of the caustic point at the receiver height andr 09
5„]2r (z1 ,z2 ,j)/]j2

…j0
. The corresponding expansion of the

phase iskf5kf01(r 2r 0)(j2j0)2(1/6)r 09(j2j0)3, with
kf05 f (z1 ,z2 ,j0)1j0r . This leads to a field that is propor-
tional to an Airy function, p}(r 09)

21/3F(j0)eikf0 Ai( t),
with t52(r 09/2)21/3(r 2r 0), a parameter that is proportional
to the horizontal distance to the caustic. Brekhovskikh’s so-
lution follows from Ludwig’s solution with the substitution
j→(r 09/2k)1/3(j2j0). Brekhovsikh’s expansion agrees with
Ludwig’s phase functionf5u1rj2 1

3j
3 if we set u5f0

and r5k22/3(r 09/2)21/3(r 2r 0). As a consequence, the Airy
function Ai(2k2/3r) in Ludwig’s solution is identical with
the Airy function Ai(t) in Brekhovskikh’s solution. The term
with the derivative of the Airy function is absent in
Brekhovskikh’s solution. Brekhovskikh’s approach requires
no extrapolation into the shadow region. The quantitiesf0 ,
r 0 , r 09 in the solution follow from the phase functionf and
derivatives evaluated at the caustic valuej5j0 . The re-
ceiver ranger enters only linearly, in the argumentt of the
Airy function and in the phasekf0 . This originates from the
assumed approximate form of the phase function. The solu-
tion is valid only in the vicinity of the caustic, as the phase is
expanded aroundj5j0 .

IV. APPLICATION OF CAUSTIC THEORY IN A RAY
MODEL

A. Application of smooth caustic theory

We first neglect the effect of cusps in the caustics, so
that we have only smooth caustic branches, and we can use

caustic theory forM52. We distinguish two types of rays
contributing to the sum in Eq.~2a!, caustic rays and noncaus-
tic rays~see Sec. II!. There are at most four noncaustic rays,
two with indexn50 and two withn51. Caustic rays are the
new rays that appear when a receiver crosses a caustic
branch from the shadow side to the illuminated side. These
rays appear as pairs. Each caustic branch is touched by a
single ray pair.

Caustics affect the contribution of a caustic ray pair in
two ways:

~1! the phase along a ray shifts by2p/2 each time a caustic
is touched,

~2! the field of the ray pair is modified in the vicinity of a
caustic.

This is explained in the following.
As explained in Sec. III@see the text following Eq.~33!#,

the construction of Kravtsov requires that the phase shifts of
2p/2 be included in the amplitudes. Therefore Eq.~2b! is
replaced by:

Am5 f mRm
Nme2 iK mp/2, ~35!

whereKm is the number of touched caustics. The inclusion
of the phase shifts in the amplitude of a ray is straightfor-
ward if the ray-tracing algorithm described in Sec. II is used.
In this algorithm, rays and caustics are ordered, and for each
ray the number of touched caustics between source and re-
ceiver follows directly from the order indices of the ray~see
Sec. II E!. It is thus not necessary to count the number of
touched rays numerically.

With the phasesfm given by Eq.~2c! and the modified
amplitudesAm given by Eq.~35!, the quantitiesu, r, g0 , and
g1 are determined, and next the modified contributions of the
caustic ray pairs are computed. Each such contribution re-
places two terms in the sum in Eq.~2a!.

Next we consider the computation of the fieldpd in Eq.
~1!. This field is the sum of all caustic diffraction fields. The
computation of a caustic diffraction field requires the ex-
trapolation of the quantitiesu, r, g0 , andg1 into the caustic
shadow region. We assumez2>z1 . For systems withz2

,z1 , we apply the principle of reciprocity. Figure 8 illus-
trates two different extrapolation methods: horizontal ex-
trapolation at the receiver height and vertical extrapolation at
the receiver range. We have tried both linear and quadratic
extrapolation. We obtained the best results~that is, best
agreement with parabolic equation~PE! results; see Sec. V!
with linear horizontal extrapolation. In this case, two posi-
tions are chosen on the illuminated side of the caustic
branch, at distances of typically 10 and 20 m from the caus-
tic, respectively. At both positions the quantitiesu, r, g0 ,
andg1 are determined, and then extrapolated linearly to the
receiver position. Quadratic extrapolation requires three re-
ceiver positions on the illuminated side. In particular for
logarithmic sound-speed profiles we found inaccurate results
with quadratic extrapolation~reminiscent of the well-known
fact in curve-fitting that extrapolation with a polynomial of
order 2 or more can lead to large errors!.

A problem with vertical extrapolation arises for receiv-
ers that are at smaller ranges than the end point of the caustic
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branch~that is, the cusp forj 53 branches and the end point
at the ground forj 54 branches!. In this case, additional
positions on the illuminated side must be used to determine
the horizontal variation of the quantitiesu, r, g0 , andg1 . As
we found more accurate results with horizontal extrapola-
tion, linear horizontal extrapolation was used for the numeri-
cal examples presented below.

Figure 9 shows an example of the horizontal variation of
the quantitiesu, r, g0 , andg1 on the illuminated side of the
first j 53 caustic branch, at height 5 m, for a system with
source height 1 m, a linear sound-speed profilec(z)5c0

1c1z with c05340 m/s andc150.1 s21, and a reflecting
ground surface. The caustic point at height 5 m is atrange
r caustic5503.5 m @see Fig. 5~d!#. At this point, we haver
50. The line in Fig. 9~b! represents the first-order approxi-
mationr5(2/a)1/3y, wherea51/u1/aray11/acausticu is the ef-
fective radius of curvature of the caustic,11 with aray the ra-

dius of curvature of the caustic rays at the caustic point and
acaustic the local radius of curvature of the caustic, andy
'(r 2r caustic)sing the normal distance to the caustic curve,
with g the local elevation angle of the caustic curve. The line
in Fig. 9~a! represents the first-order approximationu5r .
Figure 9~c! and ~d! show the imaginary parts ofg0 andg1 ,
respectively~the real parts vanish identically in this case!.
The horizontal variation ofg0 and g1 is seen to be quite
small.

Finally, a few practical points should be mentioned
about the algorithm that was used for the numerical ex-
amples presented in Sec. V below. First, the horizontal ex-
trapolation range into caustic shadows is limited to 400 m~to
avoid small discontinuities here, the field is linearly tapered
to zero within a range of 50 m!. Second, only the diffraction
fields of the two nearestj 53 branches and the two nearest
j 54 branches are taken into account. These two limitations
are applied in order to keep the model as efficient as pos-
sible, and have an effect on the field only at low frequency.
At high frequency, the caustic diffraction field decays rapidly
with increasing distance to the caustic, and the two limita-
tions have no effect. Third, the ground reflection of the caus-
tic diffraction field of thej 52 branch is neglected. The cor-
responding error is minimized by the choicez2>z1

mentioned before. The fourth point concerns the caustic
cusps. Although the effect of caustic cusps is neglected in
smooth caustic theory, we found that we could improve the
accuracy~that is, the agreement with PE; see Sec. V! in the
region close to a cusp, by the following~empirical! ap-
proach. The diffraction field above the cusp is linearly ta-
pered to zero, within the range interval betweenr cusp2dr
and r cusp1dr , wherer cusp is the range of the cusp and we
usedr 550 m. We apply the same approach to the end point
at the ground of thej 54 branch.

B. Application of cusped caustic theory

Next a brief description is given of the application of
cusped caustic theory, that is, caustic theory withM53 ~it
should be noted that in the numerical examples presented in
Sec. V only the smooth caustic theory is used!. There are
three rays that touch the caustic branches emanating from the
cusp: two rays touching the upper branchj 53 and one ray
touching the lower branchj 52 ~for z2.z1!. Near the cusp,
the caustic theory forM53 can be applied as follows: the
contribution from the three cusp rays in the sum in Eq.~2a!
is replaced by a modified contribution involving a general-
ized Airy function and its derivative~see Sec. III!. Near the
caustic branchj 54 the smooth caustic theory (M52) is
applied to the contribution from the two rays touching this
branch. The three cusp rays and the twoj 54 branch rays
have one ray in common: a ray withj 52. Since this ray can
be used only once, one has to choose between two possibili-
ties. Near the cusp one should apply the cusped caustic
theory, near thej 54 branch one should apply the smooth
caustic theory. In the first case, the contribution from the ray
with j 54 in the sum in Eq.~2a! is not modified~except for
the caustic phase shifts, of course!. In the second case, we
are back at the case described in Sec. IV A. This holds also
for the extrapolation into the shadow region: the common ray

FIG. 8. Schematic representation of horizontal and vertical extrapolation
into the shadow region of a caustic branch.

FIG. 9. Example of the horizontal variation of the quantitiesu, r, g0 , and
g1 , shown in graphs~a!, ~b!, ~c!, and ~d!, respectively, on the illuminated
side of the firstj 53 caustic branch, at height 5 m, for a system with source
height 1 m, a linear sound-speed profilec(z)5c01c1z with c05340 m/s
andc150.1 s21, and a reflecting~i.e., rigid! ground surface. The dots in the
graphs represent the model. The lines in graphs~a! and ~b! represent first-
order approximationsu5r and r5(2/a)1/3y, respectively. Graphs~c! and
~d! show the imaginary parts ofg0 and g1 , respectively, the real parts
vanish identically in this case.
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with j 52 should be taken into account only once, either in
the cusp diffraction field or in thej 54 branch diffraction
field. It should also be noted that when the cusp diffraction
field is used, the contribution from thej 52 ray in Eq.~2a!
should be omitted, since this contribution is included in the
cusp diffraction field. To avoid discontinuities, one can in-
troduce a gradual transition between the two solutions~the
cusp solution and thej 54 branch solution!, using a
weighted average of the two solutions with gradually chang-
ing weights.

V. NUMERICAL EXAMPLES

In this section, the accuracy of the ray model is studied
by comparison with finite-difference solutions of the wave
equation. The effects of caustics are included in the ray
model by using the theory of smooth caustics, as described in
Sec. IV A. For the finite-difference solutions, the parabolic
equation~PE! method was used. Both the Crank–Nicholson
PE ~CNPE! method41 and the Green’s function PE~GFPE!
method42,43 were used. From the agreement between CNPE
results and GFPE results~differences were indistinguishable
on the scale of the figures presented below! it was concluded
that the PE results can be considered as an accurate refer-
ence. Results are presented in terms of the relative sound-
pressure levelL, defined as the sound-pressure level relative
to free field (L520 lg upu).

Figure 10 shows values ofL(r ) at four frequencies, for
a system with source height 1 m, receiver height 5 m, a
linear sound-speed profilec(z)5c01c1z with c05340 m/s

andc150.1 s21, and a finite-impedance ground surface with
a flow resistivity of 300 kPa s m22, representative of grass-
land. Normalized ground impedances were 51.9151.7i ,
16.7116.1i , 10.0718.89i , and 6.3414.23i at f 510, 100,
300, and 1000 Hz, respectively. These values were computed
from the assumed flow resistivity using Attenborough’s four
parameter impedance model34 @we use Eqs.~11! and~12! of
Ref. 34, with a pore shape factor ratio of 0.75, a grain shape
factor of 0.5, and a porosity of 0.3#. The agreement between
the ray model~thin curves! and PE results~thick curves! is
excellent.

Comparisons as shown in Fig. 10 were performed for
various systems, with source heights 1 and 3 m, receiver
height 5 m, absorbing ground~see above! and reflecting~i.e.,
rigid! ground, and a linear profile~see above! and a logarith-
mic profile c(z)5c01b ln(z/z011) with b51 m/s andz0

50.1 m. For all systems with the linear profile, the agree-
ment is similar to the good agreement shown in Fig. 10. For
the systems with the logarithmic profile, the ray model devi-
ates from PE at low frequencies. For absorbing ground, the
deviations occur at 10 and 100 Hz, while good agreement is
obtained at 300 and 1000 Hz. For reflecting ground, devia-
tions occur also at 300 Hz. These results indicate that the ray
model is accurate down to a lower frequency for absorbing
ground than for reflecting ground. This is a consequence of
the relatively strong ground attenuation of the lowest sound
rays, which are most crucial for the accuracy of the ray
model.25

Figure 11 demonstrates the effect of caustic diffraction
fields for a system with source height 3 m, receiver height 5
m, a reflecting ground surface, frequency 1000 Hz, and the
same linear sound-speed profile as for Fig. 10. The dashed
curve represents the ray model with caustic diffraction fields
neglected, the full thin curve represents the ray model with
diffraction fields included, and the thick curve represents PE
results. We see that discontinuities occur of about 10 and 5
dB if the caustic diffraction fields are neglected. The discon-
tinuities occur at the caustics@see Fig. 5~c!#. With the dif-
fraction fields included, the solution of the ray model is con-

FIG. 10. Relative sound-pressure level at four frequencies, for a system with
source height 1 m, receiver height 5 m, a linear sound-speed profilec(z)
5c01c1z with c05340 m/s andc150.1 s21, and an absorbing ground sur-
face~see the text!. Thin curves represent the ray model, thick curves repre-
sent PE results.

FIG. 11. Relative sound-pressure level at frequency 1000 Hz for a system
with source height 3 m, receiver height 5 m, a reflecting ground surface, and
the same linear sound-speed profile as for Fig. 10. Shown are results of the
ray model with caustic diffraction fields neglected~dashed curve! or in-
cluded~full thin curve!, and PE results~thick curve!.
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tinuous and the agreement with the PE results is sufficiently
good for practical applications.

Figure 12 demonstrates the effect of caustic diffraction
fields on the spectrum of the relative sound-pressure level at
ranger 5500 m, for a system with source height 1 m, re-
ceiver height 5 m, and the same absorbing ground surface
and linear sound-speed profile as for Fig. 10. The receiver is
located close to the caustic branchn51, j 53 @see Fig. 5~d!#.

Figure 13 shows values ofL(r ) at five receiver heights

z2 and frequency 1000 Hz, for a system with source height
1.8 m, a reflecting ground surface, and the same linear
sound-speed profile as for Fig. 10. Forz2,z1 the reciprocal
system withz2.z1 was used for the ray model computa-
tions. Forz25z1 the ray model is inaccurate near the caustic
cusps at r 5220 m and r 5440 m ~see Fig. 4!. For z2

52.2 m andz251.4 m, the results of the ray model are ac-
curate. This suggests the following approach for practical
applications of the ray model, forz25z1 : use the average of
the two solutions forz25z11Dz andz25z12Dz, with, e.g.,
Dz50.5 m.

Figures 14 and 15 show third-octave band spectra of the
relative sound-pressure level. Third-octave band spectra al-

FIG. 12. Spectrum of the relative sound-pressure level at ranger 5500 m,
for a system with source height 1 m, receiver height 5 m, and the same
absorbing ground surface and linear sound-speed profile as for Fig. 10. Line
types are as in Fig. 11.

FIG. 13. Relative sound-pressure level at five receiver heightsz2 and fre-
quency 1000 Hz, for a system with source height 1.8 m, a reflecting ground
surface, and the same linear sound-speed profile as for Fig. 10. Curves
represent PE results, dots represent the ray model.

FIG. 14. Third-octave band spectra of the relative sound-pressure level at
four ranges,r 5100, 500, 1000, and 2000 m, for a system with source height
1 m, receiver height 5 m, and the same absorbing ground surface and linear
sound-speed profile as for Fig. 10. Thin curves represent the ray model,
thick curves represent PE results.

FIG. 15. Third-octave band spectra of the relative sound-pressure level at
ranger 51000 m, for a system with source height 3 m, receiver height 5 m,
and
—a linear profilec(z)5c01c1z and an absorbing~a! or reflecting ~b!

ground surface,
—a logarithmic profilec(z)5c01b ln(z/z011) and an

absorbing~c! or reflecting~d! ground surface,
with c05340 m/s,c150.1 s21, b51 m/s, andz050.1 m. Thin curves rep-
resent the ray model, thick curves represent PE results.
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low a better comparison between the ray model and PE re-
sults than narrow-band spectra with rapid oscillations at high
frequency do. Figure 14 shows spectra at four ranges,r
5100, 500, 1000, and 2000 m, for a system with source
height 1 m, receiver height 5 m, and the same absorbing
ground surface and linear sound-speed profile as for Fig. 10.
The agreement between the ray model and PE results is suf-
ficient for practical applications, except for frequencies be-
low 63 Hz. Figure 15 shows spectra at ranger 51000 m, for
a system with source height 3 m, receiver height 5 m, and:

—a linear profilec(z)5c01c1z and an absorbing~a! or
reflecting~b! ground surface,

—a logarithmic profilec(z)5c01b ln(z/z011) and an ab-
sorbing~c! or reflecting~d! ground surface,

with c05340 m/s, c150.1 s21, b51 m/s, andz050.1 m.
For the absorbing ground the same impedance parameters
were used as for Fig. 10. For the logarithmic profile, the ray
model deviates from the PE results for frequencies below
about 300 Hz. Similar deviations were observed in other
comparisons~not shown here! for the logarithmic profile.

VI. CONCLUDING REMARKS

Computing times of the ray model presented here are
small. The computation of a complete spectrum for propaga-
tion over a range of typically 1 km requires typically a few
seconds on current computers. This does not include the
preparation of the matrixdk* (h) ~see Sec. II A!, which re-
quires typically a few minutes. This preparation, however,
has to be done only once for each new sound-speed profile.
The prepared matrix can be used for all source–receiver con-
figurations and ground impedances. As a practical approach
for application of the ray model in outdoor noise control, one
may choose a set of smooth profiles that covers the range of
profiles that occur in practice, and prepare and store the ma-
tricesdk* (h) for these profiles. This approach results in a fast
model for computing noise levels.

The accuracy of the model has been demonstrated by
comparison with numerical solutions of the one-way wave
equation, computed with the PE method. For a linear sound-
speed profile, good agreement was obtained between PE and
the ray model down to frequencies below 100 Hz. For a
realistic logarithmic profile with large gradients near the
ground, however, deviations occur below about 300 Hz.
These deviations must be attributed to a violation of the
high-frequency assumption inherent in the ray model. To
avoid the errors in the ray model at low frequency, there are
two possible practical approaches:

~i! use only profiles with small gradients,
~ii ! use a hybrid PE-ray model, with the PE method for

low frequency and the ray model for high frequency.

Although the second approach appears rather complex for
applications in outdoor noise control, this approach may turn
out to be the best compromise between accuracy, computa-
tional speed, and the ability to model systems with realistic
sound-speed profiles. It should be noted that a relatively high

computational speed can be obtained with the PE method at
low frequency by using the recently developed Green’s func-
tion PE method.42,43
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Sound generated by the pairing of two coaxial vortex rings in the presence of a background
axisymmetric potential flow was studied numerically. Results show that the background flow
substantially affects the sound generation process in the beginning of the vortex ring interaction.
They also suggest that the axial jerk and radial acceleration/deceleration of vortex rings are the
major mechanisms through which pairing sound is produced. The effect of background flow mean
shear rate on sound generation is also discussed and the results suggest that higher sound levels will
be generated when the vortex rings are interacting within the region of high mean shear in a low
speed laminar jet. ©1998 Acoustical Society of America.@S0001-4966~98!06411-X#
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INTRODUCTION

Powell1 suggested that unsteady motion of vorticity is
the major source of sound in an unbound low Mach number
flow. Although Howe2 and Doak3 showed that the acoustic
variable is the total stagnation enthalpy rather than pressure
when vorticity is regarded as the source, the vortex sound
theory of Powell1 remains valid for low Mach number flow
sound generation.

The common vortical structures found within the first
four exit diameters of a circular jet are coaxial vortex rings
and their pairing is found to be responsible for the growth of
the jet mixing layer.4 Möhring5 solved analytically the sound
field generated by two closely packed thin core vortex rings,
while Kambe and Minota6 extended the investigation nu-
merically to cover vortex rings having the initial core sepa-
ration comparable to the ring diameter. Results of the latter
show that a pulse is generated when the trailing vortex ring
shrinks in diameter and slips through the leading ring. The
importance of vortex pairing in the development of jet mix-
ing layer and its sound generating characteristics tend to sup-
port that vortex ring pairing is a source of noise from the
initially laminar low Mach number jets.7

Although it is well known that sound is generated by the
unsteady motion of vorticity at low Mach number, it remains
to be determined at which conditions the loudest noise is
likely to be radiated. Investigation into the mechanism of
pairing noise generation has been carried out by many re-
searchers~for instance, Ref. 8! and there are experimental
results which show that the acceleration and deceleration of
vortical structures within the pairing region of a circular jet
mixing layer are highly related to the far field jet noise.8,9

Leunget al.10 modified the vortex ring pairing model of Ka-
mbe and Minota6 by incorporating the vortex ring formation
theory of Saffman11 and related explicitly the vortex ring

pairing noise with jet noise parameters. There is adequate
evidence to conclude that the pairing of vortical ring struc-
tures in axisymmetric jets plays a vital role in the noise gen-
eration process.

Results of the investigation on the mechanism of thick
core vortex ring pairing noise generation of Tang and Ko12

illustrate the importance of the axial jerk and radial accelera-
tion of vortical structures in the generation of sound. How-
ever, vortex ring motions in real mixing layers are affected
by the background jet mean velocity gradient. This mean
velocity gradient, which is also called mean shear rate, may
introduce additional jerk and acceleration of vortical struc-
tures during the pairing process, making the vortex motions
more unsteady, and thus directly change the radiated noise
level. The closer the vortex ring to the nozzle lip, the stron-
ger the effect of the mean velocity gradient on pairing noise
generation. Therefore, the vortex ring pairing model of
Möhring,5 Kambe and Minota,6 and Leunget al.,10 while
providing a reasonable prediction of jet noise radiation char-
acteristics, may be inadequate in the study of jet noise gen-
eration.

In the present study, the effect of a background flow
field on pairing noise is studied numerically using a model
developed from the results of Leunget al.10 and Saffman.11

The vortical structure motions, which result in different noise
radiation in the presence of the background flow field, are
discussed. The causes of the unsteady structure motions are
also investigated. The model used in the present study is a
simplified one, which may be different from the real shear
layer, making comparison between the present results and
existing experimental data difficult. However, it is intended
here to first investigate the extent the background flow field
has on the vortex sound generation and to provide informa-
tion for future experimental investigations.
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I. THEORETICAL FORMULATION AND
COMPUTATIONAL PROCEDURE

In the present study, the term vortex pairing refers to the
mutual threading motion of two coaxial inviscid vortex rings
as visualized by Yamada and Matsui.13 Noise from vortex
coalescence, where the vortex rings merge into a single vor-
tex ring during their mutual threading process,13 is not stud-
ied. It is assumed in the present investigation that the cores
of the vortex rings remain circular throughout the pairing
process and the vorticity is uniform within the vortex cores.

The velocity,Vv , of a vortex ring having circulationG
and radiussc in the presence of another identical vortex ring
and a background flow field is made up of three components:

Vv5Vself1V ind1V̄~zc ,sc!, ~1!

where Vself and V ind are the self-induced velocity and the
velocity resulting from mutual induction, respectively.z and
s denote, respectively, the axial and radial coordinates in the
near field. The subscriptc denotes a quantity associated with
the vortex core centre. The background flow velocityV̄(z,s)
varies from point to point in the flow field. This extra term,
which has been ignored by researchers~for instance, Refs. 6
and 10! in the study of vortex pairing noise, gives a higher
relative velocity between the vortex rings than those ofV̄
50. Thus it introduces the effect of background mean flow
on vortex ring dynamics and their pairing noise. Denoting
the core radius asr c , the results of Kelvin and Stokes on
velocity induction14 gives

Vself5
G

4psc
F lnS 8sc

r c
D2

1

4G ẑ ~2a!

and

V ind52
G

4p R y2y0

uy2y0u3 3
dy0

ds
ds, ~2b!

respectively, whereẑ denotes an unit vector in the axial di-
rection, anddsan infinitesimal arc length on the second iden-
tical vortex ring.y andy0 are position vectors on the first and
second vortex ring, respectively~Fig. 1!. The integral in Eq.
~2b! is taken over the whole periphery of the second vortex
ring. Using the theory of Saffman,11 Leunget al.10 relatedG,
sc , r c , and the initial vortex ring core separation with jet
velocity W, nozzle diameterD, and the Strouhal number

StD . Details of the formulation have been given in Leung
et al.10 and are not repeated here.

In the present study, unlike the case of Leunget al.,10

the initial axial position,zf , relative to the nozzle exit where
a vortex ring is formed, is important because of the presence
of a background mean flow velocity which varies from point
to point in the flow field. The formation position of the vor-
tex ring thus affects at least the initial separation of the vor-
tex ring cores. Following the results of Saffman,11 it can be
deduced that

zf50.09p21/3StD
22/3D. ~3!

The jet mean velocity profile given in Townsend15 can-
not be used here to model the background mean flow
V̄(z,s), as both the velocity induction laws of Stokes and
Kelvin @Eq. ~2!# and the vortex sound theory require
divergence-free potential flow16–18 while that given by
Townsend,15 although it resembles the velocity profile of a
practical jet, does not fulfill this criterion. The potential flow
adopted in the present investigation is obtained using the
method shown in Morse and Feshbach19 and the mean flow
V̄(z,s) is given by

V̄~z,s!5 ẑE
0

`

We2azJ1~0.5aD !J0~as!da

1ŝE
0

`

We2azJ1~0.5aD !J1~as!da, ~4!

whereJ0 andJ1 are the Bessel function of the first kind of
the zero and first order, respectively. Equation~4! gives the
axial velocity W for z50, s<0.5D and 0 for z50, s
.0.5D. Details of the derivation are given in the Appendix.
Some profiles of the mean flowV̄(z,s) are shown in Fig. 2.
It can be observed that higher radial and axial velocity gra-
dients appear close to the nozzle exit. Also, the initial growth
rate of V̄(z,s) and the mean radial velocity are higher than
those of low speed laminar or turbulent jets.20,21

The initial vortex ring core separation in the present
study, unlike that in Leunget al.,10 is found by solving the

FIG. 1. Schematic diagram of vortex ring system.

FIG. 2. Velocity profiles of present adopted background mean flow. ———:
Mean axial velocity atz/D50.1; —•—: mean axial velocity atz/D50.5;
— —: mean radial velocity atz/D50.1; —••—: mean radial velocity at
z/D50.5.
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motion of the first vortex ring through integration of Eq.~1!
with V ind50 with respect to time, using the classical fourth
order Runge–Kutta procedure. The length of the time inte-
gration,tv , depends on the frequency or Strouhal number of
vortex ring formation:

tv5
D

StDW
. ~5!

The motions of the vortex rings during their interactions are
also obtained by integrating Eq.~1! with respect to time,
using the same numerical method. Since the present model
allows an infinite number of slip-through processes which
are hardly visualized in a real axisymmetric mixing layer,
only the computed results within the first few slip-through
processes will be discussed in detail.

Far field pressure fluctuationsp(x,t), wherex denotes a
far field coordinate andt the far field observer time, are
calculated using the formula of Mo¨hring:5

p~x,t!5
r0

4a0
2uxu3 (

d3

dt3
Gsc

2zcx–S ẑẑ2
1

3D •x. ~6!

The sound field has the characteristics of a quadrupole. The
involved time differentiations are carried out at the retarded
time t, where t5t2uxu/a0 . Sincer0 and a0 are constants
and x and ẑ do not relate to sound generation mechanism,
they are ignored in the foregoing discussions. The time steps
for the differentiation and Runge–Kutta integration are so
chosen such that a further halving of them does not give
noticeable change in the computed results.

Investigations relating the mechanism of vortex pairing
sound generation with the vortex ring motions have been
carried out by the authors recently.9,12 Noting that the im-
pulse, I, of a vortex ring is proportional to the product of
circulation and the square of the vortex ring radius,Gsc

2,
Tang and Ko12 investigated the mechanism of thick core vor-
tex ring pairing sound generation by decomposing the far
field pressure fluctuations into four terms, each of which rep-
resents the sound generation by the coupling of a dynamic
parameter, such as velocity or acceleration, with the time
derivatives ofI:

p}( I
d3zc

dt3
13(

dI

dt

d2zc

dt2
13(

d2I

dt2
dzc

dt

1( zc

d3I

dt3
. ~7!

It should be noted that the right hand side of Eq.~7! is
evaluated at retarded time. Equation~7! is obtained by a
straightforward decomposition of Eq.~6!, and thus is valid
for both a thick core vortex ring and vortex filament pairing
noise. The physical meanings of each of them can be found
in Tang and Ko12 and are not repeated here. The changes of
these four terms during pairing in the presence of a back-
ground potential flow of Eq.~4! are calculated. For simplic-
ity, deformation of the vortex core is ignored. The method
for changing the core sizes during vortex ring interaction
follows that of Yamada and Matsui.13 For easy reference, the
time derivatives on the right hand side of Eq.~7!, namely the
axial jerkd3zc /dt3, the axial accelerationd2zc /dt2, and the

axial velocity dzc /dt are represented, respectively, byJz ,
Az , andVz in the foregoing discussion.

All computations were done using Microsoft
FORTRAN PowerStation 1.0a on a 586 personal computer.
Double precision calculation was adopted.

II. RESULTS AND DISCUSSIONS

In the foregoing discussion, all quantities, unless other-
wise stated, are nondimensionalized. All lengths and time
scales are normalized by the nozzle diameterD and D/W,
respectively.W is the nozzle exit velocity. The present in-
vestigation aims at showing the trend rather than the exact
values, and thusD andW are arbitrarily chosen to be unity
and without unit, for simplicity. In the rest of the paper, the
conditions of V̄Þ0 and V̄50 denote the cases with and
without background mean velocity gradient, respectively.
Also, the foregoing discussion is focused on the first three
slip-through processes and 0.25<StD<4, as StD50.25 and 4
correspond roughly to the jet column mode and shear layer
mode instabilities of a circular jet, respectively.7,20

A. Vortex ring motions

Without background mean velocity gradient, the mo-
tions of the inviscid vortex rings and the resulting far field
pressure fluctuations are periodic.6 In the presence of the
background potential flow, the vortex rings increase in diam-
eter during their interaction, except for a short period just
after their interaction commences. However, the patterns of
their interactions depend significantly on StD . Figure 3~a!
and~b! illustrates the locations of vortex ring core centers for
StD50.25 (Dt50.4) and 4(Dt50.02), respectively. The
vortex ring core center locations forV̄50 are included for
reference. The numbers in these figures describe the se-
quence of the vortex ring core center motions. For all the StD

studied, the initially leading vortex ring has a larger diameter
than the trailing one in the beginning of their interaction,
owing to the radial velocity of the background flow field.
The initial spacing between vortex rings is thus larger than
that for V̄50 for the same StD . It can be observed in Fig.
3~a! that the trailing vortex ring first expands in diameter~at
z/D'0.5!. The decrease in the ring diameter that follows is
probably due to the effect of the leading vortex ring which is
then strong enough to counterbalance that of the background
radial flow velocity. The major effect of the background
mean flow is to increase the diameter of the initially leading
vortex ring so that its diameter is larger than that of the
initially trailing one at the beginning of the interaction. This
is the result of the radial velocity component of the mean
flow. The axial positions of the vortex cores are not affected
by the mean flow as the latter is small atz/D50.5, as shown
in Fig. 2, and is even smaller forz/D.1. After the first
slip-through process, which takes place atz/D'2.4, the pat-
tern of vortex ring interaction resembles that forV̄50, ex-
cept there is a slight increase in the radius of the vortex ring
system centroid due to the background flow field. As shown
in Fig. 3~b!, for high StD , the much shorter vortex ring sepa-
ration results in a more intense slip-through process, while
the relatively weak vortex ring velocity induction cannot
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overcome the strong background radial velocity close to
s/D50.5, so that no obvious shrinkage in the trailing vortex
ring diameter can be observed forz/D,0.2. The backward
axial motions of the vortex rings can also be observed for
V̄50 at this StD @Fig. 3~b!#. However, the vortex ring mo-
tions become less unsteady in the presence of the back-
ground flow field@Eq. ~4!#. This is a result of the increase in
the initial spatial separation between the vortex ring cores.
For other values of StD studied the corresponding patterns lie
between Fig. 3~a! and ~b!, and thus are not presented.

Figure 4 shows the time variation of the spatial separa-
tion of the vortex ring cores at StD51 for both V̄Þ0 and
V̄50. Actually, the higher the StD , the greater the initial rate
of the decrease in this spatial separation. The presence of the
background flow thus facilitates vortex ring coalescence.
However, this spatial separation forV̄Þ0 does not keep on
decreasing. Its time variation pattern resembles that forV̄
50, when the vortex rings are interacting in a region far

enough away from the nozzle where the background mean
flow field becomes negligible when compared with that pro-
duced by the vortex rings.

It can be concluded that the background flow field does
have significant effect on the details of the vortex ring inter-
action. The motion of the initially trailing vortex ring at
small z/D is especially affected by its presence.

B. Pairing sound

It is well known that the far field sound pressure fluc-
tuations resulted from the vortex ring mutual slip-through
process are periodic and their time variation patterns6,9 are
similar for all StD . However, the latter depends on StD in the
presence of the background potential flow as defined by Eq.
~4! and the far field pressure fluctuations are shown in Fig. 5.
In Fig. 5, the solid lines represent the far field sound pressure
fluctuations, while the other curves represent the four sound
generation terms on the right hand side of Eq.~7!. The major
difference in the far field sound pressure fluctuations be-
tween the casesV̄Þ0 andV̄50 ~see Fig. 6! is that there is a
strong negative troughP12 in the beginning of the vortex
ring interaction at different StD . This implies that in the
presence of the background flow field the pressure fluctua-
tions at this instant are also significant.

The variations ofP12 and the first, second, and third
pressure peaks~P11 , P21 , andP31! with StD are illustrated
in Fig. 7. In the presence of the background flow there is a
slight amplification of the sound radiated for StD,0.6, prob-
ably due to the effect of the additional vortex ring accelera-
tions which compensate for the increased vortex ring core
separation in the presence of the background flow field~Fig.
8!. This will be discussed later. For StD.0.6, however, there
is a significant reduction in the sound radiated due to the
initial separation of the vortex ring cores is increased by the
background flow field. The increase in vortex ring separation
and the reduction of sound magnitude for StD.0.6 are simi-
lar to those of an uniform parallel external flow discussed by
Leung et al.10 The amplitudes of all the far field pressure
fluctuations obtained in the present study vary with the
fourth power ofW. This is the expected behavior of a quad-
rupole.

FIG. 3. Vortex ring interaction paths.~a! StD50.25; ~b! StD54. s: Initially
leading vortex ring (V̄Þ0); d: initially trailing vortex ring (V̄Þ0). h:
Initially leading vortex ring (V̄50); j: initially trailing vortex ring (V̄
50). Numbers describe vortex core center motion sequence: italic for ini-
tially trailing vortex ring; regular for initially leading vortex ring.

FIG. 4. Time variations of vortex ring spatial separation. StD51. ———:
V̄Þ0; —•—: V̄50.
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Similar to the analysis of Tang and Ko,12 the far field
pressure fluctuations are decomposed into four terms, as
shown in Eq.~7!. Their relative contributions at StD50.25,
1, and 4 are also shown in Fig. 5~a!–~c!, respectively. The
corresponding sound generation terms at StD50.25 andV̄
50 has been given in Fig. 6. The foregoing discussions will
be focused on the sound generation before the second slip-
through process as the subsequent far field pressure fluctua-
tion pattern resembles those forV̄50, which has been dis-

cussed elsewhere.9,12 In the presence of the background flow,
which is diverging at smallz/D, P12 is mainly due to the
termsSIJz and SVz d2I /dt2, except at high StD when the
magnitudes of the other two terms become comparable to the
latter. The termSIJz , which corresponds to the sound gen-
eration through the vortex ring axial jerking motions,12 be-
comes more important inP12 as StD increases. Similar for
the case ofV̄50, the second termSAz dI/dt is of prime
importance in the sound generation mechanism not at, or
close to, the slip-through instants when the term
SVz d2I /dt2 dominates the sound radiation due to the high
radial accelerations of vortex rings.12 It is also observed from
Fig. 5 that the initial period of the negativeSIJz increases
with StD .

Thus the effect of the present background flow field on
the sound generation is important, mainly in the beginning of
the vortex ring interaction. The far field pressure time fluc-
tuations after the first slip-through process, although of dif-

FIG. 5. Far field pressure fluctuations.~a! StD50.25; ~b! StD51; ~c! StD
54. — ——: Far field pressure fluctuations; — —:SIJz ; —••—:
3SAz dI/dt; —•—: 3SVz d2I /dt2; •••••••: Szc d3I /dt3.

FIG. 6. Far field pressure fluctuations forV̄50. StD50.25. Legends: same
as those in Fig. 5.

FIG. 7. Variations of pressure peaks with StD . s: uP12u; h: P11 ; n:
P21 ; ,: P31 ; — —: V̄50; ——: V̄50 andW0 /W50.4 ~Ref. 10!; —•—:
V̄50 andW0 /W50.5 ~Ref. 10!.
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ferent magnitudes, have time variation patterns similar to
that for theV̄50 ~Fig. 6!, implying similar sound generation
mechanism in the two cases. The following discussions thus
focus mainly on the initial sound generation process in which
the vortex ring axial jerking motion and the second time
derivative of vortex impulse are expected to be the major
sources of sound.

It is noted from Fig. 5~a! that the termSVz d2I /dt2

dominates the initial sound field at StD50.25, but its domi-
nance decreases as StD increases, as shown in Fig. 5~b! and
~c!. As discussed in Tang and Ko,12 this term represents the
generation of sound through the second time derivative of
the vortex ring impulse as a vortex ring moving in constant
velocity does not radiate sound.5 Since the vortex ring circu-
lation is constant,

d2I

dt2
5

d2

dt2
~Gsc

2!52G~Vs
21scAs!, ~8!

but Vs
2 is approximately one order lower thanscAs in the

beginning of the vortex ring interaction at low StD , as shown
in Fig. 9~a! and~b!. The dominance of the termSVz d2I /dt2

in the sound generation process is then due to the radial
accelerations of the vortex rings@Fig. 9~b!#.

In the presence of a background flow field, the accelera-
tion of a vortex ring depends on its velocity as well as the
background flow velocity gradients in both the axial and ra-
dial directions:

d2yc

dt2
5Azẑ1Asŝ5

]

]t
V ind1

]

]t
Vself1

dyc

dt
•¹V̄. ~9!

However, using this decomposition of acceleration, it is dif-
ficult to extract one single term from the above equation to
represent the total effect of the background flow on the vor-
tex ring motions, as bothVself andV ind depend on the loca-
tions of the vortex rings which are obviously functions of the
background flow field. However, it is possible to study the
contributions of each terms on the right hand side of Eq.~9!

in the overall radial acceleration of a vortex ring. The first
term describes the acceleration due to mutual induction, the
second term that due to self-induction, and the final one to
the change in velocity directly due to the local background
velocity field. The second term is not directly relevant to the
vortex ring radial acceleration@Eq. ~2b!#. From Fig. 10 the
exceptionally high initial radial deceleration of the initially
trailing vortex ring att50 mainly results from both the mu-
tual induction and the radial background velocity field. The
effect of mutual induction becomes dominant fort.2, when
the vortex ring is moving in the region where the background
flow velocity is small such that its effect on vortex ring mo-
tion is insignificant. Within this period oft.2, the major
sound generation mechanism is due to the radial acceleration
and is the same as that forV̄50, although some contribu-
tions from the vortex ring axial jerking motions can be ob-
served at the slip-through instants@Figs. 5~a!, 6, and 9~b!#. It
is also noted from Fig. 10 that the pattern of the time varia-
tion of the radial acceleration due to mutual induction re-
sembles that forV̄50 of Tang and Ko,9 but the magnitude of
this acceleration forV̄Þ0 in the beginning of the interaction
is significant because of unequal vortex ring diameters@Fig.
3~a!#.

The initial radial deceleration of the initially trailing vor-
tex ring becomes less dominant as a source of sound as StD

FIG. 8. Variations of initial vortex ring core separation with StD . ———:
V̄50; —•—: V̄Þ0.

FIG. 9. ~a! Time variations of vortex ring radial velocities.~b! Time varia-
tions of vortex ring radial accelerations. StD50.25. ———: Initially trailing
vortex ring; —•—: initially leading vortex ring.
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increases. At high StD , the major sound generation mecha-
nism at the initial stage of the interaction relates to the term
SIJz @Fig. 5~c!#. Using the decomposition method of Eq.~1!,
the contribution of each of the velocity components inSIJz

is summarized in Fig. 11. Again, the axial jerking motion
due to the change in the local background flow velocity
dominates the initial sound generation. This axial jerking
motion is associated with the initially trailing vortex ring as
shown in Fig. 12. The radial deceleration and the axial jerk
Jz of the initially trailing vortex ring remain the major sound
generation mechanisms for the intermediate StD , and thus
they are not discussed further. For all the StD investigated,
the initially leading vortex ring does not contribute much in
the initial sound generation process as it is moving in a re-
gion where the background flow velocity and its gradient are
small.

C. Implication for low speed laminar jet noise
generation

The background flow field@Eq. ~4!# adopted in the
present study, while agreeing with the boundary condition of
an inviscid circular jet, cannot really represent the jet be-
cause of the high initial growth rate and high radial mean
velocity of the present adopted background flow field~Fig.
2!. In a low speed laminar jet, the potential core extends to
about four to five diameters downstream of the jet nozzle
exit.20 Therefore, the duration of the background flow effect
on vortex ring interaction, and thus the sound generation
process, is prolonged. The results at high StD in the present
study are more relevant to a low speed laminar jet, where the
vortex rings are interacting in a region with significant mean
shear rate.22 The prominent peak in the far field pressure
spectrum, close to that of the shear layer instability mode for
a low speed laminar jet,7 is thus believed to be generated by
the axial jerking and radial accelerating/decelerating motions
of the vortex rings.

It is noted from Eq.~9! that the radial acceleration of a

vortex ring in the presence of the background flow is related
to the background flow velocity gradient:

As5ŝ•
d

dt
~V ind1V̄!

5ŝ•
d

dt
V ind1Vz

]Us

]z
1Vs

]Us

]s

5ŝ•
d

dt
V ind1Vz

]Uz

]s
1Vs

]Us

]s
, ~10!

becauseV̄ is irrotational such that]Us /]z5]Uz /]s. In the
initial region of a shear layer, the mean shear rate is high due
to the thin shear layer, while the radial mean velocity and its
radial gradient are very small. Since the initial trailing vortex
ring is propagating in the high speed side of the layer, its
radial velocity depends significantly on the termVz ]Uz /]s.
The closer the vortex ring to the nozzle lip, that is the higher
the Strouhal number, the more important this term becomes.
Since]Uz /]s,0 and the vortex rings are usually moving
downstream, the mean shear rate tends to produce decelera-

FIG. 11. Contributions of different axial jerk components inSIJz . StD
54. ———: TotalSIJz ; —•—: mutual induction component; —••—: di-
rect contribution from background flow field; — —: self-induction compo-
nent.

FIG. 12. Contributions of different velocity components in axial jerk of
initially trailing vortex ring. StD54. ———: Total jerk; —•—: mutual in-
duction component; —••—: direct contribution from background flow field;
— —: self-induction component.

FIG. 10. Contributions of radial acceleration components for initially trail-
ing vortex ring. StD50.25. ———: Total radial acceleration; —•—: mutual
induction component; —••—: direct contribution from background flow
field; — —: V̄50.
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tion. This appears consistent with the relatively high average
deceleration of vortical structures measured by Tang and Ko9

for z/D,0.5. The mean shear rate is expected to play an
important role in the sound radiation before and at the first
slip-through instant of the high StD initial vortex rings in a
laminar shear layer.

Likewise, the axial jerk of a vortex ring in the presence
of a background flow field can be decomposed as follow:

Jz5~Vz
22Vs

2 !
]2Uz

]z2 1Az

]Uz

]z
1S As2

Vs
2

sc
D ]Uz

]s
1 ẑ

•S ]2

]t2 Vself1
]2

]t2 V indD . ~11!

In a real jet, both]2Uz /]z2 and]Uz /]z are small. The ra-
dius of the initial vortex rings is more or less the same due to
the small shear layer thickness so that the radial acceleration
of the trailing vortex ring is small. The corresponding veloc-
ity component is large,12 resulting in large initial negative
axial jerk, as the fourth term on the right hand side of Eq.
~11! is small when the coaxial vortex rings are of equal di-
ameter. The effect of velocity induction due to vorticity has
been shown to be of secondary importance in the total axial
jerk of the vortex ring and inSIJz ~Figs. 11 and 12!. Since
the growth rate of a low speed laminar jet is essentially lower
than that of the background flow field adopted in the present
study, it is expected that the axial jerking motion of the trail-
ing vortex ring due to the mean shear rate is also important
in the sound generation process at the slip-through instant in
a low speed laminar jet. Therefore, the axial jerking motions
and the radial accelerating/decelerating motions of vortex
rings are believed to be the major sound generation mecha-
nisms in a low speed laminar circular jet where a high mean
shear rate exists. Also, the higher the mean shear rate, the
higher is the sound level radiated. The present results there-
fore tend to suggest that the higher sound power of a conic
nozzle than that of a large flanged one23 is due to the higher
mean shear rate in the conic nozzle shear layer.

Finally, it should be noted that the present vortex ring
interaction model does not take into account the rolling-up
process through which the vortex rings are formed. The rea-
son is that in a low speed laminar jet, the shear layer insta-
bility near to the nozzle lip, from which the vortex rings are
formed, is believed to be the source of the ‘‘excess’’ jet noise
whose intensity varies approximately with the sixth power of
the nozzle exit velocity.7,24 The corresponding sound field is
not really a quadrupole, making Eq.~6! inapplicable.

III. CONCLUSIONS

In the present study, the aeroacoustics of vortex ring
pairing in the presence of a background axisymmetric poten-
tial flow was investigated numerically using the velocity in-
duction laws of Stokes and Kelvin. The background flow
was obtained by solving the Laplace equation in cylindrical
coordinates with the boundary condition of an inviscid cir-
cular jet. The dynamics of the vortex rings were also dis-
cussed.

Results suggest that the background flow field adopted
for this paper substantially affects the initial sound genera-
tion process during the pairing of two vortex rings. Radial
decelerating and axial jerking motions of the initially trailing
vortex ring are the major sources of sound in the beginning
of the interaction. The higher the Strouhal number, the more
important the axial jerking motion in the sound generation
process. At the slip-through instant, the radial acceleration of
the trailing vortex ring becomes the major mechanism for
sound generation.

The present results also show that the radial gradient of
the background flow axial velocity, that is the mean shear
rate, affects both the axial jerk and the radial acceleration/
deceleration of the vortex rings. High mean shear rate gives
large radial deceleration and negative axial jerk. Since the
shear rate in a low speed laminar jet is considerably higher
than that of the present background flow, it is expected that
higher sound levels are generated when the vortex rings are
interacting within the region of high mean shear.

APPENDIX: BACKGROUND POTENTIAL FLOW FIELD

Let f be the potential of the incompressible axisymmet-
ric background flow field, thus

¹2f5
]2f

]s2 1
1

s

]f

]s
1

]2f

]z2 50. ~A1!

The simplest boundary condition for an inviscid circular jet
being that forz50,

]f

]zU
z50

5 HW1W0 , for s<0.5D
W0 , for s.0.5D, ~A2!

whereW0 represents the velocity of a uniform flow external
to the jet. SinceW0 has no effect on the vortex ring pairing
noise as far as low Mach number flow is concerned, it is set
to zero. It can be observed from Eq.~A1! that

¹2S ]f

]z D50. ~A3!

The solution of Eq.~A3! with boundary condition~A2! can
be obtained using the method shown in Morse and
Feshbach19 which gives

]f

]z
5WE

0

`

e2azJ1~0.5aD !J0~as!da. ~A4!

It is straightforward to show that the corresponding radial
velocity is

]f

]s
5WE

0

`

e2azJ1~0.5aD !J1~as!da. ~A5!

Equations~A4! and~A5! also satisfy Eq.~A1!. The flow field
defined by Eqs.~A4! and ~A5! is also irrotational.
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The statistics of a forward-propagating wave is considered in a random, anisotropic, stratified
three-dimensional waveguide, where modal analysis offers unique advantages. After extracting the
vertical dependence in the usual way, the equations are formulated which govern the range
evolution of the transverse horizontal spectra of the modal field coefficients~MTWS!. A short-range
perturbation solution is used to derive the difference equations governing the long-range behavior of
the two lowest moments of the field spectra. The conditions under which these difference equations
can be approximated as differential equations are given. These equations are not limited by the
parabolic approximation, and are amenable to numerical treatment by marching techniques. They
are used here to study the effect of scattering on the spectral redistribution of the modal power, and
the related problem of the coherence of plane and cylindrical waves. It is shown that, as a result of
scattering in the transverse horizontal direction, the total beam power is redistributed among the
modes in proportion to the modal eigenvalues, rather than uniformly, as two-dimensional
propagation models suggest. ©1998 Acoustical Society of America.@S0001-4966~98!03508-5#

PACS numbers: 43.30.Bp, 43.30.Hw, 43.30.Dr@JHM#

INTRODUCTION

The stochastic properties of random stratified
waveguides are often characterized by a marked anisotropy,
which is manifested in a strong disparity between the corre-
lation lengths in the planes of stratification and in the direc-
tion perpendicular to them.1 Beyond any other advantages it
might offer, the modal approach2–7 is uniquely suitable for
the treatment of propagation in such anisotropic waveguides,
because it circumvents some of the theoretical complications
which are associated with other formulations of the propaga-
tion problem.8,9 In previous publications10,11 we have shown
how to deal with the effects of volume scattering, as well as
scattering by rough surfaces, using the modal formulation. In
particular, we employed the parabolic version12,13of thespa-
tial field equations to treat the horizontal~i.e., plane-of-
stratification! propagation problem, which remains after the
vertical aspects have been extracted by the modal decompo-
sition. However, as we pointed out, the parabolic approxima-
tion breaks down for the higher modes of propagation~near
the modal cutoff!. Indeed, in the treatment of surface
scattering,13 we had to use a modified version of the para-
bolic formulation, based on a field decomposition into right-
and left-propagating components suggested in Ref. 14, in
order to produce a power-conserving model even for the
lower modes.

On the other hand, in the treatment of propagation in
random unboundedmedia, considerable progress can be
made by studying the range evolution of transverse spectra
of the wave field~TWS!, without recourse to the parabolic

approximation and to the assumption of narrow angular
spread which is intimately associated with it.15 As we have
recently shown,16 one can obtain equations for the spectral
moments that share many of the advantages of the parabolic
formulation, and, in particular, can be ‘‘marched’’ in the
range direction. Although these equations are limited in that
they cannot account for scattering to and from the evanescent
components of the spectrum, they do offer a framework for
improving on the results obtained through the use of the
parabolic approximation.

The present paper combines the modal and the spectral
approaches in the study of volume scattering. After decou-
pling the vertical (y) dependence in the usual way, we for-
mulate the equations that govern the evolution in the range
(z) direction of the transverse wave-number-spectra of the
modal coefficients~MTWS!. Following the procedure origi-
nally proposed by Beran and Ho,17 we then use a local
~range! perturbation solution of the field equation to derive
difference equations for the long-range evolution of the
ensemble-averaged spectral field moments, and approximate
these equations by differential equations. These equations
are applied here to the propagation of plane~or cylindrical!
waves, and to the related problem of the propagation of the
modal power in a beam.

The plan of the paper is as follows: Sec. I contains a
complete formulation of the propagation equation for the
MTWS of the field components which propagate forward
and backward in the range direction. In Sec. II, the one-way
version of these equations is used to derive difference equa-
tions which govern the propagation of the ensemble-
averaged MTWS and its ensemble-averaged coherence, and
their approximate differential version is introduced. The con-
ditions under which the differential approximation is viable

a!Permanent address: Faculty of Engineering, Tel Aviv University, Ramat
Aviv, Israel.
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are considered in Sec. III. In Sec. IV, we apply the coherence
equation to study the modal redistribution of the power
which crosses any range surface, noting that the same equa-
tion also governs the coherence associated with plane and
cylindrical waves. In that context, we examine the parabolic
approximation, as well as an asymptotic solution of the gen-
eral equation. A summary discussion is presented in Sec. V.

I. FORMULATION

A. Geometry

We consider the propagation of a monochrometic signal
of frequencyv in a channel bounded by a flat rigid bottom
y50 and a smooth pressure-release topy5H. The average
sound speedc depends only ony, but its random fluctuations,
which are responsible for volume scattering, also depend on
the horizontal vectorr (x,z), wherez is the range andx is the
transverse variable. We ultimately separate the signal into
components propagating in the1z ~right! and2z ~left! di-
rections.

B. The modal field equations

The complex amplitudep̃(r ,y) of the field satisfies the
equation

H ]2

]r2 1
]2

]y2 1k2~y!@11m̃~r ,y!#J p̃~r ,y!50, ~1!

wherek(y)5v/c(y) measures the depth-dependent average
sound speed, andm̃(r ,y) are the refractivity fluctuations
which produce volume scattering. These fluctuations are as-
sumed to constitute a real, statistically homogeneous random
process with which we associate a variance^m2& and a cor-
relation function

s̃~sx ,sz ,sy!5^m̃~x1 ,z1 ,y1!m̃~x2 ,z2 ,y2!&

with sx5x12x2 , etc., ~2a!

where the symbol̂& denotes an ensemble average. The cor-
relation lengthsLx,y,z are associated with the dependence of
the correlation on the separation variablessx,y,z . The ‘‘trans-
form’’ m(k,y,z) of the x dependence ofm̃, which we shall
need later, therefore satisfies

m~k,z,y!5m* ~2k,z,y! ~2b!

and has a correlation function

^m~k1 ,z1 ,y1!m~k2 ,z2 ,y2!&

52pd~k11k2!s~k1 ,y1 ,y2 ,sz! ~2c!

where

s~k,y1 ,y2 ,sz!5E
2`

`

dsx e2 iksxs̃~sx ,y1 ,y2 ,sz!. ~2d!

The modal decompositionof the solution of Eq.~1! is

p̃~r ,y!5(
k

p̃k~r !Yk~y!, ~3!

where the modal functionsYk satisfy the following eigen-
value equation and the boundary conditions at the top (y
5H) and bottom (y50) surfaces, augmented by the usual
normalization condition:

H ]2

]y2 1@k2~y!2bk
2#J Yk~y!50,

~4!
]

]y
Yk~y!U

y50

5Yk~H !50, E
0

H

dy YmYk5dmk .

An equation for the modal amplitudesp̃m is obtained by
substituting the modal decomposition defined by Eqs.~3! and
~4! in Eq. ~1!, multiplying the result byYm , integrating over
y, and using the orthonormal property of the modal func-
tions. The result is

F ]2

]r2 1bm
2 G p̃m~r !1(

k
m̃mk~r ! p̃k~r !50, ~5!

where

m̃mk~r !5E
0

H

dyk2~y!Ym~y!Yk~y!m̃~r ,y!. ~6!

The properties of the functionm̃(r ,y), discussed in connec-
tion with Eq. ~2!, carry over directly to the coefficients
m̃mk(x,z) defined in Eq. ~6!, and to their transforms
mmk(k,z), which we shall need in the ensuing discussion.
These transforms satisfy

mmk~k,z!5mmk* ~2k,z!, ~7a!

and their correlation functions assume the form

^mmk~k1 ,z1!m j l ~k2 ,z2!&5d~k11k2!smk jl~k1 ,sz!,
~7b!

where

smk jl~k,sz!5E
2`

`

dsx e2 iksxs̃m jkl~sx ,sz!, ~7c!

and

s̃mk jl~sx ,sz!5E
0

H

dyE
0

H

dy8 k2~y!k2~y8!Ym~y!

3Yk~y!Yj~y8!Yl~y8!s̃~sx ,sz ,y,y8!.

~7d!

C. Spectra of right- and left-propagating fields

Our ultimate objective is to attain a formulation which
distinguishes the right- and left-propagating components of
the transverse (x) spectra of the modal pressuresp̃m . This is
attained in three successive steps, as follows:

~1! The replacement of the second-order modal-pressure,
Eq. ~5!, by two coupled first-order equations: this is accom-
plished by defining the particle-velocity vector

ṽ[2 i
]

]r
p̃5(

k
ṽk~r !Yk~y!. ~8!
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The expression for the modal velocity coefficientsṽm is
readily obtained by the procedure that led to Eq.~5!. This
produces the vector~gradient! equation for the evolution of
the modal pressures inr :

]

]r
p̃m5 i ṽm . ~9a!

This equation is next differentiated with respect tor , and
combined with Eqs.~4! and~5! to produce the scalar~diver-
gence! equation

]

]r
• ṽm5 ibm

2 p̃m1 i(
k

m̃mkp̃k , ~9b!

which governs the evolution of the modal velocities inr .
~2! The Fourier transform (x→k) of Eq. ~9! produces a

pair of equations that govern thez evolution of the transverse
spectra~denoted by carets! of p̃m and ṽzm, thez component
of ṽm . The transform of thex component of the vector equa-
tion ~9a! produces

v̂xm~k,z!5k p̂m~k,z!, ~10!

and this is used to eliminate the transform ofṽxk in Eq. ~9b!.
The result is best written in terms of the complex quantity
gm(k), defined bygm

2 (k)[bm
2 2k2, so that

gm5Abm
2 2k2 when k,bm ,

~11!
gm5 iAk22bm

2 when bm,k,

and thus

]

]z
p̂m~k,z!5 i v̂zm~k,z!, ~12a!

]

]z
v̂zm~k,z!5 igm

2 ~k! p̂m~k,z!1 i(
k
E

2`

` dk8

2p

3mkm~k2k8,z! p̂k~k8,z!. ~12b!

The second term on the right-hand side of Eq.~12b!, which
accounts for scattering, assumes the form of a convolution of
the field spectrump̂k(k,z) and the ‘‘transform’’mkm(k,z)
@see Eqs.~6! and ~7!#.

~3! Finally, we separate Eq.~12! into equations which
govern the evolution inz of the transverse spectrapm

6 of the
right- and left-propagating components ofp̃m . These com-
ponent spectra aredefinedby the following relations:

p̂m~k,z!5 p̂m
1~k,z!1 p̂m

2~k,z!, ~13a!

v̂zm~k,z!5gm~k!@ p̂m
1~k,z!2 p̂m

2~k,z!#, ~13b!

so that

]

]z
p̂m

65
]

]z
p̂m6

1

gm~k!

]

]z
v̂zm. ~13c!

The linear combinations in the right-hand member of~13c!
may be evaluated directly from Eq.~12!. In the absence of
scattering, the result would simply state that

]

]z
p̂m

67 igm~k! p̂m
650, ~14a!

implying that

p̂m
65pm

6 exp@6 igm~k!z#. ~14b!

Here, the complex exponentials reflect the diffractive varia-
tion of the field in thez direction, and their coefficientspm

6

are range independent. In the presence of scattering, the
right-hand members of Eq.~14a! must be replaced by the
scattering term in Eq.~12b!, multiplied by 61/2gm(k).
Nonetheless, it is still convenient to extract the diffractive
behavior of the pressure transforms, as in Eq.~14b!, and
track the range dependence of the coefficientspm

6 . The end
result can be written succinctly for both components, using
the notationa56 andg56, as follows:

]

]z
pm

a ~k,z!5a(
k

(
g56

E
2`

` dk8

2p
Rmk

ag~k,k8,z!

3pk
g~k8,z!, ~15a!

where

Rmk
ag~k,k8,z!5

i

2gm~k!
e2 i @agm~k!2ggk~k8!#z

3mmk~k2k8,z!. ~15b!

The integral version of Eq.~15a!, which will be needed later,
is just

pm
a ~k,z!5pm

a0~k,z!1(
k

(
g56

E
zs

`

dz8 d21@a~z2z8!#

3E
2`

` dk8

2p
Rmk

ag~k,k8,z8!pk
g~k8,z8!, ~15c!

wherepm
a0(k,z) is the field that would prevail in the absence

of scattering. Thez8 integration formally extends over the
entire scattering region, but the argument of the Heaviside
function d21 limits this to thez range that is appropriate for
each~right- or left-propagating! component.

Equation~15! provides a starting point for the treatment
of the ensemble-averaged modal spectral field and coher-
ence. In principle, this equation allows the simultaneous
treatment of both forward and backward propagation in the
presence of volume scattering. It must nonetheless be
pointed out that, although the equation is rigorously correct,
the procedure that was employed makes sense only when the
source conditions, which were not explicitly stated, indeed
identify thez direction as the main direction of propagation.

II. THE ENSEMBLE-AVERAGED MODAL
TRANSVERSE SPECTRA OF THE FIELD AND THE
COHERENCE

The modal spectral coherence is the ensemble average
of the quantity

Gmn
ab~k1 ,k2,z![pm

a ~k1 ,z!pn
b* ~k2 ,z!, ~16!
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which provides the joint wave number statistics of two dif-
ferent modal pressures, measured at the samez plane. Botha
and b may be assigned the6 signs, and thus enable us to
address the correlations between all possible pairs of right-
and left-propagating modal components. However, in the fol-
lowing discussion, we shall address the situation wherepm

2 is
a relatively weak backscattered field, which may be ignored
relative topm

1 . We shall therefore consider only the one-way
propagation ofpm

1 . This is accomplished by assigninga, b,
andg the 1 sign, and eliminating the summation overg in
the right-hand member of Eqs.~15a! and ~15c!. The 1 su-
perscript is unnecessary, and will be omitted in the subse-
quent discussion.

We observe, in passing, that the spatial version of the
parabolic~or paraxial! approximation for the one-way field
equation can be derived from the one-way version of Eq.
~15a! as follows: replacegm by bm in the scattering term on
the right-hand side of the equation, but by the two-term ex-
pansionbm2k2/2bm in the diffraction term on the left-hand
side of the equation; then, retransform the result to the spatial
coordinatex. The inconsistent manner in whichgm must be
approximated in order to produce the spatial version of the
parabolic equation has further implications, some of which
will be discussed in the sequel. In any event, the ensuing
discussion does not adopt either approximation at the outset,
and may therefore be expected to apply to wide-angle one-
way propagation.

The development follows the approach originally pro-
posed by Beran and Ho,17 which is based on the second-
order iterative solution of the integral equation~15c! in an
incremental slab bounded by the planesz0 andz01Dz. This
range-localized perturbation solution is used to compute the
increments of the ensemble-averaged field and coherence
across the slab. The result constitutes a difference equation,
which may be approximated by a differential equation under
appropriate conditions.

A. Iterative perturbation solution

The iterative perturbation solution of Eq.~15c! has the
form

pm~k,z!5pm
0 ~k,z!1D1pm~k,z!1D2pm~k,z!1¯ .

~17!

Here,pm
0 (k,z) is the homogeneous solution of Eq.~15a!, that

is, az-independent function ofk, defined by the known value
of pm(k,z0) at the left edge of the slab:

pm
0 ~k,z!5pm~k,z0!. ~18a!

The first two iterative corrections are

D1pm~k,z!5(
k
E

z0

z

dz8E
2`

` dk8

2p
d21~z2z8!

3Rmk~k,k8,z8!pk~k8,z0!, ~18b!

D2pm~k,z!5(
k

(
p
E

z0

z

dz8E
z0

z

dz9E
2`

` dk8

2p

3E
2`

` dk9

2p
d21~z2z8!d21~z82z9!

3Rmk~k,k8,z8!Rkl~k8,k9,z9!pl~k9,z0!,

~18c!

whereRmk is given by Eq.~15b! with a andg assigned the
1 sign, and omitted here for convenience. We have also
used Eq.~18a! to replace the pressurespj

0(k,z) in the inte-
grands by their values at the left edge of the slab.

B. Ensemble averaging

Using the above, we can obtain expressions for both the
field pm(k,z01Dz) and the coherencepm(k1 ,z01Dz)
3pn* (k2 ,z01Dz), and ensemble average them. The quanti-
ties that are subjected to the ensemble-averaging process are
invariably products of theRmk andpm(k,z0). It is crucial to
observe that the coefficientsRmk contain the random refrac-
tivities mmk(k,z8) within the slab, wherez8>z0 , whereas
the fieldspm(k,z0) are defined at theleft edgeof the slab,
and therefore reflect only the statistics ofm in the regionz
<z0 . One can therefore assert that the aforementioned ran-
dom quantities are statistically independent whereverz8
2z0@Lz , the longitudinal correlation length. Thus, in a slab
whose thickness far exceedsLz ,

Lz!Dz, ~19a!

products ofpm’s and of mmk’s can in effect be averaged
independently.

The leading terms which survive the ensemble-
averaging process are of order^m2&. It suffices to retain
these terms provided thatDz does not exceed a certain value
Lp , which varies inversely witĥ m2&, beyond which the
perturbation solution outlined above is no longer adequate.
Anticipating a later result@see the discussion following Eq.
~25!#, we require

Dz!Lp , where Lp5~k2Lz^m
2&!21. ~19b!

The resulting expressions for the ensemble-averaged field
and coherence atz01Dz are

^pm~k,z01Dz!&5^pm~k,z0!&1^D2pm~k,z01Dz!&, ~20a!

^pm~k l ,z01Dz!pn* ~k2 ,z01Dz!&

5^pm~k1 ,z0!pn* ~k2 ,z0!&1^D2pm~k1 ,z01Dz!

3pn* ~k2 ,z0!&1^pm~k1 ,z0!D2pn* ~k2 ,z01Dz!&

1^D1pm~k1 ,z01Dz!D1pn* ~k2 ,z01Dz!&. ~20b!

The second term on the right-hand side of Eq.~20a! is the
average-field increment and will be labelledI 0 below. The
first term on the right-hand side of Eq.~20b! is the averaged
coherencêGmn& at the left edge of the slab. The remaining
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terms on the right-hand side of Eq.~20b!, which constitute
the increment of the averaged coherence, will be labelledI 1 ,
I 2 , andI 3 for brevity. Expressions for all these quantities are
obtained using the definitions of the incrementsD1,2pm , Eqs.
~18b! and ~18c!, and the definition ofRmk , Eq. ~15b!:

I 052(
k

(
l
E

D
dz8E

D
dz9E

2`

` dk8

2p

3E
2`

` dk9

2p
d21~z82z9!

1

4gm~k!gk~k8!

3^mmk~k2k8,z8!mkl~k82k9,z9!&

3e2 i $@gm~k!2gk~k8!#z81@gk~k8!2gl ~k9!#z9%^pl~k9,z0!&,

~21a!

I 152(
k

(
l
E

D
dz8E

D
dz9E

2`

` dk8

2p

3E
2`

` dk9

2p
d21~z82z9!

1

4gm~k1!gk~k8!

3^mmk~k12k8,z8!mkl~k82k9,z9!&

3e2 i $@gm~k1!2gk~k8!#z81@gk~k8!2gl ~k9!#z9%

3^pl~k9,z0!pn* ~k2 ,z0!&, ~21b!

I 25conjugate of I 1 with interchanges ofk1 and

k2 and of m and n, ~21c!

I 35(
k

(
l
E

D
dz8E

D
dz9E

2`

` dk8

2p

3E
2`

` dk9

2p

1

4gm~k1!gn* ~k2!

3^mmk~k12k8,z8!mnl* ~k22k9,z9!&

3e2 i $@gm~k1!2gk~k8!#z82@gn* ~k2!2gl* ~k9!#z9%

3^pk~k8,z0!pl* ~k9,z0!&, ~21d!

where

E
D
dz85E

z0

z01Dz

dz8. ~21e!

C. Difference and differential equations

The evaluation of the integrals in Eqs.~21! produces
differenceequations for the ensemble-averaged field and co-
herence

D^pm~k,z!&5I 0 , ~22a!

D^Gmn~k1 ,k2 ,z!&5I 11I 21I 3 . ~22b!

These equations are of the first order when the integrals in
Eqs. ~21! are proportional toDz. Even then, however,Dz
cannot be allowed to approach zero arbitrarily, because of

the condition~19a!. Thus, we can formally approximate the
difference equations~22! by differential equations, but this
must be done with the understanding thatit is not possible to
resolve features of the z evolution whose scale is finer than
Lz . In principle, the solution of the differential equations
must be smoothed, or filtered, so as to eliminate such fea-
tures. This can be accomplished, for example, using a sliding
average over a window whose widthDzw satisfies Eq.~19a!.

The evaluation of the integrals in Eqs.~21! is simplified
by the presence ofd functions in the spectral correlations of
pairs of random variablesmkm @see Eq.~7b!#. As we shall
see, further simplifications occur when we use a smoothing
window Dzw such that the productDzw(gm2gk) is large
even for the closest modes. This implies that

Dzw@Lg with Lg;
k̄H2

p2 , ~23!

where 1/Lg is the separation between the eigenvalues of the
lowest propagating modes. The explicit expression forLg in
Eq. ~23! uses the form which is appropriate for a uniform
sound speed, where the eigenvalues of the lowest propagat-
ing modes are of the order ofk̄—a characteristic value of the
depth-dependent wave numberk(y). For the higher modes,
near cutoff, the eigenvalue separations are larger—of the or-
der of (2p k̄/H)1/2.

D. The average-field increment

The integralI 0 is evaluated using the property ofmmk in
Eq. ~7b! to replace

^mmk~k2k8,z8!mkl~k82k9,z9!&

52pd~k2k9!smkkl~k2k8,z82z9!. ~24a!

Thek9 integration replacesk9 by k. We now replacez9
by z82sz , and rewrite the integral thus

I 052(
l

^pl~k,z0!&(
k
E

D
dz8 e2 i @gm~k!2gl ~k!#z8

3E
2`

` dk8

2p

1

4gm~k!gk~k8!
E dsz d21~sz!

3e2 i @gl ~k!2gk~k8!#szsmkkl~k2k8,sz!. ~24b!

Recalling that smkkl(k2k8,sz) contributes significantly
when sz is of the order ofLz , we use the arguments cited
above,z82z0@Lz , to extend the limits of thesz integration
~which formally depend onz8! to infinity. With this simpli-
fication, thez8 integration can be performed, and produces

I 052Dz(
l

^pl~k,z!&Fml~Dz!e2 iDgmlz0Cml~k! ~25a!

where
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Cml~k!5(
k
E

2`

` dk8

2p

1

4gm~k!gk~k8!

3E
0

`

dsz e2 i @gl ~k!2gk~k8!#szsmkkl~k2k8,sz!,

~25b!

and

Fml~Dz!5
12e2 iDgmlDz

iDgmlDz
, Dgml[gm~k!2gl~k!.

~25c!

If we now formally letDz approach zero and combine Eqs.
~25! and ~22a!, we obtain the differential equation

]

]z
^pm~k,z!&52(

l
^pl~k,z!&e2 iDgml~k!zCml~k!,

~25d!
~ k̄Lz!

2^m2&!1.

The significance of this equation and the limitation on its
applicability are discussed below.

We first observe that, withsmkkl and gm as defined in
Eqs. ~7d! and ~11!, the coefficientsCml are of the order of
k̄2Lz^m

2&. This quantity affects the scale of the range evolu-
tion of ^pm&, and determines the upper boundLp introduced
in Eq. ~19b!.

We next note that the nonlinear dependence ofI 0 on Dz
is contained in the coefficientsFml(Dz) in Eqs. ~25a! and
~25c!. These coefficients, which arise from thez8 integration
in Eq. ~24b!, ‘‘window average’’ the exponentials
exp@2iDgmlz8# overDz. This suggests that, if thêpl& ’s vary
sufficiently slowly overDz, the difference Eq.~22a! is the
‘‘window-averaged’’ version of the differential equation
~25d!. In the formal limitDz→0, all Fml→1. Strictly speak-
ing, this limit is meaningful only ifLz is vanishingly small.
However, even whenLz is finite, we may expect that the
solution of Eq.~25d!, subject to the caveat stated following
Eq. ~22!, constitutes a good approximation to the solution of
the difference Eq.~22a!.

Alternatively, we observe that the differential Eq.~25d!
may also be obtained by the following procedure: differenti-
ate the exact expression̂pm(k,z01Dz)&5^pm(k,z0)&1I 0

with respect toDz, use the argumentLz!Dz to extend thesz

integration to infinity, and replacez0 by z5z01Dz in the
right-hand member of the result. The last replacement, which
produces Eq.~25d!, is legitimate as long aŝpm& varies
weakly over the range incrementDz, that is, if Dz!Lp .

These observations suggest that the solution of the dif-
ferential equation~25d!, smoothed so as to filter out varia-
tions on scales of orderLz or less, does indeed approximate
the solution of the difference equation
D^pm(k,z)&5I 0—provided that there exists a range of val-
ues Lz!Dz!Lp such that both the requirements in Eqs.
~19a! and~19b! are satisfied. This requiresLz!Lp , and thus
restricts the applicability of Eq.~25d! to the regime
( k̄Lz)

2^m2&!1.
The scattering term in Eq.~25d! still contains contribu-

tions of all the modal amplitudeŝpl&, weighted by the fac-

tors exp@2iDgml(k)z#. Confining our attention to the radiative
part of the spectrum of themth mode, wheregm(k) is real,
we may argue that only the terml 5m contributes signifi-
cantly over sufficiently long ranges, and the termslÞm may
be ignored. This simplification is legitimate when the range-
evolution scales defined by the constantsCmm(k) of Eq.
~25b! are longer than the scales associated with the modal
separationDgml(k), i.e., whenLp@Lg . A formal way to
accomplish and assess this simplification is to replaceDz in
Eqs. ~25a!–~25c! by Dzw , which satisfies Eq.~23!. The
‘‘window-averaging’’ coefficients Fml(Dzw) are indeed
small for all values ofl, except

l 5m ~26!

for which Fmm51 for all values ofDzw . This produces the
simplified equation

Dpm~k,z!52Dzw^pm~k,z0!&Cm~k! for k,bm ,

~27a!
where

Cm~k!5(
k
E

2`

` dk8

2p

1

4gm~k!gk~k2k8!

3E
0

`

dsz e2 ihmk~k,k8!szsmkkm~k8,sz!, ~27b!

and

hmk~k,k8![gm~k!2gk~k2k8!. ~27c!

This equation can be replaced by the simplified differential
equation

]

]z
^pm~k,z!&52Cm~k!^pm~k,z!&

for k,bm and k̄3H2Lz^m
2&/p2!1,

~27d!

subject to the understanding that, ifLz,Lg , the solution
must be smoothed so as to eliminate any features which
evolve on a scale of the order ofLg or finer @when Lg

,Lz , this is subsumed by the caveat following Eq.~22!#.
The dominant long-range features of the solution will ‘‘sur-
vive’’ smoothing provided that Lg,Lp , that is, if
k̄3H2Lz^m

2&/p2!1.
Once the solution̂ pm(k,z)& is obtained, using either

Eq. ~25d! or ~27d!, one can compute the ensemble-averaged
field ^ p̂m(k,z)& @see Eq.~14!# which contains the diffractive
behavior.

E. The coherence increment

The exact same treatment can be accorded the integrals
I 1 and I 2 , the first two contributions to the coherence incre-
ment across the slab in Eq.~22b!. Comparing Eqs.~21a! and
~21b!, we see that the integralI 1 differs from I 0 only in that
k1 replacesk, and the added factorpn* (k2 ,z0) appears in the
integrand. Thus@see also Eqs.~21c! and ~25!#
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I 152Dz(
l

^G ln~k1 ,k2 ,z0!&e2Dgmlz0

3Fml~Dz!Cml~k1!, ~28a!

I 252Dz(
l

^Gml~k1 ,k2 ,z0!&eiDgnlz0

3Fnl* ~Dz!Cnl* ~k2!, ~28b!

whereFml is defined in Eq.~25c!. The contributions to both
I 1 and I 2 are proportional to the average coherences at the
left edge of the slab, but do not reflect any spectral interac-
tions.

In dealing with the third contributionI 3 , we employ Eq.
~7! to replace

^mmk~k12k8,z8!mnl* ~k22k9,z9!&

52pd@~k12k8!2~k22k9!#

3smknl~k12k8,z82z9!. ~29a!

We then perform thek9 integration, and replace

k-5k12k85k22k9, u5
z81z9

2
2z0 ,

~29b!
sz5z82z9.

with the result~in which k- is replaced byk8 for notational
convenience!

I 35Dz(
k

(
l

dk8

2p
^Gkl~k12k8,k22k8,z0!&

3e2 iH mknl~k1 ,k2 ,k8!z0Fmknl~k1 ,k2 ,k8,Dz!

3Cmknl~k1 ,k2 ,k8!, ~30a!

where

Cmknl~k1 ,k2 ,k8!

5
1

4gm~k1!gn* ~k2!
E

2`

`

dsz

3e2 i @hmk~k1 ,k8!1hnl* ~k2 ,k8!#~sz/2!smknl~k8,sz!, ~30b!

Fmknl~k1 ,k2 ,k8,Dz!5
1

Dz E
0

Dz

du e2 iH mknl~k1 ,k2 ,k8!u

5
12e2 iH mknl~k1 ,k2 ,k8!Dz

iH mknl~k1 ,k2 ,k8!Dz
, ~30c!

Hmknl~k1 ,k2 ,k8![hmk~k1 ,k8!2hnl* ~k2 ,k8!

5gm~k1!2gk~k12k8!

2gn* ~k2!1gl* ~k22k8!. ~30d!

Combining Eqs.~22b!, ~28!, and~30!, and proceeding again
to the formal limit Dz→0, we now obtain the differential
equation, subject to the caveat following Eq.~22!:

]

]z
Gmn~k1 ,k2 ,z!

52(
l

@^G ln~k1 ,k2 ,z!&e2 iDgmlzCml~k1!

1^Gml~k1 ,k2 ,z!&eiDgnlz0Cnl* ~k2!#

1(
k

(
l
E dk8

2p
^Gkl~k12k8,k22k8,z!&

3e2 iH mknl~k1 ,k2 ,k8!zCmknl~k1 ,k2 ,k8!. ~30e!

All the coherenceŝGkl& contribute to the scattering term. To
simplify this in the manner of the discussion following Eq.
~25!, we consider the use of a sliding average over a window
Dzw which satisfies Eq.~23!. ReplacingDz by Dzw fixes l
5m in Eq. ~28a! and l 5n in Eq. ~28b!. To examine the
coefficientsFmknl in Eqs.~30c!, we temporarilysetk1 , k2 ,
andk8 to zero. In this case,Hmknl vanishes only if one of the
following sets of conditions is met:

m5n and k5 l , ~31a!

k5m and l 5n. ~31b!

The corresponding coefficientsFmkmk andFmmnn are then 1,
and all others are negligible whenDzw satisfies Eq.~23!. We
may now append to the conditions~31a! and ~31b! the re-
spective requirements

Hmkmk~k1 ,k2 ,k8!Dzw!1, ~32a!

Hmmnn~k1 ,k2 ,k8!Dzw!1 ~32b!

to assure thatFmkmk;1 andFmmnn;1 for all values ofk1 ,
k2 andk8 in the range of interest.

The conditions in Eq.~31a! refer only to modal self-
coherenceŝ Gmm&, and eliminate thel summation in Eq.
~30a!. The conditions in Eq.~31b! refer only to modal cross-
coherenceŝGmn& with mÞn, and eliminate both thek and l
summations in Eq.~30a!.

The implications of the conditions~32! will be examined
in the next section. However, the considerations above suf-
fice to introduce, at this point, the eventual simplified version
of the differential equation for the coherence. This equation
is obtained by substituting, in Eq.~22b!, the simplified ver-
sion of Eq.~28!, along with Eqs.~30a!–~30d! and~31! ~with
Fmknl accordingly replaced by 1!. The resulting first-order
difference equation may then be replaced by the differential
equation
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]

]z
^Gmn~k1 ,k2 ,z!&52@Cm~k1!1Cn* ~k2!#^Gmn~k1 ,k2 ,z!&

1dmn(
k
E

2`

` dk8

2p
e2 iH mkmk~k1 ,k2 ,k8!z^Gkk~k12k8,k22k8,z!&C̄mk~k1 ,k2 ,k8!

1~12dmn!E
2`

` dk8

2p
e2 iH mmnn~k1 ,k2 ,k8!z^Gmn~k12k8,k22k8,z!&C̃mn~k1 ,k2 ,k8!, ~33a!

where

Cm~k!5(
k
E

2`

` dk8

2p

1

4gm~k!gk~k2k8!

3E
0

`

dsz e2 ihmk~k,k8!szsmkkm~k8,sz!, ~33b!

C̄mk~k1 ,k2 ,k8!5E
2`

`

dsz

smkmk~k8,sz!

4gm~k1!gm* ~k2!

3e2 i @hmk~k1 ,k8!1hmk* ~k2 ,k8!#~sz/2!,

~33c!

C̃mn~k1 ,k2 ,k8!5E
2`

`

dsz

smmnn~k8,sz!

4gm~k1!gm* ~k2!

3e2 i @hmm~k1 ,k8!1hnn* ~k2 ,k8!#~sz/2!,

~33d!

hmk~k,k8!5gm~k!2gk~k2k8!

and

Hmknl~k1 ,k2 ,k8!5hmk~k1 ,k8!2hnl* ~k2 ,k8!. ~33e!

The applicability of these equations is subject to the caveat
stated following Eq.~27!, and to additional considerations
which arise from Eq.~32! and the dependence ofHmknl in
Eq. ~30d! on the wave number variables, to be discussed in
the next section. We note, at this point, the effect of the
‘‘selection rules’’ in Eq.~31! on the form of the scattering
term in Eqs.~33!. There is no coupling between modal cross
coherencesmÞn: the last term on the rhs of Eq.~33a! re-
flects only a coupling between the various spectral compo-
nents. However, there is coupling between the modal self-
coherencesGmm @the second term on the rhs of Eq.~33a!#.
As will be shown later, the modal self-coherences at identical
wave numbersk15k2 are all that is needed to compute the
spectral density of the total power flux across anyz plane, or
the transversely integrated coherence, and in particular the
coherence of a planar~transversely homogeneous! wave. In
those cases, the modal coupling is of prime interest.

As indicated at the beginning of this section, the para-
bolic approximation to the scattering term is obtained by
replacing the functionsgm by bm , which implies the as-
sumptionk!bm , and retransforming the result to the spatial

coordinatesx1 , x2 and their separationsx . When this is done
in Eq. ~33b!, the scattering term reduces precisely to the
result obtained in Ref. 10, Eq.~37!.

III. THE LIMITATIONS OF THE SIMPLIFIED
DIFFERENTIAL EQUATION FOR THE COHERENCE

The preceding analysis revealed that~a! a simplified
first-order difference equation for the coherence is available
when Hmknl50, and is also approximately valid if the con-
dition HmknlDzw!1 is satisfied; and~b! a necessary condi-
tion for this is that either of the respective requirements in
Eqs.~31a!, ~31b!, ~32a! and~32b! be satisfied. Thus, in order
thatDzw satisfy the upper and lower bounds imposed by Eqs.
~32! and ~23! or ~19a!, either of the following conditions
must be met:

HmkmkLm!1 ~a! or
~34!

HmmnnLM!1 ~b!, where LM5max~Lz ,Lg!.

Here, the first requirement applies to the modal self-
coherences, and the second to the modal cross coherences. In
this section, we consider the dependence ofHmknl on the
wave number variablesk1 , andk2 , andk8, and interpret the
implications of Eq.~34! in terms of the length and wave
number parameters which characterize the beam and the me-
dium. After introducing these parameters, we identify the
regimes in whichHmknl50 exactly, and then proceed to
characterize the ‘‘neighborhood’’ of each of these regimes,
where the simplified equation is approximately valid.

A. Medium and beam parameters

The dominant contribution ofsmk jl(k8,sz) to the inte-
gral in Eq.~30b! arises from the region where 1/k8>Lx , the
transverse correlation length of the medium. It therefore suf-
fices to replacek8 in Eq. ~34! by its bandwidth 1/Lx .

To introduce the beam parameters, we use the sum-and-
difference wave number variablesks andkd , and their spa-
tial counterparts, the~average! position and separation vari-
ablesxs andsx , defined by

k1,25ks6
kd

2
, x1,25xs6

sx

2
. ~35a!

The relevant transform relations between the spatial and
spectral coherences can be expressed in either of the two
forms:
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^G̃mn~x1 ,x2 ,z!&5E
2`

` E
2`

` dk1

2p

dk2

2p
ei @k1x11k2x2#

3^Gmn~k1 ,k2 ,z!&,
~35b!

^G! mn~xs ,sx ,z!&5E
2`

` E
2`

` dks

2p

dkd

2p
ei @kdxs1ksxd#

3^Ḡmn~ks ,kd ,z!&.

We therefore identifykd andks , respectively, as the conju-
gate variables of the transverse position and separation vari-
ables xs and sx in the spatial coherence functions
^G! mn(xs ,sx ,z)&. In this notation, the wave numberkd be-
comes a parameter of Eq.~33b!—even the cross-spectral
coupling that is described by that equation occurs between
wave numbers which are separated by a constantkd .

The integral in Eq.~31a! is of interest~as is the entire
computation! for values ofkd and ks such thatkd<1/LB ,
where the ‘‘beam scale’’LB characterizes thexs dependence
of the field; andks<1/LG , where the transverse coherence
lengthLG characterizes thesx dependence of the field. Both
LB and LG are affected by scattering, and therefore depend
on the range:LB grows, whereasLG decreases, with increas-
ing range.

B. The limit Hmknl 50

Returning to Eqs.~34! and ~30d!, we find thatHmkmk

vanishes identically when the conditions in Eq.~31a! are
supplemented by the requirement that

k15k25ks,bm and uks2k8u,bk . ~36a!

Likewise,Hmmnn vanishes when the conditions in Eq.~31b!
are supplemented by the requirement

k850. ~36b!

We next consider, in turn, each of these conditions, and the
regimes surrounding them, in which Eq.~34! may be satis-
fied. Since the first condition has a broader range of applica-
bility, it will occupy most of the discussion.

The transverse-homogeneity~TH! limit k15k25ks ~or
kd50), indicated in Eq.~36a!, applies to theself-modal co-
herencesin situations where the spatial coherence is inde-
pendent of the transverse positionxs , and the spectral coher-
ence correspondingly contains the factord(kd). This occurs,
for example, when we consider the scattering of an initially
plane wave. With other excitations, the spectral coherence
functions^Gmm(ks ,ks ,z)& or ^Ḡmm(ks,0,z)& are relevant to
computations of the transversely integrated coherence, or of
the total energy-flow across a givenz plane.

However, Eq.~36a! pertains only to the radiative com-
ponents of the TH spectrum, whereks,bm andgm is real,
and only to contributions to the integral in Eq.~30a! which
arise from these components, for whichuks2k8u,bk andgk

is real. Note thatHmkmk, which now assumes the simple
form

Hmkmk5 i2 Im@gm~ks!2gk* ~k9!#,

where k95uks2k8u, ~37!

vanishes only whenks and k9 do not exceedbm and bk ,
respectively. Nonetheless, forks,bm , the magnitude of
Hmkmk increases rapidly ask9 exceedsbk . Accordingly,
Fmkmk in Eq. ~30c! decreases rapidly, and attenuates contri-
butions to the integral in Eq.~30a! from the evanescent do-
main of the spectrum. This suggests that Eq.~33b!, with the
k8 integrations restricted to the rangeuks2k8u<bk , remains
approximately applicable to the radiative spectral compo-
nentsks,bm of a TH wave. The approximation entails the
neglect of cross-spectral coupling, within each mode, due to
scattering between spectral components with wave numbers
nearbk . For narrow-angle scattering, wherebkLx@1 for all
the modes, these wave numbers lie in the bandbk6Dk,
where Dk varies inversely withLx and is therefore much
smaller thanbk . The argument above holds as long as the
spectral content of each wavemode in this band is small.
However, this doesnot imply that the spectral spread of the
scattered radiation~which is measured byLG

21) must be very
small.

C. Finite beams

In order to extend the preceding argument to a finite
beam, wherekdÞ0, we express the functionHmkmk, as de-
fined by Eq.~30d!, in terms of the variablesks andkd and
expand the productHmkmkLM to lowest order inkd . In the
regimeks,bm and uks2k8u,bk , we obtain

F ks

gm~ks!
2

ks2k8

gk~ks!
GkdLM . ~38!

In order to satisfy Eq.~34a!, we require that each term in this
expression be much smaller than 1. We ignorek8, replaceks

and kd by their respective bandwidths, and replacegm ~or
gk) by the smallest possible value ofbm , i.e.,A2p( k̄/H), in
order to encompass all propagating modes. The result is

1!
LBLG

LM
A2p k̄

H
F12S k̄LG

2

H
D 21G1/2

. ~39a!

For the contribution corresponding tok5m, a further expan-
sion of Eq.~38! aboutk850 produces

1!A2p k̄

H
LB

Lx

LM
F12S k̄LG

2

H
D 21G3/2

. ~39b!

Thus, Eq.~33a! may be used to track the range evolution of
the modal self-coherence of the radiative componentsks

,bm of the spectrum of a finite beam, provided that~a! we
neglect scattering to and from the slowly evanescent spectral
components, and accordingly restrict the domain of integra-
tion to uks2k8u,bk ; and ~b! the propagation-regime satis-
fies the conditions~39!. It may be possible to devise an im-
provement of Eq. ~33b! which will account for the
evanescent components, e.g., by appending an artificial cut-
off factor in Eqs.~33c! and ~33d!, whose form resembles
Fmkmk(LM) in Eq. ~30c!, except thatLM replacesDz. How-
ever, this is beyond the scope of the present paper. With
narrow-angle scattering, such a correction is probably unwar-
ranted as long as the magnitude of the spectrum is small in
the rangebm6Dk discussed above.
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Equation ~39!, which pertains to the propagation of
modal self-coherences at different wave numbers, imposes
interrelated lower bounds on both coherence length of the
beam and the beam width. The factors involving@1
2( k̄LG

2/H)21# imply that the dominant part of the spectrum
must remain within the radiative domain. Since scattering
broadens the spectrum, and thus reducesLG , this may imply
a limitation on the range where Eq.~33b! remains applicable.
The remaining factors imply a lower bound on the beam
dimensionLB , that is, on the scale of the transverse depen-
dence onxs that can be resolved by the simplified coherence
equation. Alternatively, we may interpret this as an upper
bound on the wave numberkd that can be resolved by that
equation. Since scattering increases the scaleLB , the sever-
ity of this restriction decreases with range. Indeed, this re-
striction is entirely irrelevant in scenarios whereLB is effec-
tively infinite ~or kd50), such as the scattering of an
initially plane wave, or the computation of the total power
flow. However, it implies that the simplified differential for-
mulation cannot resolve the rapidxs dependence associated
with very narrow or highly structured beams. This is a direct
consequence of the smoothing operation, which produces the
simplified coherence equation, and parallels the reduced lon-
gitudinal resolution which is associated with smoothing.

D. The forward-scattering limit

The requirement of Eq.~36b!, which pertains to the third
scattering term of Eq.~33a!, applies only to the calculation
of the cross-modal coherences. This condition is relevant
only in the idealized limit of narrow-angle scattering, where
smmnn(k8,sz), or, equivalently,Lx→`. This ideal limit is of
no interest. However, we may attempt to employ it in Eq.
~30a! in the narrow-angle scattering regime where
( k̄/H)1/2Lx@1, which guarantees narrow-angle scattering for
all modes, provided that Eq.~34b! is satisfied. Applying the
above approach, we find that this cannot be done for the
evanescent components. For the radiative components, this
produces the condition

1!
LxLG

Lm
A k̄

H
. ~40!

IV. MODAL POWER SPECTRUM AND PROPAGATION
OF TRANSVERSELY HOMOGENEOUS WAVES

This section is concerned with the modal self-
coherencesGmm in the limit k15k25ks ~for notational sim-
plicity, we use the transverse wave number argumentk,
omitting the subscripts, in the ensuing discussion!. More-
over, we consider only the regime where the dominant spec-
tral components are confined to the rangek,bk for each
mode, and the components in the ‘‘evanescent’’ rangebk

,k may be ignored. In this regime, the functionsgk(k) are
real, and Eq.~33b! is ‘‘exact’’ in the sense thatHmkmk50 in
Eq. ~30!. As indicated earlier, the limit in question is relevant
to the propagation of a TH waves, whose initial coherence is
independent of the transverse position, and to the study of
the spectral distribution of the total average modal power
which crosses anyz plane.

A. Transverse modal power spectrum

To see the intimate relation between the two problems,
note that the power-flux density is given by

J~z!5Re E
0

H

dyE
2`

`

dx p̃ṽz* , ~41!

whereṽz is thez component of the particle velocity defined
in Eq. ~8!. Using the various definitions leading up to the
modal spectral coherenceGmn @Eq. ~16!# as well as the trans-
form relation betweenp̃m and p̂m , this expression is readily
recast in the form

J~z!5Re (
m

E
2`

`

dk Jm~k,z!,

where Jm~k,z![gm* ~k!Gmm~k,k,z!. ~42!

This expression suggests thatJm(k,z) is the transverse spec-
tral density of the power in themth mode, and shows that it
differs from the modal self-coherences of a TH wave by the
factor gm* (k).

Using Eqs.~33!, we may readily construct a differential
equation for the evolution inz of Jm(k,z). In this case, thesz

integrals in the definitions ofCm(k)1Cm* (k) @Eq. ~33b!#
combine to a single integral which is identical to thesz inte-
gral in the definition ofC̄mk(k,k,k8) in Eq. ~33c!. There-
fore, when we introduce the definition ofJm(k,z) in Eq.
~33a!, the result assumes the simple form

]

]z
Jm~k,z!5(

k
E

2bk

bk dk8

2p
@Jk~k8,z!2Jm~k,z!#

3
1

4gm~k!gk~k8!
Smk~k,k8!, ~43a!

where thek8 integration is confined to the propagating range,
and

Smk~k,k8!5E
2`

`

dsz e2 i @gm~k!2gk~k8!#szsmkkm~k2k8,sz!

5E
2`

`

dsx E
2`

`

dsz ei $~k2k8!sx1@gm~k!2gk~k8!#sz%

3s̃mkkm~sx ,sz! ~43b!

with s̃mk jl as defined in Eq.~7!. To account for the spectral
redistribution of the average power by scattering in a beam,
Eq. ~43a! must be solved subject to the source condition
J(k,0) computed from the known fields at the beam aper-
ture. The source condition isJ(k,0)5(2p)2d(k) for an ini-
tial plane wave.

B. Energy considerations

It is easy to verify that Eq.~43a!, and therefore Eq.
~33b!, conserves energy, in the sense that the total average
power associated with the radiative spectral components
across any planez is constant. To ascertain this, note that the
rate of change of the total power is obtained by applying, to
the right-hand member of Eq.~43a!, the operator(m*dk,
with uku,bm . The resulting integral vanishes. To verify
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this, interchangem andk as well ask andk8, and note that
Smk(k,k8) is insensitive to this interchange by virtue of the
symmetry properties of the functionsmkkm @see Eqs.~2! and
~7!#. However, the right-hand member of Eq.~43a! contains
only the dominant power-exchange terms. The absent sub-
dominant terms account for the exchange of power with the
evanescent spectral domain, and theirk integral probably
does not vanish. Thus, the total energy is conserved only as
long as the scattering process is confined to the radiative part
of the modal spectra.

An equation for the modal power*dk Jm(k,z) cannot
be derived readily from Eq.~43a!. Such an equation is none-
theless available for the parabolic approximation. It can be
obtained directly from Eq.~43a! when we replacegm by bm .
We shall obtain it here by first retransforming Eq.~43a! to
the spatial-separation domain,k→sx .

C. Retransformation to spatial coordinates

Considerable effort has been devoted in the past to the
treatment of the modal problem in spatial coordinates, and in
the context of the parabolic approximation. To establish the
connection of the present work with these efforts, we next
obtain an equation for

J̃m~sx ,z!5E
2`

` dk

2p
eiksxJm~k,z!. ~44a!

We apply the above transformation to Eq.~43a!, taking note
of Eq. ~43b!. This produces the equation

]

]z
J̃m~sx ,z!5(

k
E

2`

`

dsx8 @Gmk~sx ,sx8!J̃k~sx8 ,z!

2Gmk~sx2sx8,0!J̃m~sx8 ,z!#, ~44b!

where the functionsGmk are given by

Gmk~sx ,sx8!5
1

4 E
2`

`

drxE
2`

`

dsz smkkm~rx ,sz!

3E
2bm

bm dk

2p E
2bk

bk dk8

2p

1

gm~k!gk~k8!

3ei $k~sx2rx!2k8~sx82rx!1@gm~k!2gk~k8!#sz%.

~44c!

The parabolic approximation is attained by replacinggm

by bm in Eqs.~44b! and~44c! and extending thek8 integra-
tions to infinity ~this is consistent with this small-k approxi-
mation!. This produces

Gmk~sx ,sx8!;d~sx2sx8!
1

4bmbk
Amk~sx!, ~45a!

where

Amk~sx!5E
2`

`

dsz ei ~bm2bk!szsmkkm~sx ,sz!, ~45b!

and the differential equation forJ̃ then assumes the approxi-
mate form

]

]z
J̃m~sx ,z!52(

k

1

4bmbk
@Amk~0!J̃m~sx ,z!

2Amk~sx!J̃k~sx ,z!#, ~46!

which readily reduces to the parabolic equation system of
ordinary linear differential equations for the range evolution
of the modal power

I m~z!5E
2`

`

dk Jm~k,z!52p J̃m~0,z!, ~47a!

]

]z
I m~z!52(

k

1

4bmbk
Amk~0!@ I m~z!2I k~z!#. ~47b!

By summing this system of equations overm, we readily
verify power conservation. The equation indicates that
steady state will be reached when the total power is equipar-
titioned among all the propagating modes.

The result in Eq.~47! is implicit in past treatments of the
propagation problem in spatial coordinates, where the para-
bolic approximation has been adopted from the outset. The
difficulty with this result can most easily be appreciated by
considering propagation in a horizontally isotropic medium
~such as the ocean!. In this case, the correlation functionss̃
and s̃mk jl depend on the argument (sx

21sz
2)1/2. Correspond-

ingly, the two-dimensional transformSmk defined by Eq.
~43b! is a function of the dimensionless argument

~k2k8!21@gm~k!2gk~k8!#2

where gm
2 ~k!5bm

2 2k2. ~48!

The approximation made in deriving Eq.~46a! replacesgm

by bm , in which case the argument above assumes the ap-
proximate form

~bm2bk!
21~k2k8!2. ~49!

However, if we employ the two-term expansion ofgm(k),

gm~k!5bmF12
k2

2bm
2 G , ~50!

the argument assumes the approximate form

~bm2bk!
21bmbkF k

bm
2

k8

bk
G , ~51!

which differs radically from the approximate form in Eq.
~49!, and produces an entirely different equation for the
propagation of the modal power.

To derive the propagation equation for the modal power,
we rewrite Eq.~43a! in terms of the variables

k̄5
k

bm
, k̄85

k8

bk
, ~52!

using the approximate argument ofSmk shown in Eq.~51!:
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]

]z
Jm~bmk̄,z!5(

k

1

2p E
2`

`

dk̄8@Jk~bkk̄8,z!

2Jm~bmk̄,z!#

3
Smk@~bm2bk!

21bmbk~ k̄2k̄8!2#

4bm
. ~53!

We now retransform this equation to the spatial coordinates̄,
using the definitions

1

2p E
2`

`

dk̄ ei k̄ s̄Jm~bmk̄,z!5
1

bm
J̃m~ s̄/bm ,z!, ~54a!

Āmk~ s̄!5
1

2p E
2`

`

dk̄ ei k̄ s̄Smk@~bm2bk!
21bmbkk̄

2#,

~54b!

whereJ̃m is defined in Eq.~44a!. The result is

]

]z
J̃m~ s̄/bm ,z!5

1

4 (
k

F Āmk~ s̄!
1

bk
J̃k~ s̄/bk ,z!

2Āmk~0!
1

bm
J̃m~ s̄/bm ,z!G ~55a!

and, upon settings̄50, the modal power equation

]

]z
I m~z!5

1

4 (
k

Āmk~0!F 1

bk
I k~z!2

1

bm
I m~z!G . ~55b!

Total power is conserved. To verify, sum Eq.~55b! over all
modes, and interchangek and m in the right-hand member,
noting that Āmk(0)5Ākm(0). However, steady state is
reached whenI m /bm is constant for all modes. Thus, modal
coherence, rather than modal power, is equipartitioned
among the modes in the steady state. Moreover, the modal
power is distributed as

I m5
bm

bT
~total beam power!, where bT5(

M
bm ,

~55c!

where M is the total number of propagating modes. This
implies that the modes with lowerb retain more power than
the near-cutoff modes.

We note that, like Eq.~47!, Eq. ~55b! applies also to a
cylindrically symmetric wave—in which casez is the radial
coordinate andI m(z) is the total power crossing a cylindrical
surface.

We observe immediately that the result in Eq.~55! is a
reflection of the three-dimensional character of the medium,
as manifested in this case in the horizontal isotropy. It would
not be obtained if we were to consider a two-dimensional
(y,z) medium withx-independent properties, excited by an
x-independent source. In the context of the present theory,
this would be a horizontally anisotropic regime in which the
correlation-length in the transverse (x) direction is infinite.
For such a regime, the functionsSmk in Eq. ~43a! must as-
sume the form 2p d(k2k8) Smk8 becauses̃ is independent
of sx . Moreover, the spectral power densityJm(k,z) associ-

ated with anx-independent source must assume the form
d~k! I m(z). When this is incorporated in Eq.~43a!, and the
result integrated over allk, one finds

]

]z
I m~z!5(

k
@ I k~k,z!2I m~z!#

Smk8 @bm2bk#

bmbk
, ~56!

which has the form of Eq.~47! and therefore predicts a
steady-state equipartition of modal power. This amply dem-
onstrates the care with which two-dimensional models must
be treated.

We are not aware of any experimental results which bear
on the distinctly different predictions of Eqs.~47! and ~55!.
Theoretical calculations and numerical simulations by Do-
zier and Tappert2 ~and earlier theory by Kohler and
Papanicolau18! indicate an equipartition of modal power at
large range distances. However, they addressazimuthally
symmetriccylindrical spreading, which is analogous to the
(y,z) domain discussed in the preceding paragraph. The re-
sults are entirely consistent with Eq.~56!, but have no bear-
ing on the issue at hand. Three-dimensional cylindrical
spreading is addressed by Penland,19 but the computation of
the asymptotic power flux neglects the terms which are
analogous to the second term in Eq.~50!.

D. The asymptotic limit k̄ L 2/H[L@1

In order to shed further light on the results discussed in
the preceding subsection, we next consider an asymptotic
analysis of Eq.~53! in the limit indicated above. The rel-
evance of the parameterL to Eq. ~53! can be seen in the
following discussion:

SinceL is the characteristic length associated with the
coherence functionssmk jl , the dimensionless arguments
@Eq. ~51!# of the scattering functionsSmk defined in Eq.
~43b! assumes the form

L2@~bm2bk!
214bmbkw

2#, where w5 1
2~ k̄2k̄8!.

~57a!

For later use, we also define at this point the normalized
vesions of the functions

Smk5^m2&k0
4L2S̄mk . ~57b!

The normalization takes into account the following:~1! The
correlations̃, Eq. ~2a!, can be normalized by extracting from
it the quantity^m2&. ~2! The quantitiess̃mk jl can further be
normalized by extracting a characteristic valuek0

4 from the
integrand in Eq.~7d!. ~3! A factor of L2 must be extracted
from the definition ofSmk , Eq. ~43b!, when the integral is
rewritten in terms of the dimensionless separation arguments
sx,z /L.

Now consider that the dominant contribution of the
functions Smk to the integrals in Eq.~53! arises from the
region where their~dimensionless! arguments, defined in Eq.
~57a!, are of order 1. The smallest modal eigenvalues occur
near cutoff, and are of the order ofA( k̄/H). If this quantity
were used to construct dimensionless versions of allb’s, the
dimensionless counterpart of the term in@ # in Eq. ~57a!
would be multiplied byL. Thus, the dominant contributions
of the functionsSmk arise from the regions wherew is of
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order L21/2. When L@1, an asymptotic series representa-
tion of the integral in Eq.~53! is possible. We convert thek̄8
integral in Eq.~53! to aw integral, extend the limits of thew
integration to6` ~since the dominant contribution will arise
nearw50 in any case!, express the coefficient ofSmk in the
integrand as aw power series, and integrate term by term.

For k5m, the integrand of Eq.~53! vanishes ifk̄5k̄8.
The leading terms of the power series are

wbmS ]

]k̄ D Jm~bm ,k̄,z!1w2
1

bm
S ]2

]k̄2D Jm~bm ,k̄,z!, ~58a!

and only the second term will survive thew integration.
WhenkÞm, the leading term is simply

1

2bm
@Jk~bkk̄,z!2Jm~bmk̄,z!#. ~58b!

After performing the relevantw integrations, we find that the
leading terms of the asymptotic evaluation of the integral in
Eq. ~53! neark̄5k̄8 produce the approximate equation

]

]z
Jm~bmk̄,z!5DmS ]2

]k̄2D Jm~bmk̄,z!

1(
k

Dmk@Jk~bkk̄,z!2Jm~bmk̄,z!#.

~59a!

The coefficientsDm andDmk are best evaluated in terms of
the normalized scattering functionsS̄mk , defined in Eq.
~58b!, in order to display their dependence on the parameters
of the problem

Dm5
^m2&k0

4

16pLbm
4 E

2`

`

dw̄ w̄2S̄mk~w̄2!, ~59b!

Dmk5
^m2&k0

4L

8pbmAbkbm
E

2`

`

dw̄ S̄mk@L2~bm2bk!
21w̄2#.

~59c!

Equation~59a! suggests that power is scattered between the
mth modes and other modeskÞm, and diffuses spectrally
within the mth mode. When this expression is integrated
over all wave numbers, it produces the right-hand side of
modal power equation~55b!, which of course does not re-
flect the spectral diffusion within a mode. However, this dif-
fusion process~or its spatial counterpart in thex direction! is
indeed responsible for the difference between thex-
independent model discussed in connection with Eq.~56!
and the three-dimensional model in Eq.~55!.

It should be emphasized that Eq.~59a! is probably valid
only for very large values of the range, although the manner
in which that equation was derived does not indicate this.
Recall that this expression is but the first term of an
asymptotic series in 1/L, whose coefficients containk̄-
derivatives ofJm of increasing order. Thus, ifJm is highly
concentrated in wave-number-space, as would be the case
near a perfectly coherent plane-wave source, these neglected
terms will be important. Such concentrations would nonethe-
less be moderated at sufficiently large ranges.

To complete the discussion, we indicate that an identical
treatment can be applied to Eq.~43a!, except that the defini-
tion of the functionw must be modified to read

w25 1
2@12k̄k̄82A~12k̄2!~12k̄82!#. ~60a!

This produces the following expression for the leading terms
in the asymptotic evaluation of the right-hand member of Eq.
~43a!:

R5DmS ]

]k̄ D ~12k̄2!1/2S ]

]k̄ D Jm~bmk̄,z!1(
k

Dmk~1

2k̄2!21/2@Jk~bkk̄,z!2Jm~bmk̄,z!#. ~60b!

This expression reduces to Eq.~59a! when k̄!1. The differ-
ence between the two expressions indicates the leading cor-
rections that arise in the departure from the parabolic limit.

V. SUMMARY AND DISCUSSION

The central general results of this paper are the differen-
tial equations~25d! and ~30e!, and more so their simplified
versions, Eqs.~27d! and ~33!. These equations govern the
range evolution of the ensemble-averaged spectral fields and
coherences of one-way propagating modes in a stratified
volume-scattering channel.

The fully coupled equations~25d! and~30e! are subject
only to the condition (k̄Lz)

2^m2&!1, which guarantees that
the requirements in Eq.~19! can be met simultaneously. The
requirement of Eq.~19b! justifies retaining only two terms in
the perturbation solution. The requirement of Eq.~19a!,
which warrants the independent averaging of the stochastic
fields and the stochastic medium properties, results in the
‘‘resolution’’ caveat stated following Eq.~22!: The equations
will not predict features whose range scale is finer than the
range correlation lengthLz , because our treatment of the
stochastic problem is intrinsically incapable of making pre-
dictions on these scales. This limitation is ‘‘enforced’’ by
smoothing of the solution of these equations by a sliding
average over a windowDz@Lz .

The much-simplified version given in Eqs.~33! elimi-
nates many of the modal interactions whose long-scale aver-
age is zero because they take place on scales shorter than the
lengthLg—Eq. ~23!—dictated by the smallest separation be-
tween the modal eigenvalues. This simplification is not man-
dated by statistical considerations but by a restricted interest
in the long-term features of the solution. Indeed, it can be
undertaken meaningfully only when the smoothing which it
entails does not affect the long-term behavior of the solutions
of interest, which takes place on the scaleLp , Eq. ~19b!.
This imposes the much more severe restriction
k̄3H2Lz^m

2&/p2!1 on the propagation regime.
The above limitations on range resolution are also mani-

fest in the transverse resolution: the solutions of the equa-
tions can only resolve transverse variations~or the corre-
sponding wave-number-spectra! on scales which satisfy Eqs.
~39! and~40!. However, the simplified equations can always
be used to treat transversely homogeneous beams, or to com-
pute transversely integrated beam features~such as the total
modal power!.
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Modal theory has largely been concerned with the analy-
sis of the coupled-power equations. The use of the differen-
tial equation~33b! to study this feature is restricted only by
the neglect of the evanescent components of the spectrum.
For this reason, considerable emphasis has been placed in
Sec. IV on the behavior of the transverse spectral density
^Jm(k,z)& of the modal power, which is governed by Eq.
~43a!, and the related problem of the modal coherence of an
erstwhile-coherent plane wave, whose spatial coherence is
governed by Eq.~44b!. However, the more important impli-
cations of this discussion concern the viability of the com-
monly used approximate parabolic version of the equations
which govern modal propagation in spatial coordinates.
These equations can be obtained from the present formula-
tion by an inconsistent limiting process, in which the quan-
tity gm[A(bm

2 2k2) is replaced by a two-term expansion in
the refractive term, and by the one-term expansion in the
scattering term. This eventually produces an approximate
equation for the modal power, Eq.~47a!, which indicates that
the total power is conserved and equipartitioned among the
propagating modes. Although Eq.~43a! conserves the total
power, we are not able to derive from it an exact equation for
the modal power. However, we show here that a consistent
use of the two-term expansion in both the diffraction terms
and the scattering terms produces approximately Eq.~55! for
the total power: this equation also conserves the total power,
but predicts that its asymptotic distribution is proportional to
the modal eigenvalues, rather than uniform.

In future publications we plan to extend the spectral
analysis to surface scattering, and also to situations where the
vertical spectrum consists of both discrete and continuous
components.
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This paper describes some of the theory and implementation issues of modeling the backscattered
energy from cylindrical or spherical objects lying on the seabed. The model utilizes a single-scatter
approximation; this approximation is compared to full multiple scattering solutions to verify its
accuracy. The effects of various parameters such as grazing angle of the incident energy, receiver/
scatterer geometry, and the bottom half-space geoacoustic parameters are investigated numerically.
The paper is concluded with a comparison of modeled time series with experimental scattering data
obtained for a steel-shelled cylinder and a solid aluminum sphere lying on a sandy seabed.
@S0001-4966~98!04612-8#

PACS numbers: 43.30.Gv, 43.30.Dr@DLB#

INTRODUCTION

When a scattering object is near an interface, the inter-
face will modify the field incident upon the object and will
also modify the field scattered by the object. There are, in
fact, an infinite sequence of interactions between the object
and the interface. The ‘‘single-scatter’’ approximation~SSA!
is achieved by modeling the scattering from the object as a
free-space scattering process and including the effects of the
interface on modeling the incident field and the propagation
of the scattered field; only single scatterings from the object
are modeled. This type of approximation has been used by
other authors~e.g., Refs. 1, 2! for object/waveguide scatter-
ing problems. For the case of an object lying on the seabed
we expect this approximation to be accurate for the specular
reflection. However, it is not clear that this approximation
will properly describe the effect of the seabed on the propa-
gation of energy which propagates circumferentially about
the object. One would expect that the character of the cir-
cumferential waves could be changed along the portion of
the object on or very close to the seabed. There are methods
which model all the interactions between the scattering ob-
ject and the interface for proud, buried, or partially buried
objects.3–8 In this paper we follow the approach of Refs. 3
and 4 in deriving full multiple scattering solutions for an
infinite cylinder and sphere on the seabed. We will use these
solutions to show that the single-scatter approximation,
which is faster computationally, is very accurate for all por-
tions of the backscattered time series. We will show in the
temporal domain how the interface changes the nature of the
signal backscattered by the object. Finally, we compare our
model results~both in the spectral and temporal domains!
with experimental data obtained from a water-filled cylindri-
cal shell and for an aluminum sphere lying on the sea bot-
tom.

I. THEORY

Solutions for scattering from cylinders and spheres in
free space are most readily constructed in terms of the ap-
propriate special functions; radial Bessel or Hankel functions
with azimuthal trigonometric functions in the case of the
cylinder and spherical Bessel or Hankel functions with

spherical harmonic functions in the case of scattering from a
sphere. However, the modeling of propagation in a two half-
space environment is most easily described in terms of wave
functions with vertical and radial dependencies. Thus the
functions which most easily describe the propagation process
are not the same as those which most easily describe the
scattering process. In order to compute the scattering solu-
tions for an object near an interface, it will be necessary to be
able to express the functions of the one representation in
terms of the other. Below, we outline the necessary transfor-
mations for the two-dimensional infinite cylinder case and
for the three-dimensional spherical case.

A. Incident field

We take the source to be sufficiently distant from the
cylinder or sphere that the incident field can be approximated
as direct and interface-reflected plane waves~see Fig. 1 be-
low!. Thus we can consider the incident field to have the
form

pinc5expS i
v

c
@z cosf inc1x sin f inc# D

1G inc~v,f inc!expS 22ia
v

c
cosf incD

3expS i
v

c
@2z cosf inc1x sin f inc# D , ~1!

where G inc(v,f inc) is the plane-wave reflection coefficient
for the angle of incidencef inc , a is the radius of the cylinder
or sphere, and exp@22iav/c cos(finc)# accounts for the phase
difference between the direct and reflected wavefronts~note
that with our definition off inc , cosfinc is negative!. It is
straightforward, by using a distribution of generalized plane
waves of the form of Eq.~1!, to generate more general inci-
dent fields.

B. Scattered field

We will concentrate on the derivation of the full mul-
tiple scattering solution for the sphere above or on the sea-
bed. The derivation of the solution for the infinite cylinder is
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similar in approach, with only a difference in some of the
details. Some of the results will be merely stated for this
case.

For the sphere we can write

psc5 (
n50

`

(
m50

n

tnhn~kR!qnmPn
m~cosf!cos~mb!, ~2!

whereqnm are the coefficients for the incident field

pin5 (
n50

`

(
m50

n

qnmPn
m~cosf! j n~kR!cos~mb!, ~3!

andk[v/c. The scattering coefficients,tn , are determined
from the solution of the continuity equations at the spherical
shell’s interfaces.9 We have used the simplification in Eq.~3!
that the incident plane wave is propagating along the direc-
tion b inc50.

We now follow Refs. 3 and 4 in deriving a multiple
scattering solution for a sphere on a seabed. Let us consider
a single azimuthal order,m, for the sphere~the sphere/seabed
scattering problem is azimuthally symmetric!. We can write
the outgoing scattered field from the sphere, above the inter-
face, in the form

pm
sc5 (

n15m

N

an1 ,mhn1
~kR!Pn1

m ~cosf!, ~4!

where we have truncated the infinite sum. The spherical co-
ordinates (R,f) are based with respect to the center of the
sphere. The vertical plane-wave decomposition of the terms
in Eq. ~4! is for z.0,

hn~kr !Pn
m~cosu!5 i n2mE

0

` pJm~pz!e1 igz

kg
Pn

mS 2g

k Ddp,

~5!

and forz,0

hn~kr !Pn
m~cosu!5 i n2mE

0

` pJm~pz!e2 igz

kg
Pn

mS 1g

k Ddp

~6!

with g[Ak22p2. The upgoing wave field resulting from the
reflection off the seabed of the term of Eq.~6! is

Un1

m 5 i n12mE
0

`

Jm~pr !e2igaG~p!Pn1

m S 1g

k D eigz

kg
p dp,

~7!

where G(p) is the plane-wave reflection coefficient. Now
using the expansion10 that

Jm~pr !eigz5 (
n25m

`

i n22m~2n211!
~n22m!!

~n21m!!

3Pn2

m ~cosf!Pn2

m S 1g

k D j n2
~kR!, ~8!

we can write

Un1

m 5 i n12m (
n25m

N

i n22m~2n211!
~n22m!!

~n21m!!
Pn2

m ~cosf!

3 j n2
~kR!E

0

`

Pn2

m S g

k D Pn1

m S g

k D G~p!e2iga

kg
p dp,

~9!

where (R,f) are the spherical coordinates corresponding to
the cylindrical coordinates~r,z!. Thus the conversion matrix
from the v outgoing coefficient into theu incoming coeffi-
cient, for them azimuthal order, is given by

Cuv
m [ i v2mi u2m~2u11!

~u2m!!

~u1m!!
Pu

m~cosf! j u~kR!

3E
0

`

Pu
mS g

k D Pv
mS g

k D G~p!e2iga

kg
p dp. ~10!

If we systematically write down the multiple interactions
between the interface and the sphere and letpinc denote the
vector of incident coefficients, then

pout,m5~T1TCT1TCTCT1¯ !pinc,m

5~T212Cm!21pinc,m, ~11!

whereT denotes the diagonalT-matrix for free space scatter-
ing with the lastN2m11 entries. Its diagonal elements are
the tn of Eq. ~2!. The incident field includes the seabed re-
flected component as well as the direct component. The vec-
tor of coefficientspout,m expresses the scattered field in the
neighborhood of the sphere in terms of the spherical basis
set. In order to propagate this field to a receiver location the
vertical plane-wave decomposition, Eq.~6! is used and the
seabed reflection incorporated as was done in Eq.~7!, yield-
ing the pressure field,pm(r ,z) for the mth angular order.
Finally the azimuthal sum of these fields yields the field in
the water column.

p~r ,z,b!5 (
m50

N

empm~r ,z!cos~mb!, ~12!

FIG. 1. Schematic of incident and scattering geometry.
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wheree51 for m50 and is equal to two otherwise. For the
backscattering geometryb5p.

For an infinite cylinder the derivation is similar, just the
details of the special functions are different; the incident field
is written in the form

pinc5 (
n52N

N

anJn~kr !einu, ~13!

and the scattered field in the form

psc5 (
n52N

N

bnHn~kr !einu. ~14!

The scattered field components are then rewritten in terms of
a plane-wave decomposition,

Hn~kr !einu5
e2 inp/2

p E
2`

` ei ~kxxR1gzR!

g
einc dkx , ~15!

andz,0,

Hn~kr !einu5
e2 inp/2

p E
2`

` ei ~kxxR2gzR!

g
ein~p2c! dkx ,

~16!

wherec[cos21(g/k).
The effect of the seabed reflection is incorporated into

the expansion of Eq.~16! and the plane waves of the integral
representation are expanded in terms of Bessel functions.
This allows for the determination of the conversion matrixC
which is given by

Cuv5 i ~u1v !E
2`

`

G~kx!
e2igae2~u1v !c

gp
dkx . ~17!

As for the spherical case we can write an expression for
the overall field scattered by the cylinder in the form,

pout5~T212C!21pinc, ~18!

where the incident field includes the reflection off the sea-
bed. The seabed is also accounted for in the propagation of
the scattered field to the receiver.

The single-scatter approximation results from settingC
or Cm equal to zero in Eq.~18! or Eq. ~11!. Thus the scat-
tered fields from the cylinder or sphere are simply modeled
by the free-spaceT-matrix. However, the effect of the seabed
is included in the propagation of both the incident and scat-
tered fields. The incident field is taken to be the coherent
sum of the direct and seabed reflected plane waves; these
plane waves are then expanded in terms of the incoming
Bessel functions~spherical or cylindrical!. The resultant scat-
tered fields are then decomposed into plane waves and the
downgoing portion~i.e., the decomposition forz,0) is ap-
propriately reflected off the seabed interface.

II. NUMERICAL SIMULATIONS

We will consider two basic cases; a generalized plane
wave ~i.e., the direct and reflected plane waves coherently
combined! incident upon an infinite cylindrical shell resting
on the oceanic bottom and a generalized plane wave incident
upon a sphere resting on the bottom. For the infinite cylinder,

the broadside geometry is considered. The numerical ap-
proach is basically the same in the two cases; the incident
field and the scattered field incorporate the effect of the sea-
bed reflection as discussed above. For the full multiple scat-
tering solution, the free-space scattering matrix is augmented
with the computed conversion matricesCuv

m or Cuv in the
manner of Eq.~11! or Eq.~18!; for the single-scatter solution
these matrices are not computed and are simply set to zero.
In order to compute time domain signals, we compute the
scattered signal at a receiver as a function of frequency and
then Fourier synthesize the time domain signal. The Ricker
wavelet~center frequency equals 7 kHz! which is used as the
incident pulse in the simulations is shown in Fig. 2.

A. Water-filled cylindrical shell

In this first example we consider a 6-mm-thick steel-
shelled cylinder of radius 0.25 m. The steel is taken to have
the parameters:Cp55950 m/s, Cs53240 m/s, and r
57700 kg/m3. The interior of the cylinder is taken to be
filled with water. The cylinder lies on a sandy bottom for
which we use the parameters:Cp51710 m/s, r
51800 kg/m3, and we take the shear speed to be zero. The
sound speed in the water was taken to be 1510 m/s.

For the curves of Fig. 3 we vary the angle of the receiver
with respect to the cylinder center from 3° to 12° in steps of
1.5° ~in Fig. 1 we showed an angle of incidence,f inc mea-
sured off the vertical axis; for the remainder of this paper,
angles will be measured off the horizontal axis! and compute
the received time series at a range of 7.5 m using the single-
scatter approximation. The curves have been normalized by
the maximum amplitude of the first curve. As can be seen,
the specular reflection portion of the time series shows the
most variation. For the range of angles considered in the
computations there is a widening of the specular pulse until
about 10.5° at which point the specular reflections propagat-
ing along the direct and interface reflected paths begin to
become distinguishable. There is a slight increase in ampli-
tude going from the first to second curve, and then the am-
plitude of the specular portion of the signal steadily de-
creases. In order to show the accuracy of the single-scatter

FIG. 2. Source wavelet used in computations.
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approximation, we repeat the computations for the first and
last curves of Fig. 3 using both the single-scattering and the
full multiple scattering solution. For both receiver angles, the
curves of Fig. 4 have been normalized by the maximum am-
plitude of the single-scatter solution. As can be seen, the
single-scatter time series~dashed line! are very close to those
of the full multiple scattering solution~solid line! for both
the specular and circumferential arrivals.

We now fix the angle of incidence and the receiver angle
to be 4.5° and consider variations of the bottom sediment.
The sediment properties are varied in the following fashion:
csed515101( j 21)310 m/s and the density is fixed atr
51.0 g/cm3. The resulting normalized time series~normal-
ized by the peak amplitude of the first curve! are shown in
Fig. 5 ~it should be noted that the amplitude of the first curve
of Fig. 3 is very close to that of the last curve of Fig. 5, but
because of the different normalizations across the sets of
curves this is not apparent!. There is a doubling of amplitude

in going from the first curve~free-space result! to the second
curve with only a 10 m/s sound speed jump at the bottom.
Over the subsequent curves there is a slower increase in am-
plitude and an increase in the amplitude of the second posi-
tive peak in the specularly reflected pulse~i.e., the shape of
the specular reflection changes!. Time series computed with
higher sound speeds in the bottom showed very little change
from the latter curves of Fig. 5.

We have shown in these numerical simulations that for
low grazing angles~both for the incident energy and the
angle of the receiver with respect to the scatterer! the scat-
tering of energy off the bottom interface can increase the
backscattered levels significantly from the free-space results.
Also the shape of the specular reflection is changed as a
consequence of the coherent interference between direct and
bottom reflected energy. For low grazing angles, the back-
scattered signal is almost invariant to the sediment param-
eters except for sound speeds very close to the water value.
This is because a small grazing angle becomes subcritical for
only a small sound speed contrast at the bottom. After the
angles of incidence and the receiver angle are subcritical, the
bottom characteristics have a very small effect on the reflec-
tion processes in the water column. The above results are for
a particular incident pulse and a particular cylinder radius.
These effects will probably be different for significantly
higher centre frequencies or for larger scattering objects for
which the direct and bottom paths will start to become re-
solvable in the time domain.

B. Solid aluminum sphere

We now repeat the numerical simulations of the previ-
ous subsection but for a 0.3-m radius, solid aluminum
sphere. For the sphere we use the valuescp56380 m/s,cs

53100 m/s, andr52790 kg/m3. The bottom sediment has
the parameters of the previous subsection. In Fig. 6 we show
the backscattered time series for a fixed angle of incidence of
3° and for the angle of the receiver varied. The trend of this
figure is the same as in the cylinder case—there is a widen-
ing of the specularly reflected pulse with increasing angles—

FIG. 3. Variation of backscattered time series as a function of receiver angle
for an angle of incidence of 3°; receiver angles indicated on plots.

FIG. 4. Comparison of time series computed using the full multiple scatter-
ing solution~solid line! and the single-scattering solution~dashed line! for a
cylinder for receiver angles of~a! 3° and~b! 12°.

FIG. 5. Variation of backscattered time series from cylinder as a function of
bottom sound speed.
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for the case of varying the receiver angle, the direct and
reflected portions of the specularly reflected pulses start to be
distinct in the time domain. There is also a variation in am-
plitude of the backscattered signal with respect to angle. An
interesting feature of the backscattered signal from the alu-
minum sphere is that for these low incidence and receiver
angles, the reflected pulse ‘‘appears’’ to be the negative of
the source pulse. This is the opposite of what one would
expect in free space. Thus in this case, the presence of the
bottom interface has dramatically changed the character of
the specularly reflected pulse. The second pulse which is
evident in the time series is a wave which has traveled cir-
cumferentially around the sphere; this particular wave is re-
ferred to as the Rayleigh wave in the scattering literature.9

In order to investigate the accuracy of the single-
scattering approximation for scattering from a sphere on the
seabed, we repeat the computations for the first and last
curves of Fig. 6 using both the single-scatter and full-
multiple scattering solutions. The curves for both receiver
angles have been normalized by the maximum amplitude of
the single-scatter time series. As can be seen from Fig. 7, the
two computed curves, for both receiver angles, are very simi-
lar.

We now examine the variation of the backscattered time
series as a function of the bottom sediment. We use the same
sets of sediments as in the study of the water-filled cylinder.
The resulting sets of time series are shown below in Fig. 8.
As with the cylinder, the presence of the seabed significantly
increases the backscattered amplitude from the free-space re-
sults~the first curve in Fig. 8!. In Fig. 8 a gradual transition
of the specular pulse shape due to the increasing sediment
sound speed can be seen. There is a gradual change in the
features of this pulse, such that the resulting pulse of the last
curves seems to be the negative of the free-space pulse when
shifted by a fraction of a millisecond.

III. REAL DATA EXAMPLES

During October/November 1996 the SACLANTCEN
Mine Countermeasures Group performed sonar/object scat-

tering measurements near the island of Elba. We will con-
sider data obtained for a water-filled cylinder and a solid
aluminum sphere lying on a sandy bottom. A parametric
source was mounted on a 3.7-m high tower and was typically
40–50 m away from the scattering object. This resulted in an
effective grazing angle of approximately 4°. A receiving hy-
drophone was positioned 6–7.5 m in front of the object by a
diver; this hydrophone is very approximately along an imagi-
nary line from the object to the top of the tower. The same
type of experiment setup was used for free-field measure-
ments described in Ref. 11.

For the modeling, we use the single-scatter approxima-
tion; as was shown in the numerical examples, this approxi-
mation agrees very well with the full multiple scattering so-
lution, but is significantly computationally faster.

A. Water-filled cylinder

The cylindrical shell used in these experiments is the
same as that used in previous scattering experiments.11 It is 2

FIG. 6. Variation of backscattered time series from sphere as a function of
receiver angle for an angle of incidence of 3°; receiver angles indicated on
plots.

FIG. 7. Comparison of time series computed using the full multiple scatter-
ing solution~solid line! and the single-scattering solution~dashed line! for a
sphere for receiver angles of~a! 3° and~b! 12°.

FIG. 8. Variation of backscattered time series from sphere as a function of
bottom sound speed.
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m long and has a radius of 0.25 m. The shell is steel and is 6
mm thick. The cylinder is filled with water. We consider the
cylinder when it is in the broadside position with respect to
the receiver and incident beam. The finite cylinder is mod-
eled as an infinitely long cylinder; this is a good approxima-
tion for the frequencies and receiver range of this
experiment.11 The source pulse was approximately that of
Fig. 2; however, instead of explicitly modeling the source, a
recorded direct arrival pulse shape from the experiment of
Ref. 11 was used. We did not use the recorded incident
pulses from the present experiment because these pulses of-
ten included some bottom-reflected energy. For the data
shown below, the source was located 44.5 m away from the
cylinder.

In general, there is uncertainty with respect to some of
the details of the experimental geometry. The receiver~ref-
erence! hydrophone was aligned between the source and tar-
get by having divers run a line from the tower to the target
and suspending the hydrophone from this line. Even with
this system, there may not have been perfect alignment be-
tween the source, hydrophone, and target due to slack in the
line and currents in the water. The incident beam~which has
a beamwidth of approximately62.5°! may have not been
perfectly aligned with the imaginary line between the hydro-
phone and object center. Because of these geometrical uncer-
tainties, it was decided to compare normalized data and
model time series~i.e., the absolute amplitude of the back-
scattered signal is not modeled!.

We assume that the hydrophone was located at an angle
of 4° with respect to the cylinder center and at a range of 7.5
m. We will take the bottom to have a compressional velocity
of 1710 m/s and a density of 1800 kg/m3. In Fig. 9 we plot
the recorded time series for the incident beam oriented at
3.5°. The amplitude of the time series has been normalized
by the peak amplitude. There were other time series from
this site and, although they are all fairly similar, there was
some experimental variation in the details of the specular
reflection.

In Fig. 10 we show the spectrum of the energy for the
angle of incidence equal to 3.5°~solid line! and the resulting
model spectra using:~1! a homogeneous free-space model

~in fact, we use the SSA with zero impedance jump at the
bottom!; ~2! the SSA model for the seabed. The free-space
model correctly predicts the features of the spectrum but
does not exhibit the correct amplitude trend. The SSA model
is in better agreement, although there is still a difference in
levels for the higher frequencies.

In Fig. 11 we show a similar comparison in the time
domain. The modeled and experimental time series are posi-
tioned with respect to each other by aligning the positions of
their maximum peak amplitudes~the maximum absolute val-
ues!. As can be seen, the agreement between the data and the
SSA model is very good and the SSA model has done a
better job than the free-space model in predicting the back-
scattered signal.

B. Aluminum sphere

The aluminum sphere used in the experiments had a
radius of 0.3 m. We use the following parameters for alumi-

FIG. 9. Time series for backscatter from cylinder.
FIG. 10. Comparison of experimental~solid! and modeled~dashed! spectra
for scattering from water-filled cylinder:~top! free-space model~bottom!
single-scatter model.

FIG. 11. Comparison of experimental~solid! and modeled time series
~dashed! for ~top! free-space model~bottom! single-scatter model.
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num: cp56380 m/s,cs53100 m/s, andr52790 kg/m3. In
Fig. 12 we show two experimental time series~normalized to
have unity peak amplitude!. These time series are from two
different days, sites, and experimental geometries. The first
series was from a sandy bottom and the case the bottom was
covered with a Mediterranean seagrass called Posidonia. The
receiver was located approximately 6 m from the sphere in
this case. Despite the different locations and somewhat dif-
ferent geometries, the experimental time series are very simi-
lar.

In Fig. 13 we show the experimental power spectrum of
the backscattered signal~solid line! and the modeled spectra
using a free-space model in Fig. 13~a! and using the SSA in
Fig. 13~b!. There is a slight improvement in the spectral
amplitudes using the SSA. One noticeable feature in both
Figs. 13~a! and 13~b! is the fact that the nulls predicted by
the models are displaced from the experimental nulls. We
have used an angle of incidence of 5° and a receiver angle of
3° in our numerical computations. We note that for frequen-

cies above about 13.0 kHz there is evidence of numerical
oscillations in the model curves.

In Fig. 14 a comparison between the experimental and
modeled time series is shown using first a free-space scatter-
ing model and then using the single-scatter model. The ex-
perimental and modeled time series have been positioned in
time by aligning the peak amplitude of the specular reflec-
tions. In the case of the free-space model the modeled time
series seems to be almost 180° out of phase with the experi-
mental series which is consistent with the results and discus-
sion of the simulations of Sec. II. From those simulation
results~particularly, Fig. 8! it can also be seen that the peak
amplitude of the free-space series should probably be aligned
with the the first positive peak of the experimental data. The
modeled time series using the single-scatter approximation is
in very good agreement with the experimental data; however,
it can be seen that the predicted Rayleigh wave arrival is
slightly too fast. This is probably related to the null mis-
match in the spectral domain.

We now repeat the analysis for the second site which is
an area of the sea plant Posidonia. In Fig. 15 we show a
comparison between the modeled and the experimental spec-
tra. In this case, the nulls predicted by the models are even
more displaced from the experimental nulls than for the pre-
vious site. Since the sphere is the same in both experiments,
it would seem that either the geometry or the environment is
affecting the spacing of these nulls, although changing the
geometrical inputs to the model did not significantly improve
the agreement. In Fig. 16 we show the comparison between
the experimental and modeled time series, first using a free-
space model and in the lower graph the SSA. Once again, the
SSA correctly predicts the specular reflected pulse, while the
free-space prediction appears to be almost 180° out of phase.
It also predicts the Rayleigh pulse well in terms of shape but
the arrival time is somewhat fast. The reason for this is not
known; perhaps, it is some environmental effect~e.g., a
slight settling of the sphere into the sediment, the presence of
Posidonia, etc.!, which is not correctly modeled. We can also
improve the model results of the SSA by using a lower shear

FIG. 12. Time series for scattering from aluminum sphere—different geom-
etries and sites:~top! site 1; ~bottom! site 2—Posidonia.

FIG. 13. Experimental~solid! and modeled~dashed! spectra for aluminum
sphere at site 1:~top! free-space model;~bottom! single-scatter model.

FIG. 14. Experimental~solid! and modeled~dashed! time series for site 1:
~top! free-space model;~bottom! single-scatter model.
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speed for aluminum~say 2900 or 3000 m/s! which effec-
tively decreases the speed of the Rayleigh pulse.

In these figures we have aligned the modeled and experi-
mental time series by aligning the absolute peak values.
However, since the free-space results and SSA results are
computed identically~the free-space result simply has no ve-
locity or density jump at the interface! we can compare these
series directly, which we do in Fig. 17. This emphasizes the
previously discussed fact that the presence of the interface
enlarges or diminishes certain features of the free-space
specularly reflected pulse. The resulting pulse is not the
negative version of the free-space pulse but only appears to
be if one shifts the peak values in time by a small amount.
The Rayleigh arrival looks quite similar for the two models
and the relative arrival time of this pulse is the same in both
cases.

Thus for the sphere we have seen that the model does a
very good job in predicting the shape of the specular reflec-

tion. The Rayleigh arrival is also correctly predicted in terms
of shape, but the model predicts a slightly earlier arrival time
than is seen in the experimental data. This discrepancy was
more significant for the second site~Posidonia site! than for
the first.

IV. SUMMARY

In this paper a single-scattering method has been used to
model scattering from cylinders and spheres lying on a sea-
bed. This approximation was compared to the full multiple
scattering solution and was found to be very accurate~for the
geometries, frequencies, etc. considered in this paper!. It was
found that for shallow incidence and receiver angles, the
amplitude and shape of the backscattered signal were signifi-
cantly affected by the seabed. For these small angles, only a
small velocity jump at the seabed is required to produce
significant differences in the backscattered signal from the
free space case. For larger impedance jumps, the backscat-
tered signal is almost invariant to the sediment parameters.

We then modeled experimental data and had very good
agreement. In the case of a water-filled cylindrical shell we
showed good agreement with the entire signal. For a solid
sphere we also had very good agreement in the time domain,
although there was significant mismatch in the null structure
in the spectral domain. In particular, the shape of the specu-
larly reflected pulse which appears to be the negative of the
incident pulse~not a positive reflection as one would expect!
is correctly predicted by the model. However, the modeled
arrival time for the Rayleigh pulse was a little too fast; this
mismatch was larger for the second~Posidonia! site. The
reasons for these mismatches are not known.
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Benchmarks of plane wave bottom reflection loss versus grazing angle are presented at three
frequencies~1.5, 15, and 150 Hz! for four different bottom types. Each bottom type comprises a
layered fluid sediment representing either sand or mud, overlying a uniform solid substrate
~mudstone or basalt!. The benchmarks are calculated using exact analytical solutions where
available~primary benchmarks! or the numerical model SAFARI-FIPR~secondary benchmarks!.
The accuracy of the secondary benchmarks is demonstrated by comparison with alternative solution
methods~diagnostics!. The sensitivity to the assumed density profile is examined for one of the
bottom types. ©1998 Acoustical Society of America.@S0001-4966~98!02212-7#
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INTRODUCTION

Accurate prediction of bottom reflection loss is an essen-
tial ingredient to underwater sound propagation modeling be-
cause of the cumulative effect of repeated bottom interac-
tions, especially in shallow water. Here we consider a
layered fluid sediment overlying a uniform solid substrate
using two different sediment profiles: a straightforward lin-
ear k2 profile and a more realistic BLUG~bottom loss up-
grade! profile often used to represent measured geoacoustic
data.1,2

For the lineark2 profile an exact analytical solution is
known3 which we evaluate. Following the convention of
Buckingham and Tolstoy,4 we refer to evaluations of this
exact solution asprimary benchmarks because no approxi-
mations are made other than computer rounding errors. For
the BLUG profile no such solutions are available and instead
we use the numerical model SAFARI-FIPR5 ~hereafter re-
ferred to as FIPR! to predict bottom loss as a function of
angle and frequency for various bottom types. The FIPR pre-
dictions are referred to assecondarybenchmarks because,
although the computational method is exact, it requires the
sediment to be discretized on a finite depth grid and must be
checked for convergence. In addition to these convergence
checks, secondary benchmarks are also checked for accuracy
by comparison with approximate analytical solutions or ‘‘di-
agnostics.’’ Although approximate, these diagnostics provide
asymptotic precision checks in high and low frequency lim-
its. The purpose of the benchmarks is to provide a set of
ground truth reference solutions against which the accuracy
of other models can be assessed.

We acknowledge the limitation imposed by neglecting

sediment rigidity.6 It is hoped to extend the results in the
future using methods developed for a solid sediment.7,8

Section I describes four geoacoustic environments and
this is followed by benchmark results for each environment
in Sec. II. In Sec. III we examine sensitivity to the density
profile for one of these environments. The Appendix con-
tains a description of the analytical solutions.

I. ENVIRONMENTS

A. BLUG profile

1. Tabulated results

We consider plane waves incident from the ocean on a
fluid sediment layer overlying a solid substrate. The ocean is
modeled as a uniform lossless fluid of sound speed 1500 m/s
(c1) and density 1 g/cm3 (r1). The sediment layer has a
BLUG sound speed profile~also known as ‘‘Low Frequency
Bottom Loss’’ or LFBL and frequently used to represent
measured data1,2,9! given by

c2~z!5@~11b!2c0
212~11b!c0g0z#1/22bc0 , ~1!

and a linear absorption profile so that the attenuation coeffi-
cient a ~in dB per wavelength! is

a2~z!5~K01K8z!c2~z!, ~2!

whereK0 andK8 are constants determining the surface value
of the sediment attenuation coefficient~in dB per meter per
hertz! and its gradient. The parametersc0 andg0 in Eq. ~1!
are the sound speed and its derivative at the surface~the top
of the sediment, i.e.,z50). The second derivative, deter-
mined by the constant dimensionless parameterb, decreases

TABLE I. Sediment parameters.

Sediment Thicknessh(m) c0 /c1 g0(/s) b K0(dB/m Hz) K8(dB/m2 Hz)
Density

r2(g/cm3)

A ~mud! 200 0.996 1.7 10.86 3.031025 11.531027 1.92
B ~sand! 20 1.091 20.0 20.97 3.031024 26.031027 1.80
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monotonically in magnitude with increasing depth from its
surface value2g0

2/c0(11b). The acoustic properties of the
BLUG profile are described by Ainslie and Robins.10

Two different sediment types are considered~sediments
‘‘A’’ and ‘‘B’’ in Table I !, representing layers of mud~silt-
clay! and sand, respectively.11 A uniform density is assumed
initially for both sediment types. The rather high value for
the density of mud used here is an artefact of the BLUG
database, thought to result from a curve fitting exercise to
match reflection loss data at steep angles; a more realistic
value is considered in Sec. III. Similarly there are two sub-
strate types~1 and 2, see Table II!, based on data from
Hamilton.12 One has a high shear speed, representing basalt
~substrate 2!. Substrate 1 is a softer material with a signifi-
cantly lower shear speed more characteristic of mudstone.
Both substrates satisfy the inequality5

d3

a3
,

3

4 S c3

v3
D 2

. ~3!

The complete environment is made up of the sediment layer
sandwiched between the substrate layer below and water
above, as shown in Table III. Subscripts 1, 2, and 3 in Tables
I–III refer, respectively, to properties in the water, sediment,
and substrate.

B. Linear k 2 profile

By ‘‘linear k2’’ we mean a profile whose wave number
squared varies linearly with depth:

k2~z!5k0~122qz!1/2, ~4!

wherek0 and q are complex constants which we determine
by matching sound speed and attenuation at top and bottom
of the sediment layer~of thicknessh!. Defining the terms

a05a2~0!, ~5!

ah5a2~h!, ~6!

and

ch5c2~h!, ~7!

it follows that

k05
v

c0
S 11 i

a0

40p log eD ~8!

and

2qh512
c0

2~40p log e1 iah!2

ch
2~40p log e1 ia0!2 . ~9!

II. RESULTS FOR UNIFORM DENSITY

A. Primary benchmarks „linear k 2
…

1. Tabulated results

Ainslie3 presents an exact analytical solution for the am-
plitude plane wave reflection coefficient~r! due to a lineark2

profile, the formula for which is summarized here in the
Appendix. We evaluate this formula for all four combina-
tions of sediments A and B and substrates 1 and 2. The
power reflection coefficientur u2 is evaluated at 5° intervals
for three frequencies~1.5, 15, and 150 Hz! and presented in
Table IV. The notation A1, A2, and so on refers to the sedi-
ment and substrate types from Tables I and II in an obvious
fashion. These and all subsequent numerical results are cal-
culated using single precision arithmetic on a microVAX
3100-80. Airy functions required for the implementation of
Eq. ~A12! are evaluated using the NAG13 library routines
S17DGF and S17DHF. These results are referred to as pri-
mary benchmarks and have been checked against two alter-
native solution methods: thePARIS program7,14 which inverts
a small (737) matrix equation to obtain the reflection coef-
ficient, and calls the same two NAG routines; and the FIPR
program5 which implements a numerical method requiring a
fine computational grid and evaluates Airy functions using
the method of Schultenet al.15 FIPR requires that the sedi-
ment layer be represented by a number of sublayers. In each
sublayer the attenuation coefficient~in dB per wavelength!
and the density are fixed and the squared wave number varies
linearly with depth. Successive FIPR runs were carried out
with increasingly fine layering until the results had con-
verged to three decimal places inur u2.

2. Accuracy of primary benchmarks

The accuracy of primary benchmarks is assessed by
comparing them with the predictions ofPARIS and FIPR. The
maximum discrepancy inur u2 compared withPARIS is 0.001.
The maximum discrepancy with FIPR is 0.002, but this oc-
curs only once~A2, 150 Hz, 40°!; in all other cases the
discrepancy is 0.001 or less. We believe the primary bench-
marks are accurate to within a tolerance of60.001.

TABLE II. Substrate parameters.

Substrate

Compressional wave Shear wave

Density
r3(g/cm3)

Speed
c3(m/s)

Attenuation
a3(dB/l)

Speed
v3(m/s)

Attenuation
d3(dB/l)

1 ~soft! 3000 0.3 1400 0.5 2.1
2 ~hard! 4500 0.2 2400 0.5 2.6

TABLE III. Construction of three-layer environment.

Layer i

Compressional wave Shear wave

Densityr iSpeedci Attenuationa i Speedv i Attenuationd i

1 ~water! 1500 m/s 0 0 0 1.0 g/cm3

2 ~sediment! See Eq.~2.1! See Eq.~2.2! 0 0 See Table I
and Table I and Table I

3 ~substrate! See Table II See Table II See Table II See Table II See Table II
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B. Secondary benchmarks „BLUG …

Table V presents secondary benchmarks ofur u2 for the
same four combinations as in Sec. II A but for a BLUG
sediment profile. They are calculated using FIPR and have
been checked for convergence to three decimal places. The
same data~actually reflection loss220 loguru, and on a finer
angle grid! are plotted as solid lines in Figs. 1–4. The dashed
and dotted lines, collectively referred to as ‘‘diagnostics,’’
are approximate analytical solutions used for checking pur-
poses explained in more detail below. The figure in brackets
following the absolute frequency in Hz is the dimensionless
frequencyvh/c1 .

1. Sediment A (mud)

The mud parameters are representative of a deep water
calcareous~silt-clay! sediment with a small sound speed ra-
tio ~less than unity! at the water–sediment interface and a
monotonically increasing sound speed thereafter to 1815 m/s
at a depth of 200 m. Secondary benchmarks are shown in
Fig. 1 ~for substrate 1! and Fig. 2~for substrate 2!.

At high frequencies the appropriate diagnostic is the
Langer approximation described in the Appendix, which is
shown as a dashed line in Figs. 1–4. At 150 Hz, the highest
frequency considered@Figs. 1~a!, 2~a!# there is excellent

TABLE IV. Primary benchmarks for a lineark2 profile: power reflection coefficientur u2 vs frequency and angle.

Sea bed type
A1 A2 B1 B2

Angle ~deg.! 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz

5 0.597 0.963 0.780 0.835 0.963 0.780 0.451 0.671 0.943 0.942 0.478 0.943
10 0.399 0.959 0.518 0.866 0.959 0.518 0.190 0.474 0.907 0.934 0.677 0.907
15 0.308 0.956 0.278 0.887 0.955 0.278 0.073 0.362 0.886 0.940 0.755 0.885
20 0.263 0.931 0.246 0.894 0.896 0.246 0.032 0.297 0.863 0.944 0.791 0.860
25 0.235 0.713 0.183 0.888 0.742 0.183 0.032 0.254 0.805 0.945 0.803 0.796
30 0.214 0.626 0.016 0.867 0.797 0.016 0.048 0.223 0.439 0.941 0.796 0.604
35 0.196 0.425 0.004 0.820 0.908 0.102 0.068 0.199 0.296 0.927 0.765 0.303
40 0.185 0.006 0.013 0.745 0.765 0.224 0.083 0.183 0.220 0.884 0.713 0.682
45 0.192 0.237 0.148 0.743 0.818 0.342 0.089 0.186 0.073 0.698 0.728 0.150
50 0.244 0.201 0.095 0.818 0.687 0.398 0.103 0.233 0.229 0.646 0.793 0.614
55 0.401 0.009 0.112 0.391 0.235 0.008 0.239 0.384 0.085 0.476 0.379 0.030
60 0.654 0.689 0.309 0.286 0.360 0.163 0.772 0.629 0.538 0.478 0.280 0.316
65 0.181 0.173 0.031 0.222 0.216 0.024 0.392 0.178 0.283 0.449 0.220 0.327
70 0.149 0.039 0.220 0.558 0.376 0.461 0.370 0.147 0.181 0.688 0.537 0.478
75 0.133 0.004 0.153 0.292 0.059 0.269 0.368 0.131 0.076 0.587 0.290 0.152
80 0.124 0.039 0.232 0.276 0.136 0.386 0.371 0.122 0.019 0.586 0.276 0.048
85 0.118 0.080 0.020 0.272 0.216 0.027 0.374 0.117 0.005 0.590 0.272 0.026
90 0.117 0.096 0.121 0.271 0.245 0.218 0.375 0.115 0.005 0.592 0.271 0.028

TABLE V. Secondary benchmarks for a BLUG profile: power reflection coefficientur u2 vs frequency and angle.

Sea bed type
A1 A2 B1 B2

Angle ~deg.! 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz 1.5 Hz 15 Hz 150 Hz

5 0.615 0.970 0.829 0.811 0.970 0.829 0.452 0.685 0.949 0.941 0.468 0.949
10 0.419 0.966 0.743 0.859 0.966 0.743 0.191 0.492 0.916 0.934 0.675 0.916
15 0.325 0.964 0.722 0.884 0.964 0.722 0.073 0.379 0.897 0.940 0.755 0.897
20 0.277 0.951 0.228 0.892 0.941 0.228 0.033 0.311 0.879 0.944 0.790 0.878
25 0.248 0.855 0.467 0.886 0.814 0.467 0.032 0.267 0.842 0.945 0.802 0.827
30 0.225 0.533 0.382 0.864 0.729 0.382 0.049 0.234 0.658 0.941 0.794 0.726
35 0.206 0.512 0.009 0.816 0.906 0.096 0.069 0.208 0.122 0.927 0.761 0.040
40 0.194 0.020 0.106 0.739 0.824 0.109 0.083 0.192 0.283 0.884 0.707 0.692
45 0.200 0.189 0.176 0.743 0.767 0.541 0.090 0.194 0.057 0.698 0.728 0.221
50 0.252 0.235 0.180 0.821 0.730 0.431 0.103 0.240 0.219 0.647 0.796 0.617
55 0.409 0.002 0.165 0.399 0.174 0.267 0.240 0.391 0.136 0.476 0.386 0.005
60 0.659 0.688 0.359 0.293 0.365 0.155 0.773 0.633 0.494 0.478 0.286 0.282
65 0.187 0.211 0.211 0.229 0.260 0.247 0.392 0.184 0.294 0.449 0.225 0.338
70 0.155 0.072 0.053 0.563 0.441 0.041 0.370 0.151 0.215 0.688 0.542 0.507
75 0.139 0.006 0.166 0.297 0.061 0.290 0.368 0.136 0.114 0.587 0.294 0.216
80 0.129 0.015 0.061 0.281 0.087 0.105 0.371 0.126 0.042 0.586 0.279 0.093
85 0.124 0.046 0.207 0.276 0.153 0.349 0.374 0.121 0.014 0.590 0.275 0.042
90 0.122 0.059 0.099 0.275 0.180 0.177 0.375 0.119 0.008 0.592 0.274 0.033
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agreement between the solid and dashed lines, confirming
the accuracy of the FIPR benchmarks at high frequency. At
15 Hz small differences appear near normal incidence@Figs.
1~b! and 2~b!#.

At lower frequencies, agreement with the approximate
Langer formula deteriorates as expected, although errors do
not exceed 1 dB even at 1.5 Hz except at steep angles. At
this frequency the sediment thickness is a fraction of a wave-
length and we do not expect the reflection loss to be sensitive
to the detailed sediment profile; we therefore present the pri-
mary benchmark~for a lineark2 profile! as an alternative low
frequency diagnostic for the BLUG profile. This calculation
is shown as a ‘‘dotted’’ line~short dashes! at low frequencies
in Figs. 1–4. Agreement with this second diagnostic is to
within a fraction of a dB@Figs. 1~c!, 2~c!# over the whole
range of angles, providing confirmation of the accuracy of
the FIPR solutions at low frequency.

Notice the very high losses for substrate 1 at 1.5 Hz

@Fig. 1~c!#. At this frequency the sediment is virtually trans-
parent, allowing conversion to shear waves in the substrate
for all angles of incidence due to the low substrate shear
speed~less than 1500 m/s!. The blip seen at 23° for substrate
2 at 15 Hz@Fig. 2~b!# results from the excitation of a Scholte
wave at the sediment–substrate boundary,16 and is accurately
reproduced by the Langer formula.

2. Sediment B (sand)

The parameters for sediment B are typical of a sandy
continental terrace with a high sound-speed ratio and very
high gradient. The sand sediment thickness is ten times
smaller than that of the mud sediment previously considered.

In Figs. 3 and 4 we observe the deteriorating Langer
accuracy at low frequencies as before, although most quali-
tative features are correctly predicted even at 1.5 Hz, corre-
sponding to a dimensionless frequency of just 0.04p. Con-
versely, the accuracy of the lineark2 diagnostic~dotted lines!

FIG. 1. Bottom loss versus angle for a mud sediment overlying a soft
substrate~A1!. The solid lines are benchmarks.

FIG. 2. Bottom loss versus angle for a mud sediment overlying a hard
substrate~A2!. The solid lines are benchmarks.
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increases as expected with decreasing frequency because of
the decreasing sensitivity to the sediment parameters. Notice
the resemblance between Figs. 1 and 3 at the same dimen-
sionless frequency@especially Figs. 1~c! and 3~b!#. One
might expect a similar resemblance between Figs. 2 and 4
but it is less obvious because of the special features associ-
ated with reflection from the hard substrate, such as the
Scholte wave referred to above@Fig. 2~b!# and the strong
evanescent resonance17 near grazing incidence in Fig. 4~b!.

3. Accuracy of secondary benchmarks

The accuracy of secondary benchmarks is assessed by
comparing them with the Langer approximation at the high-
est dimensionless frequency considered~sediment A, 150
Hz; vh/c1540p). The maximum discrepancy found is
0.003. We believe the secondary benchmarks are accurate to
within a tolerance of60.003.

III. SENSITIVITY TO DENSITY PROFILE „MUD
SEDIMENT…

It is commonly assumed that the sea bed can be modeled
using a uniform sediment density, but it is known that effects
due to a density profile are significant when the sediment
thickness~in wavelengths! is of order unity.18 The bench-
marks of Sec. II are for dimensionless frequencies between
O(0.1) andO(100), so significant effects are expected at
intermediate frequencies. To examine the magnitude of these
effects we consider a depth dependence of the form3,18

r2~z!5r0 sech2~hz/2!@12~r8/hr0!tanh~hz/2!#22,
~10!

wherer0 andr8 are the density and its gradient at the top of
the sediment (z50). The constanth determines the curva-
ture.

The method of the Appendix allows for a density profile,
although we do not present primary benchmarks for this

FIG. 3. Bottom loss versus angle for a sand sediment overlying a soft
substrate~B1!. The solid lines are benchmarks.

FIG. 4. Bottom loss versus angle for a sand sediment overlying a hard
substrate~B2!. The solid lines are benchmarks.
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case. Additional secondary benchmarks for a mud sediment
and basalt substrate are shown in Fig. 5~graphs only! for two
different uniform densities~1.92 and 1.51 g/cm3! and one
layered density profile. In order to obtain a realistic profile,
data from Hamilton11 were used to provide a correlation be-
tween density and compressional speed for thick terrigenous
sediments. The solid and dashed lines are for the two uni-
form densities; the dotted lines are for the density profile
described by Eq.~10!, with density increasing from 1.510
g/cm3 at the top of the sediment to 1.836 g/cm3 at 200 m
depth. The solid curves are from Fig. 2. Large effects are
observed as expected for the intermediate case@Fig. 5~b!,
vh/c154p], with smaller effects at higher and lower fre-
quencies@Fig. 5~a! and ~c!#.

IV. SUMMARY

We present primary and secondary benchmarks of bot-
tom reflection loss versus angle at three frequencies~1.5, 15,

and 150 Hz! for four different bottom types, each comprising
a layered fluid sediment representing sand or mud overlying
a uniform solid substrate~limestone or basalt!. The influence
of a density profile is considered for one of the bottom types
~mud sediment with basalt substrate!.

The primary benchmarks are exact analytical solutions
~Appendix! and are checked by comparison with results from
the independent programsPARIS7 and FIPR.5 The secondary
benchmarks are numerical solutions calculated by FIPR,
checked for convergence and compared with asymptotic ana-
lytical solutions~diagnostics! at high and low frequencies.
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APPENDIX: REFLECTION COEFFICIENT

In this Appendix we consider a sound field of the form
@omitting common factors of the form expi(kx2vt)]

p~z!5H eig1z1re2 ig1z, z<0 ~ocean!
p2

1~z!1p2
2~z!, 0<z<h ~sediment layer!,

teig3~z2h! z>h ~substrate)
~A1!

where h is the sediment thickness, andg1 and g3 are the
vertical wave numbers in the water and substrate, respec-
tively. Equations for the reflection and transmission coeffi-
cients r and t are derived in Ref. 3 for arbitrary sediment
profiles. The purpose of this Appendix is to present an exact
formula for the reflection coefficientr associated with a lin-
eark2 sound speed profile and to derive new~approximate!
results for a BLUG profile.

1. Reflection coefficient

For a layered fluid sediment overlying a uniform solid
substrate the plane wave reflection coefficient can be written3

r 5
r 12~11r 23!1r 23~11r 21!

12r 21r 23
, ~A2!

wherer i j is the reflection coefficient at theij boundary, given
by

r 125
z122 f 1~0!

z121 f 1~0!
, r 215

f 2~0!2z12

f 1~0!1z12
, ~A3!

and

r 235
p2

1~h!

p2
2~h!

z23f
1~h!21

z23f
2~h!11

. ~A4!

Herep2
6(z) denotes the upward or downward traveling sedi-

ment pressure wave and the functionf 6(z) is a ratio typi-
cally of order unity, given by

f 6~z!5
dp2

6/dz

@6 ig2~z!p2
6~z!#

, ~A5!

FIG. 5. Bottom loss versus angle benchmarks for a mud sediment overlying
a hard substrate for three density profiles. The solid lines are from Fig. 2.
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where

g2~z!25v2/ c̃2~z!22k2. ~A6!

The impedance ratiosz i j are

z125r2~0!g1 /r1g2~h! ~A7!

and

z235
r3g2~h!

vr2~h! F c̃3

sin up
cos2 2us1

ṽ3

sin us
sin2 2usG , ~A8!

whereup and us are the substrate compressional and shear
grazing angles, respectively. These are related to the horizon-
tal wave numberk through Snell’s law

c̃3

cosup
5

ṽ3

cosus
5

v

k
. ~A9!

The tildes denote complex wave speedsc̃ and ṽ, including
effects of attenuation, which are related to their real counter-
partsc andv according to

c̃5
c

11 ia/~40p log e!
~A10!

and

ṽ5
v

11 id/~40p log e!
. ~A11!

The above equations provide an explicit solution for the re-
flection coefficient in terms of the pressure functionsp2

6(z).
With the exception of a few special cases,3,19,20in general it
is necessary to make approximations in order to evaluate
these wave functions.

2. Linear k 2 profile: exact solution

For the lineark2 profile we have, without approximation
and generalizing the result from Ref. 1 to allow for the den-
sity profile of Eq.~10!

p2
6~z!5

Ai @2x~z!#6 i Bi@2x~z!#

Ai @2x~0!#6 i Bi@2x~0!#
, ~A12!

where

x~z!5F c̃0G2~z!

~2qc̃0v2!1/3G2

~A13!

and

G2~z!25g2~z!22h2/4. ~A14!

3. BLUG profile: approximate solution

For the BLUG profile we invoke the approximation due
to Langer3,21,22 in terms of 1

3 order Hankel functions of the
first and second kind~p. 447 of Ref. 23!

p2
1~z!;@f~z!r2~z!/G2~z!#1/2H1/3

~2!@f~z!#, ~A15a!

p2
2~z!;@f~z!r2~z!/G2~z!#1/2H1/3

~1!@f~z!#. ~A15b!

The phase termf is given by

f~z!5E
z

zT
G2~z!dz, ~A16!

whereG2(z) is the modified vertical wave number given by
Eq. ~A14!. Defining the angleu2(z) by

sin u2~z!5G2~z!c̃2~z!/v ~A17!

and changing the integration variable fromz to u2 we find
that for the BLUG profile@Eq. ~1!# the phase is~for 0,zT

,h)

f~z!5
v secu2~0!

g̃0~11b!

3S 1

4
@2u2~z!2sin 2u2~z!#1b cosu2~0!

3H ln tanFp4 1
u2~z!

2 G2sin u2~z!J D , ~A18!

where

g̃05
@ c̃2~h!2 c̃2~0!#@ c̃2~h!1 c̃2~0!12b c̃2~0!#

2~11b!c̃2~0!h
. ~A19!

In the high frequency limitu2 is just the usual~albeit com-
plex! grazing angle determined by Snell’s law becauseG2

andg2 are then equal. However, at low frequency the ratio
cosu2 /c̃2, although independent of depth, is not equal tok/v
as might be expected. Instead we see from Eqs.~A6!, ~A14!,
and ~A17! that

cosu2~z!

c̃2~z!
5

k

v S 11
h2

4k2D 1/2

. ~A20!

The above prescription employs the BLUG sound-speed pro-
file of Eq. ~1! precisely. The absorption profile matches the
BLUG values atz50 andh but the depth dependence im-
plied by Eq.~A10!

a2~z!540p log e ImFc2~z!

c̃2~z!G ~A21!

is different from that of Eq.~2!. The detailed shape of this
absorption profile can be tuned by allowing complex values
of b without altering the sound-speed profile. For example,
the absorption gradient can be matched atz50 by using

g̃05
g02 ic0

2K8/~40p log e!

@11 ic0K0 /~40p log e!#2 ~A22!

and rearranging Eq.~A19! for b

b̃5
c̃2~h!22 c̃2~0!222g̃0c̃2~0!h

2c̃2~0!@ c̃2~0!1g̃0h2 c̃2~h!#
. ~A23!

Values of b̃ used in the construction of Figs. 1–4 are
10.857– 0.087i for mud and20.97 for sand.

1E. K. Westwood and P. J. Vidmar, ‘‘Eigenray finding and time-series
simulation in a layered-bottom ocean,’’ J. Acoust. Soc. Am.81, 912–924
~1987!.

2D. F. McCammon, ‘‘Fundamental relationships between geoacoustic pa-
rameters and predicted bottom loss using a thin layer model,’’ J. Geophys.
Res.93, 2363–2369~1988!.

3M. A. Ainslie, ‘‘Reflection and transmission coefficients for a layered

3311 3311J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Ainslie et al.: Bottom loss benchmarks



fluid sediment overlying a uniform solid substrate,’’ J. Acoust. Soc. Am.
99, 893–902~1996!.

4M. J. Buckingham and A. Tolstoy, ‘‘An analytical solution for benchmark
problem 1: The ‘‘ideal’’ wedge,’’ J. Acoust. Soc. Am.87, 1511–1513
~1990!.

5H. Schmidt, ‘‘SAFARI User’s Guide,’’ SACLANTCEN Report SR-113
~1988!.

6J. M. Hovem, M. D. Richardson, and R. D. Stoll, Eds.,Shear Waves in
Marine Sediments~Kluwer, Dordrecht, 1991!.

7A. J. Robins, ‘‘Plane-wave reflection from a solid layer with nonuniform
density, sound speed, and shear speed,’’ J. Acoust. Soc. Am.103, 1337–
1345 ~1998!.

8M. A. Ainslie, ‘‘Plane-wave reflection and transmission coefficients for a
three-layered elastic medium,’’ J. Acoust. Soc. Am.97, 954–961~1995!.

9P. C. Etter,Underwater Acoustic Modeling: Principles, Techniques and
Applications~Chapman & Hall, London, 1996!, 2nd ed., p. 66.

10M. A. Ainslie and A. J. Robins, ‘‘Acoustic properties of two generic
sediment profiles,’’ in preparation.

11E. L. Hamilton, ‘‘Geoacoustic modeling of the sea floor,’’ J. Acoust. Soc.
Am. 68, 1313–1340~1980!.

12E. L. Hamilton, ‘‘Vp /Vs and Poisson’s ratios in marine sediments and
rocks,’’ J. Acoust. Soc. Am.66, 1093–1101~1979!.

13The NAG Fortran Library Manual—Mark 13—Volume 7, NP1490/13
~NAG Ltd., Oxford, U.K., 1988!.

14A. J. Robins, ‘‘Generation of shear and compression waves in an inhomo-

geneous elastic medium,’’ J. Acoust. Soc. Am.96, 1669–1676~1994!.
15Z. Schulten, D. G. M. Anderson, and R. G. Gordon, ‘‘An algorithm for the

evaluation of the complex Airy functions,’’ J. Comput. Phys.31, 60–75
~1979!.

16D. Rauch, ‘‘Experimental and theoretical studies of seismic interface
waves in coastal waters,’’ inBottom-Interacting Ocean Acoustics, edited
by W. A. Kuperman and F. B. Jensen~Plenum, New York, 1980!, pp.
307–327.

17M. A. Ainslie and A. J. Robins, Bottom Loss Final Report: FFS Bench-
marks and FSS Feasibility, BAeSEMA Report C4712/TR-2, May 1996.

18A. J. Robins, ‘‘Reflection of plane acoustic waves from a layer of varying
density,’’ J. Acoust. Soc. Am.87, 1546–1552~1990!.

19A. J. Robins, ‘‘Reflection of a plane wave from a fluid layer with continu-
ously varying density and sound speed,’’ J. Acoust. Soc. Am.89, 1686–
1696 ~1991!.

20A. J. Robins, ‘‘Exact solutions of the Helmholtz equation for plane wave
propagation in a medium with variable density and sound speed,’’ J.
Acoust. Soc. Am.93, 1347–1352~1993!.

21I. C. Goyal, R. L. Gallawa, and A. K. Ghatak, ‘‘An approximate solution
to the wave equation-revisited,’’ J. Electromagn. Waves Appl.5, 623–636
~1991!.

22R. E. Langer, ‘‘On the connection formulas and the solutions of the wave
equation,’’ Phys. Rev.51, 669–676~1937!.

23Handbook of Mathematical Functions, edited by M. Abramovitz and I.
Stegun~Dover, New York, 1965!.

3312 3312J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Ainslie et al.: Bottom loss benchmarks



Second-order perturbations of peak-arrival times
due to sound-speed variations

E. K. Skarsoulis
Institute of Applied and Computational Mathematics, Foundation for Research and Technology Hellas,
P.O. Box 1527, 711 10 Heraklion, Crete, Greece

G. A. Athanassoulis
Department of Naval Architecture and Marine Engineering, National Technical University of Athens,
P.O. Box 64033, 157 10 Zografos, Athens, Greece

~Received 12 December 1997; accepted for publication 14 September 1998!

The concept of peak arrivals is used to study the second-order arrival-time behavior of broadband
tomographic signals due to sound-speed variations. Peak arrivals, defined as the local maxima of the
pressure amplitude at the receiver in the time domain, are the exact theoretical counterparts of the
experimental observables in ocean acoustic tomography, and they offer a uniform description of all
the peaks in the arrival pattern, independent of whether they can be resolved as ray/modal arrivals
or not. Closed-form expressions for the first and second sound-speed derivatives of peak-arrival
times are derived in terms of sound-speed derivatives of the Green’s function. Using normal-mode
theory the sound-speed derivatives of the Green’s function are analytically expressed for the case of
a range-independent medium in terms of eigenvalues and eigenfunctions at the reference state.
Numerical examples are given for range-independent environments motivated from the Thetis-2
experiment, showing different kinds of nonlinear behavior of the arrival times in the large and the
fine scale and demonstrating the performance of the second-order approach. ©1998 Acoustical
Society of America.@S0001-4966~98!05012-7#

PACS numbers: 43.30.Pc, 43.30.Bp, 43.20.Bi@DLB#

INTRODUCTION

Ocean acoustic tomography introduced by Munk and
Wunsch1 has been commonly used in a linear framework, by
assuming small perturbations of the ocean environment
about a given background state and linear dependence of
arrival times on the sound-speed anomaly.2,3 There are cases,
however, e.g., due to large sound-speed variations,4,5 in
which the nonlinear dependencies of arrival times on the
sound speed become significant and have to be accounted for
in the inversion procedure.

Such is the case in the Thetis-2 experiment,6 conducted
from January to October 1994 in the western Mediterranean
sea. Figure 1~a! shows the measured travel times along a
Thetis-2 path ~W3-H!, which was systematically XBT
sampled during the experiment. Figure 1~b! shows the cutoff
times7,8 measured during the 14 XBT sampling periods, ver-
sus the EOF-1 amplitudeq1 extracted from the correspond-
ing range-averaged XBT data; EOF-1, described in Sec. III,
accounts for the gross seasonal variability in the area. While
for positiveq1 values the data exhibit a nearly linear behav-
ior, for negativeq1 values there is a significant deviation
from linearity and the data are better represented by a
second-order curve, shown in Fig. 1~b! as a dashed line. The
observed fluctuations are due to higher-order EOF compo-
nents of the XBT data, unresolved in Fig. 1~b!, and range-
dependent features of the particular path. The nonlinearity of
the Thetis-2 data has its origin in the large~seasonal! sound-
speed variations encountered over the nine-month duration
of the experiment, and the significant change in the propaga-

tion conditions, from surface reflected propagation in winter
to refracted propagation in summer.

The dependence of arrival times on sound-speed
changes has been studied in the literature using the concepts
of ray arrivals1–5,9–13and modal arrivals.10,14–17Ray theory
offers an efficient tool for the analysis of tomographic recep-
tions in the case where the arrivals of distinct ray groups9,10

are sufficiently separated in time such that they can be re-
solved in the reception; these are usually the early arrivals,
cf. Fig. 1~a!, corresponding to steep rays. In the intermediate
and late part of the reception ray group arrivals overlap with
each other and cannot be easily resolved.3,10 Furthermore,
ray arrivals occasionally face limitations due to the insuffi-
ciency of the ray approximation, e.g., in the low-frequency
case.18,19

Mode theory gives an exact representation of the acous-
tic field, and in this sense it offers a remedy to possible
deficiencies of the ray approximation. Moreover, the final
part of the arrival pattern corresponding to a large number of
unresolved shallow rays can be represented by a small num-
ber of low-order modes. In this connection, the ray and
modal approach are complementary. Nevertheless, the iden-
tification of individual modal arrivals in realistic arrival pat-
terns, generated by finite-bandwidth transmissions in deep-
water environments, is not, in general, possible.10,17 In order
to extract the first six propagating modes from acoustic re-
ceptions in the Greenland sea tomography experiment, Sut-
ton et al. used 90-m-long vertical receiving arrays and per-
formed spatial mode filtering.20–22 With the receivers
available in Thetis-2~arrays of 5.6 m length! no mode filter-
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ing could be performed and low-order modes could not be
resolved.6

Peak arrivals,23,24 introduced as a generalization of ray
and modal arrivals, are defined as the local maxima of the
pressure amplitude at the receiver in the time domain~arrival
pattern!, independent of the modeling approach used. The
peak-arrival approach is in full correspondence with the ex-
perimental practice in ocean acoustic tomography, peak ar-
rivals being the exact theoretical counterparts of the experi-
mental observables. Furthermore, it does not require the
interpretation of actual~observed! peaks as ray or modal ar-
rivals, whereas peak arrivals reduce to ray/modal ones in
case of ray/mode resolvability.23,25 The concept of peak ar-
rivals has been successfully used for the analysis of
Thetis-124 and Thetis-226,27 data. In Thetis-1, due to small
sound-speed variability and stable propagation conditions
~surface refracted propagation! in the north-western Mediter-
ranean sea in winter 1991–92, the relation between travel
times and sound-speed changes was close to linear such that
linear perturbative inversions could be performed about a
single background state. In Thetis-2, however, the large~sea-
sonal! sound-speed variability and the induced change in the
propagation conditions caused significant nonlinearities in
the sound-speed/traveltime relation, cf. Fig. 1~b!, with a
strong impact on the inversions.6,26–28

In the present work the second-order behavior of peak-
arrival times with respect to sound-speed changes is studied.
Expressions for the first and second sound-speed derivatives
of peak-arrival times are derived in terms of sound-speed
derivatives of the Green’s function. The resulting expres-
sions are general and thus free from restrictive assumptions
concerning the ocean environment, the emitted signal, or the

propagation modeling used. For the case of a range-
independent environment the sound-speed derivatives of the
Green’s function are further elaborated by using normal
modes and applying perturbation theory to the vertical eigen-
value problem. Finally, closed-form expressions are derived
for the first two derivatives of the Green’s function with
respect to the sound speed, in terms of the eigenvalues and
eigenfunctions at the reference state.

The second sound-speed derivatives of peak-arrival
times describe the local curvature of the relation between
travel times and sound-speed parameters. Thus they can be
used as a measure of smoothness, helping to reveal cases of
anomalous travel time behavior. Furthermore, the second de-
rivatives can provide model error estimates for the lineariza-
tion about a particular background state, which in turn can be
used asa priori information in connection with linear inver-
sions. Finally, in the case of smooth evolution, the second-
order description can be used as a vehicle for performing
nonlinear inversions.

To demonstrate the performance of the second-order
peak arrival approach, numerical results are presented for a
series of range-independent ocean environments resembling
winter-to-spring Mediterranean conditions, motivated from
the Thetis-2 experiment. The simulations reproduce a gross
nonlinear behavior of peak arrival times with respect to the
EOF-1 amplitude similar to that of Fig. 1~b! for negativeq1

values. Furthermore, these simulations bring into light a fine-
scale nonlinear behavior of the peak arrival times with re-
spect to the EOF-1 amplitude, predicted by full-wave theory
in particular cases.

Apart from the effects of range-independent sound-
speed variations studied here, arrival times are also subject to
range-dependent effects due to internal waves,29–32 meso-
scale, and large-scale activity.4,11–13In Thetis-2, the effect of
internal waves is expected to be small, due to the relatively
limited range~600 km! and the particular propagation con-
ditions ~upward refracting sound-speed profiles in winter and
very shallow acoustic channel axes in summer!.3,29,32Meso-
scale and large-scale oceanographic features are anticipated
to have a strong effect, particularly on the late arrivals; simu-
lations based on measured Thetis-2 sections revealed signifi-
cant range-dependence effects on the cutoff times, exceeding
100 ms in some cases, with respect to predictions based on
the range-averaged conditions.27 The present second-order
analysis is currently being extended to the range-dependent
case using a coupled-mode representation33,34 of the Green’s
function; the second order is particularly important in that
case since, on the basis of existing results,11,12 the effect of
range dependence on the arrival times is expected to be pri-
marily a second-order effect.

The contents of the present work are organized as fol-
lows: In Sec. I, after the introduction of basic notions, the
expressions for the first and second sound-speed derivatives
of arrival times are derived. In Sec. II the sound-speed de-
rivatives of the Green’s function are elaborated for the range-
independent case using normal-mode and eigenvalue pertur-
bation theory. The numerical performance of the second-
order peak arrival approach is demonstrated in Sec. III for
synthetic range-independent environments representing

FIG. 1. ~a! Measured travel times~•! along Thetis-2 path W3-H. The ver-
tical lines denote the 14 XBT sampling periods.~b! Cutoff times~* ! mea-
sured during the XBT periods versus EOF-1 amplitudeq1 of the range-
averaged XBT data. The dashed line denotes a second-order/linear fit to the
data.
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winter-to-spring Mediterranean conditions, motivated from
the Thetis-2 experiment, and giving rise to significant non-
linear features in the large and the fine scale. An interpreta-
tion to the generating mechanisms of the observed nonlin-
earities is given by studying the behavior of individual
modes. In Sec. IV the nonlinear behavior of the peak-arrival
times and also the possibilities and limitations of the second-
order approach are discussed and conclusions are drawn.

I. SOUND-SPEED DERIVATIVES OF PEAK-ARRIVAL
TIMES

A standard tomographic setting is assumed with a broad-
band source and receiver at fixed locations in space. The
acoustic pressure at the receiver in the time domain can be
expressed through the inverse Fourier transform in terms of
the source signalPs(v) in the frequency domain and the
Green’s functionHsr(v;c):

pr~ t;c!5
1

2p E
2`

`

Hsr~v;c!Ps~v!ej vt dv

5F 21$Hsr~v;c!Ps~v!; v→t%. ~1!

The Green’s function depends on the source/receiver loca-
tions, the circular frequencyv, and the sound-speed distri-
bution c(x), where x represents the space vector. Due to
multipath propagation, the pressure amplitude at the receiver
in the time domaina(t;c)5upr(t;c)u consists in general of a
number of peaks, the acoustic arrivals, corresponding to dif-
ferent propagation paths. In this connection,a(t;c) is called
arrival pattern. The peak arrivals are defined as the local
maxima of the arrival pattern, with respect to time

]a

]t
~t i ;c!50, i 51,...,I . ~2!

This definition is in full correspondence with the experimen-
tal practice in ocean acoustic tomography, peak arrivals be-
ing the exact theoretical counterparts of the experimental ob-
servables. Furthermore, the above definition is generic and
thus independent of the particular modeling approach used
for the calculation ofHsr(v;c), either ray or wave theoretic.
Accordingly, peak arrivals provide a vehicle for the treat-
ment of experimental observables independently of whether
they can be interpreted as individual ray/modal arrivals or
not.

Since the Green’s function and the arrival pattern de-
pend on the sound speedc(x), so do the peak arrivals and
peak-arrival times as well, i.e.,t i5t i(c). In the following,
the actual sound-speed distribution in the water is expressed
in terms of a reference distributionc0(x) and a set of appro-
priate sound-speed modesf l(x), e.g., oceanographic modes
or EOFs,

c~x!5c0~x!1(
l

q lf l~x!. ~3!

Thus the Green’s function, the arrival pattern, and the peak-
arrival times become functions of the parameter vectorq
5$q l%: Hsr5Hsr5(v;q), a5a(t;q), t i5t i(q).

A perturbationdq about the reference state will cause a
displacement of thei -th peak arrival bydt i . Both at the
reference and the perturbed state the peak arrival satisfies the
local maximum condition, i.e.,

]a

]t
~t i

~0! ;0!50,
]a

]t
~t i

~0!1dt i ;dq!50, ~4!

wheret i
(0)5t i(q50). Taking the Taylor expansion of the

second relation about the reference state (q50), the follow-
ing expressions can be obtained for the first and second de-
rivatives oft i with respect toq:

]t i

]q l
U

q50

52
]2a~t i

~0!;0!/]t ]q l

]2a~t i
~0!;0!/]t2 52

ȧi ,l

äi
. ~5!

and

]2t i

]q l ]qm
U

q50

52
âi ȧi ,l ȧi ,m

äi
3 1

äi ,l ȧi ,m1ȧi ,l äi ,m

äi
2 2

ȧi ,lm

äi
,

~6!

where the partial time derivatives are denoted through dots,
the subscriptsl andm denote partial derivatives with respect
to q l and qm at the reference state, and the subscripti de-
notes the particular peak, e.g.,ȧi ,lm5]3a(t i

(0) ;0)/
]t ]q2 ]qm. In the following the casel 5m, i.e., the diag-
onal of the Hessian matrix, is considered in detail. Equation
~6! becomes in this case

]2t i

]q l
2U

q50

52
âi ȧi ,l

2

äi
3 1

2äi ,l ȧi ,l

äi
2 2

ȧi ,l l

äi
. ~7!

Expressions~5! and~7! are general in the sense that they rely
on definition ~2! of peak arrivals and thus apply indepen-
dently of the ocean environment, either range independent or
range dependent, the emitted signal and the propagation
modeling approach, either ray or wave theoretic. The deriva-
tives]t i /]q l and]2t i /]q l

2 represent the effect of particular
sound-speed modes on the peak-arrival times and in the fol-
lowing they will be also referred to as first- and second-order
influence coefficients, respectively.

Expressing the pressurepr at the receiver in terms of its
real and imaginary partpr(t,q)5v(t,q)1 jw(t,q), the ar-
rival pattern is written asa(t,q)5Av2(t,q)1w2(t,q). Dif-
ferentiating the latter expression with respect tot andq l and
taking into account the definition of peak arrivals:ȧi50, i.e.,
v i v̇ i1wiẇi50, the derivatives appearing on the right-hand
sides of Eqs.~5! and~7! can be expressed in terms of corre-
sponding derivatives ofv andw:

ȧi ,l5
1

ai
~ v̇ iv i ,l1v i v̇ i ,l1ẇiwi ,l1wiẇi ,l !, ~8!

äi5
1

ai
~ v̇ i

21v i v̈ i1ẇi
21wiẅi !, ~9!

âi5
1

ai
~3v̈ i v̇1v i v̂ i13ẅi ẇi1wiŵi !, ~10!
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ȧi ,l l 5
1

ai
~2v i ,l v̇ i ,l1 v̇ iv i ,l l 1v i v̇ i ,l l 12wi ,l ẇi ,l1ẇiwi ,l l

1wiẇi ,l l !2
2

ai
2 ~v iv i ,l1wiwi ,l !ȧi ,l , ~11!

äi ,l5
1

ai
~ v̈ iv i ,l12v̇ i v̇ i ,l1v i v̈ i ,l1ẅiwi ,l12ẇi ẇi ,l

1wiẅi ,l !2
1

ai
2 ~v iv i ,l1wiwi ,l !äi , ~12!

where the dots and the subscriptsl denote partial derivatives
with respect tot andq l , respectively, at the reference state,
and the subscripti denotes the particular peak. The second
lines in the last two expressions~11! and ~12! cancel each
other in ~7!, and this simplifies the computation. Using el-
ementary properties of the Fourier transform,35 the time and
q l-derivatives ofv and w can be expressed in terms ofq l

derivatives of the Green’s function

]~m1n!@v~ t,q!1 jw~ t,q!#

]tm]q l
n

5F 21H ~ j v!m
]nHsr

]q l
n ~v;q!Ps~v!; v→tJ . ~13!

Thus the calculation of the influence coefficients]t i /]q l

and]2t i /]q l
2 reduces to calculating the first and second de-

rivatives of the Green’s function with respect toq l . These
derivatives are studied in the following for the case of a
range-independent ocean environment.

II. GREEN’S FUNCTION DERIVATIVES USING
NORMAL MODES

In this section analytic expressions are derived for the
secondq l-derivatives of the Green’s function for a range-
independent ocean environment using normal modes,
whereas first-order results obtained in previous works23,24are
repeated for completeness. A cylindrical coordinate system
~z,r! is adopted with thez-axis, measuring depth from the sea
surface and positive downward. The acoustic field at (R,zr),
far from a harmonic point source of unit strength, circular
frequencyv, and time dependenceej vt, located at (0,zs),
can be written in terms of normal modes as follows.18,19,36

Hsr~v;q!5
e2 j p/4

rA8p
(
n51

M
un~zs;v;q!un~zr ;v;q!

Akn~v;q!R

3e2 jkn~v;q!R, ~14!

wherer is the water density, whilekn and un , n51,...,M ,
are the real eigenvalues and the corresponding eigenfunc-
tions ~propagating modes! of the vertical Sturm–Liouville
problem:

d2un~z!

dz2 1
v2

c2~z!
un~z!5kn

2un~z!, ~15!

supplemented by the conditions thatun50 at the sea surface
(z50), un andr21 dun /dz are continuous across the inter-
faces, andun anddun /dz are vanishing asz→`. Since the
circular frequencyv and the sound-speed profilec(z) appear
in Eq. ~15!, the resulting eigenvalues and eigenfunctions are
dependent onv and c(z), i.e., on q: un(z)5un(z;v;q),
kn5kn(v;q). Applying perturbation theory37,38 to the above
eigenvalue problem and retaining terms up to the second
order, analytic relations can be derived for the first and sec-
ond derivatives of the eigenvalues and eigenfunctions with
respect toq l . The final expressions for the eigenvalues read

]kn

]q l
5

Qnn
l ,1

2kn
, ~16!

]2kn

]q l
2 5

1

kn FQnn
l ,21 (

m51
mÞn

M uQnm
l ,1 u2

Lnm
2

uQnn
l ,1u2

4kn
2 G , ~17!

and for the eigenfunctions

]un~z!

]q l
5 (

m51
mÞn

M Qnm
l ,1 um~z!

Lnm
, ~18!

]2un~z!

]q l
2 52 (

m51
mÞn

M

(
i 51
iÞn

M Qni
l ,1Qim

l ,1um~z!

LnmLni
2un~z! (

m51
mÞn

M uQnm
l ,1 u2

Lnm
2

12 (
m51
mÞn

M FQnm
l ,2 um~z!

Lnm
2

Qnn
l ,1Qnm

l ,1 um~z!

Lnm
2 G , ~19!

whereLnm5kn
22km

2 . The quantitiesQnm
l ,1 andQnm

l ,2 appearing
in the above expressions are weighted inner products be-
tween eigenfunctions

Qnm
l ,1 52

2v2

r E
0

h f l~z!

c0
3~z!

un~z!um~z!dz, ~20!

Qnm
l ,2 5

3v2

r E
0

h f l
2~z!

c0
4~z!

un~z!um~z!dz, ~21!

whereh is the water depth; note that the sound-speed modes
f l(z) vanish forz.h. Differentiating Eq.~14! with respect
to q l and substituting expressions~16! and ~18!, the firstq l

derivative of the Green’s function is obtained

]Hsr

]q l
5

e2 j p/4

rA8p
(
n51

M H (
m51
mÞn

M Qnm
l ,1 Unm

Lnm

1
1

2kn

Qnn
l ,1Unn

kn
1 jR

Qnn
l ,1Unn

kn J e2 jknR

AknR
, ~22!

where

Unm5 Hun~zs!um~zr!1un~zr!um~zs!, for nÞm
2un~zs!un~zr!/2, for n5m. ~23!
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The terms within the curly braces in~22! correspond to
the first-order variations of the eigenfunctions
@un(zs)un(zr)#, the geometric attenuation@1/AknR#, and
the phase term@2 jknR#, respectively. For long ranges the
phase variation term is expected to dominate in Eq.~22!,

whereas the variation of the geometric attenuation term is
expected to be negligible.23 Differentiating Eq.~14! twice
with respect toq l and using Eqs.~16!–~19!, the following
expression results for the secondq l derivative of the Green’s
function

]2Hsr

]q l
2 5

e2 j p/4

rA8p
(
n51

M H 2 (
m51
mÞn

M

(
k51
kÞn

M Qnk
l ,1~UnmQmk

l ,1 1Qnm
l ,1 Umk!

LnmLnk
12 (

m51
mÞn

M
Unm

Lnm
S Qnm

l ,2 2
Qnn

l ,1Qnm
l ,1

Lnm
D

12Unn (
m51
mÞn

M uQnm
l ,1 u2

Lnm
2 2S 3

4kn
2 1 j

R

kn
2R2DUnn

uQnn
l ,1u2

2kn
2 2S jR1

1

2kn
D FQnn

l ,1

2kn
(

m51
mÞn

M Qnm
l ,1 Unm

Lnm

2
2Unn

kn S Qnn
l ,22

uQnn
l ,1u2

4kn
2 1 (

m51
mÞn

M uQnm
l ,1 u2

Lnm D G J e2 jknR

AknR
. ~24!

The first two lines within the braces in~24! correspond to the
second eigenfunction variations with respect toq l while the
remaining three lines represent the second variations of
phase and geometric attenuation as well as second variations
of the cross terms. Again, for long ranges the second phase
variations, containing the factorsR2 and jR, are expected to
be dominant in~24!. Substituting expressions~22! and ~24!
into ~13! and then expressions~8!–~12! into ~5! and ~7! the
first and secondq l derivative of the peak-arrival times can
be calculated in terms of eigenvalues and eigenfunctions at
the reference state.

Concerning the numerical implementation of expres-
sions~22! and ~24!, the main computational burden is asso-
ciated with the computation of the double and triple sums.
Nevertheless, due to the appearance of the quantitiesLnm

and Lnk in the denominators, the more important terms in
these sums are the near-diagonal ones, i.e., the ones close to
n5m5k.23 Representing the kernel of the double sums by a
(M3M ) square matrixA the following identity can be used

(
n51

M

(
m51
mÞn

M

Anm[ (
s51

M21

(
m51

M2s

~Am,m1s1Am1s,m!. ~25!

This is equivalent to performing the double summation along
lines parallel to the diagonal,s denoting the distance from
the diagonal,s5um2nu. Since lows-values correspond to
adjacent modes, i.e., smallLnm values, and larges-values
correspond to distant modes, i.e., largeLnm values, the outer
sum (s51

M21 on the right-hand side in Eq.~25! can be effi-
ciently approximated by(s51

S , whereS!M21, i.e., keep-
ing only the significant near-diagonal terms.

In the case of the triple sum the kernel can be repre-
sented by a (M3M3M ) cubic matrixB and the following
equivalence can be used

(
n51

M

(
m51
mÞn

M

(
k51
kÞn

M

Bnmk

[ (
s851

2M23 F (
m51

2M2s821

(
n5max$1,m2M1s811%

min$s8,M2m%

Bm,m1n,m1s8112n

1 (
m5s8112M

M

(
n5max$1,s8122m%

min$s8,m21%

Bm,m2n,m2s8211n

1 (
m52

M21

(
n5max$1,m2M1s811%

min$s8,m21%

~Bm,m2n,m1s8112n

1Bm,m1s8112n,m2n!G , ~26!

wheres8 now represents a three-dimensional measure of the
distance from the diagonal,s85um2nu1uk2nu21. Re-
stricting the summation to the significant near-diagonal
terms, withLnm andLnk small, the outer sum(s851

2M23 on the

right-hand side of Eq.~26! can be truncated to(s851
S8 , where

S8!2M23. The above simplifications and truncations can
substantially reduce the computational burden.

III. NUMERICAL RESULTS

In this section second-order calculations are presented
for a series of range-independent ocean environments simu-
lating western Mediterranean conditions, motivated from the
Thetis-2 experiment. Figure 2 shows the annual reference
profile in the upper 1000 m along with the first two empirical
orthogonal functions~EOFs! obtained from historical data,
with rms amplitudesq1,rms518.48 andq2,rms52.88, respec-
tively. The first EOF counts for the bulk of the seasonal
variability in the basin, taking place close to the surface. The
first two EOFs explain 99.3% of the annual variance.

Figure 3 shows the arrival pattern predicted from the
KRAKEN normal-mode code39 for the reference profile of Fig.
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2~a! and corresponding to a source/receiver depth of 150 m
and a range of 604.7 km; this range corresponds to a particu-
lar section~W3-H! of the Thetis-2 experiment. The water
depth is taken 2800 m. The emitted signal is approximated
by a Gaussian pulse

Ps~ f !5expH 22 ln 2S f 2 f 0

b D 2J , ~27!

where f 5v/2p is the frequency andb represents the half-
power ~3 dB! bandwidth.40 The central source frequencyf 0

is taken 250 Hz and the bandwidthb560 Hz (' f 0/4).
Figure 3~a! shows the normal-mode prediction of the

arrival pattern after 400.2 s using all propagating modes. On
the left of the figure ray-group arrivals in the form of triplets
can be distinguished, corresponding to steep rays sampling
the deep water layers. The resolution of later ray-group ar-
rivals, sampling gradually shallower layers, becomes more

difficult due to decreasing separation between triplets. Fi-
nally, the late part of the reception corresponds to a large
number of unresolved shallow rays. Late arrivals sampling
the shallow water layers are sensitive to EOF-1~seasonal!
sound-speed variations, taking place in the upper 100 m.
This part of the reception can be sufficiently represented by
retaining a small number of low-order modes in the normal-
mode representation~14!. Figure 3~b! shows the prediction
using the first five propagating modes.

In the following, the behavior of the late arrival pattern
to EOF-1 sound-speed variations is studied. Systematic cal-
culations are performed over theq1-interval @222,2#, where
the stronger nonlinearity is expected on the basis of Fig.
1~b!. This interval represents the transition from winter to
spring conditions in the western Mediterranean sea. Two
cases are considered with respect to the EOF-2 amplitude:
~a! q250 and ~b! q2523. Figure 4 shows the variable
sound-speed profiles with respect toq1 in the upper 300 m,
ranging from near-linear profiles forq15222 ~winter! to
strongly channeled profiles forq152 ~spring!. It is shown
below that the induced changes in the propagation conditions
cause a gross nonlinear arrival time behavior similar to that
observed in Fig. 1~b!.

The following arrival-pattern calculations are performed
using propagating modes 1–5. For the calculation of influ-
ence coefficients all modes are taken into account, unless
otherwise stated.

A. Nonlinear behavior

The caseq2523, with f 05250 Hz andb560 Hz, is
examined first. The variation of the late arrival pattern, with

FIG. 2. ~a! Annual reference profile for the western Mediterranean sea.~b!
First ~———! and second~----! sound-speed mode obtained from EOF
analysis of historical data.

FIG. 3. Normal-mode prediction of the arrival pattern using the annual
reference profile of Fig. 2~a!, for a source/receiver depth 150 m, range 604.7
km, central source frequencyf 05250 Hz and bandwidthb560 Hz.~a! Pre-
diction based on all propagating modes.~b! Prediction using modes 1–5.

FIG. 4. Sound-speed variations of~a! the annual reference profile (q2

50), and~b! the EOF-2 distorted annual reference profile withq2523, for
q152,0,22,...,222.
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respect toq1 , is shown in Fig. 5~a!; the horizontal and ver-
tical axes measureq1 and time, respectively, whereas the
gray scale represents the pressure amplitude, increasing from
white to black. A clear main~highest! peak is seen in Fig.
5~a! ~darker area! exhibiting a smooth nonlinear evolution
with respect toq1 . A weaker cutoff peak follows the main
arrival. With decreasingq1 , the cutoff peak is fading out
and its separation from the main peak grows.

The peak-arrival times corresponding to the main and
the cutoff peak are regular and monotonous, nonlinear func-
tions ofq1 , as shown in Fig. 5~b!. The exact peak locations,
corresponding to the local maxima in Fig. 5~a!, are marked
with light dots in this figure, whereas heavier dots denote the
main peak. The first- and second-order approximations of the
main and the cutoff peak arrival times aboutq150 and215
are marked through solid and dashed lines, respectively,
whereas the reference points, at which the first and second
q1 derivatives of arrival times have been calculated, are de-
noted by circles. It is seen that the second-order approxima-
tion provides a significant improvement, compared to the
linear approximation, in the description of the exact peak
locations. The curvature of the main peak arrival times is
nearly constant forq1.215 and the errors associated with
the second-order approximation are less than 10 ms through-
out this interval, while the linear-approximation errors ex-
ceed 60 ms away from the reference points. Forq1,215
there is a changing curvature in the exact peak locations
degrading the performance of both approximations, with the
second-order description still providing better results. In that
case a higher-order approximation or more closely spaced

reference points would improve the situation. Similar re-
marks apply to the cutoff peak-arrival times, with nearly
constant curvature forq1.210, in which case the second-
order approximation aboutq150 provides a very satisfac-
tory description, while the linear-approximation error
reaches 30 ms atq15210.

Table I gives theq1 derivatives of the main peak-arrival
time atq150. Two different values of the bandwidthb are
considered, 60 Hz and 20 Hz. Furthermore, the following
alternatives in expressions~22! and ~24! are considered for
the calculations: full expressions, expressions without the
triple sum, expressions without triple and double sums, and,
finally, double/triple summation along lines parallel to the
diagonals, cf. Eqs.~25! and ~26!, with different values ofS,
S8 ~20, 10, 5!. Concerning the first-order influence coeffi-
cients, the single-sum expressions give a sufficient approxi-
mation forb560 Hz, with a 0.2% error; this means that the
double sum in Eq.~24!, associated with the eigenfunction
derivatives, is of minor importance in this case. The corre-
sponding error forb520 Hz is 7%; a sufficient approxima-
tion in this case can be obtained by retaining the double sum
and performing the summation parallel to the diagonal with
S55, reducing the error to 0.7%. For the second-order influ-
ence coefficients both the single- and the double-sum expres-
sions must be taken into account in~24!, whereas the triple-
sum expressions have a very small contribution in both
cases. Furthermore, the double-sum expressions can be trun-
cated, keeping the near-diagonal (S55) terms only. With
these simplifications/truncations in expressions~22! and~24!
the computational burden can be significantly reduced.

From Table I it is seen that the first- and second-order
influence coefficients strongly depend on the bandwidth of
the emitted signal. To clarify this effect Fig. 6 shows the
evolution of the late arrival pattern in the neighborhood of
the main peak aboutq150 for the two cases,b560 Hz and
b520 Hz. The main peak arrival is marked through heavy
dots in this figure. It is seen that the local behavior of the
main peak-arrival time with respect toq1 is different in the
two cases: it is close to linear forb560 Hz, while it is
nonlinear and nonmonotonous forb520 Hz. It is seen also
that the first- and second-order Taylor approximations about

FIG. 5. Dependence of the late arrivals onq1 for the caseq2523, f 0

5250 Hz, b560 Hz. ~a! Prediction of the late arrival pattern using modes
1–5. The gray scale represents pressure amplitude, increasing from white to
black. ~b! Linear ~———! and second-order~----! approximations of the
main and cutoff peak arrival times about reference statesq150,215 ~s!.
The exact peak locations are denoted by dots; heavy dots denote the main
peak arrival.

TABLE I. q1 derivatives of the main peak-arrival time forq150,
q2523, f 05250 Hz.

]t/]q1 ]2t/]q1
2

b560 Hz
full expression 23.058 105 831023 4.840 262 731024

single/double sum 23.058 105 831023 4.851 266 531024

single sum 23.064 939 531023 25.161 537 231025

S5S8520 23.057 992 631023 4.843 720 431024

10 23.058 859 931023 4.820 412 231024

5 23.057 578 931023 5.017 765 231024

b520 Hz
full expression 1.595 860 431023 9.185 297 3e31023

single/double sum 1.595 860 431023 9.189 244 1e31023

single sum 1.705 464 931023 4.896 562 2e31023

S5S8520 1.595 585 331023 9.182 215 5e31023

10 1.599 280 331023 9.191 056 1e31023

5 1.584 535 631023 9.042 615 3e31023
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q150, corresponding to the influence coefficients of Table I
~solid and dashed lines, respectively!, sufficiently describe
the local behavior in both cases.

Caseq250, with f 05250 Hz andb560 Hz, is consid-
ered next. Figure 7 shows the evolution of the late arrival
pattern, with respect toq1 . In this case, forq1.210 the
main peak coincides with the cutoff peak and is in nearly
insensitive toq1 changes. Forq1,210 the smooth evolu-
tion picture with respect toq1 is replaced by a sequence of
peaks fading in and out. Consequently, the peak-arrival times
are no longer continuous functions ofq1 but jump each time
a different peak takes over. The underlying reason for this
anomalous behavior, and also for the previously observed
bandwidth effect, is the interference between modes in the
time domain. Detailed modal considerations are presented in
the following subsection.

The exact peak locations and the first/second-order Tay-
lor approximations of the main peak-arrival times are shown
in Fig. 8. The arrival times exhibit a strongly nonlinear be-
havior between jumps, even though theq1 variations are
small. The rapidly changing nonlinear character is suffi-
ciently described by the first and secondq l derivatives of the
peak-arrival times, the first-order approximations always be-
ing the tangent lines and the second-order ones sufficiently
describing the local curvature. Nevertheless, over theq1 in-
terval @220,210# the local~fine-scale! trend is quite differ-
ent from the global~large-scale! trend. For example, forq1

5216 the local curvature is even opposite to the large-scale

curvature. The anomalous behavior of the second-order in-
fluence coefficients is an indication of the strong fine-scale
nonlinearity in this case.

The effect of the source frequency on the arrival-time
behavior is studied in the following by considering a lower
central frequencyf 0575 Hz and bandwidthb520 Hz, re-
sembling the source used in the ATOC experiment.41 Figure
9~a! shows, forq250, the evolution of the late arrival pat-
tern with respect toq1 . In this case, the main peak coincides
with the cutoff peak, and the corresponding peak-arrival time
is a smooth function ofq1 , in contrast to the strong fine-
scale nonlinearities observed in Fig. 7. Comparing the large-
scale behavior in Figs. 7 and 9~a!, it is seen that while the
cutoff times forq15222 andq152 are about the same in
the two figures, the large-scale behavior fromq15222 to 2
is much closer to linear forf 0575 Hz than for f 0

5250 Hz. This is attributed to the larger acoustic wave-
length~20 m! in the 75-Hz case compared to the 250-Hz case
~6 m!, smoothing out the effects of sound-speed changes of
limited spatial scales, such as the EOF-1 variations.

The exact peak-arrival times along with their first- and
second-order Taylor approximations aboutq150 and215
are shown in Fig. 9~b!. The second-order approximation
about q150 provides a good description up toq15215,
where the error in the arrival time reaches 10 ms, while the
linear-approximation error is 30 ms. Due to increasing cur-
vature with decreasingq1 the approximation aboutq1

5215 leads to large deviations forq1.210; atq150 the
error in the arrival time exceeds 50 ms for both the linear and
the second-order approximation. On the other hand, forq1

,215 the curvature of the exact peak-arrival times remains

FIG. 6. Behavior of the main peak-arrival time~dots! in the neighborhood
of q150, for the caseq2523, f 05250 Hz using different bandwidths:~a!
b560 Hz; ~b! b520 Hz. The gray scale, increasing from white to black,
and the solid contours represent the pressure amplitude. The heavy solid and
dashed lines denote the first- and second-order approximations, respectively,
about reference stateq150 ~s!.

FIG. 7. Dependence of the late arrival pattern onq1 , for the caseq250,
f 05250 Hz,b560 Hz. The prediction is based on modes 1–5. The bottom
panel focuses on the interval@217,212#. The gray scale represents pressure
amplitude, increasing from white to black.
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nearly constant and the exact peak locations can hardly be
distinguished from the second-order approximation.

B. Modal interpretation

The observed nonlinear behavior of the late peak-arrival
times with respect toq1 , in both the large and the fine scale,
is explained in the following in terms of the behavior of
individual modes.

Figure 10 shows calculations for the caseq2523, with
f 05250 Hz andb560 Hz. In particular, Fig. 10~a! shows
the predicted peak-arrival times for modes 1–5, based on
systematic~with respect toq1! broadband calculations of
arrival patterns for each individual mode. Due to broadband
propagation, a single mode results in multiple peak arrivals
in general; the maximum peaks for each mode are line con-
nected in this figure. The corresponding maximum peak am-
plitudes for each mode are shown in Fig. 10~b!. It is seen that
mode 2 dominates in this case, except forq1,218 where
mode 3 takes over; also, mode 1 has a considerable ampli-
tude forq1.25. The arrivals observed in Fig. 5~a! can be
associated with individual modes in Fig. 10. The cutoff peak
corresponds to mode 1 whereas the main peak is due to
modes 2 and 3. Modes 4 and 5 correspond to the earlier
arrivals in Fig. 5~a! with a significantly larger time spread
than the main and the cutoff peaks.

The dependence of the modal group traveltimes onq1 at
3-dB frequencies of two different bandwidths,b560 Hz and
b520 Hz, about the central source frequency 250 Hz is
shown in Fig. 11. A dispersion effect, i.e., a dependence of
group travel times on frequency, is seen in this figure, which
increases with increasing mode order. Depending on the in-

FIG. 8. Linear~———! and second-order~----! approximations of the main
peak-arrival times about reference stateq150,21,...,220 ~s! for caseq2

50, f 05250 Hz, b560 Hz. The bottom panel focuses on the interval
@217,212#. The exact peak locations are denoted by dots; heavy dots de-
note the main peak arrival.

FIG. 9. Dependence of the late arrivals onq1 for caseq250, f 0575 Hz,
b520 Hz. ~a! Prediction of the late arrival pattern using modes 1–5. The
gray scale represents pressure amplitude, increasing from white to black.~b!
Linear ~———! and second-order~----! approximations of the main/cutoff
peak arrival times~dots! about reference statesq150,215 ~s!.

FIG. 10. Single-mode calculations for modes 1–5, for the caseq2523,
f 05250 Hz,b560 Hz. Dependence of~a! modal peak arrival times and~b!
maximum peak amplitudes onq1 ; maximum peaks are line connected in
the upper figure.
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tensity of dispersion for each propagating mode, the corre-
sponding signal at the receiver has a larger time spread than
the emitted pulse. Modes 1, 2, and 3 are subject to small
dispersion over theq1 intervals where they are dominant; in
the intervals where they are less energetic, the dispersion
increases. Mode 4 and, particularly, mode 5 undergo large
dispersion in Fig. 11~a! and this explains the longer duration
of the corresponding arrivals in Fig. 5~a!. By comparing Fig.
11~a! and ~b! it is seen that the dispersion effect becomes
weaker with decreasing bandwidth. This can be explained by
the fact that individual modes exhibit a smaller spread in
group velocities over the narrower frequency interval, and,
thus, the spread in associated group travel times decreases.

The bandwidth effect, observed in Table I and Fig. 6,
can be explained in terms of modal arrivals 1 and 2 shown in
Figs. 10 and 11. These modal arrivals are separated by about
25 ms in Fig. 10~a! for q150. Furthermore, modes 1 and 2
are subject to small dispersion in Fig. 11 and, thus the dura-
tion of the corresponding arrivals is mainly defined by the
source bandwidth. A bandwidthb560 Hz corresponds to a
duration of about 16 ms; in this case modal arrivals 1 and 2
are well separated in time, as can be seen in Fig. 5~a!. For
b520 Hz, however, the duration rises to 50 ms. In this case,
modal arrivals 1 and 2 overlap with each other in the time
domain. Their interference gives rise to the pattern of Fig.
6~b!. The corresponding peak-arrival times exhibit a nonlin-
ear fine-scale behavior, even though the underlying modes 1
and 2 behave regularly and almost linearly in theq1-interval
@21,1#.

Mode interference is the origin of the fine-scale nonlin-
ear behavior shown in Fig. 7 as well. Figure 12 shows the
peak arrival times for modes 1–5 and the corresponding
maximum amplitudes for the caseq250, with f 05250 Hz
andb560 Hz. The dominating modes in this case are modes
1 and 2, and partially modes 3 and 4. Peak-arrival times for
modes 1 and 2 are well separated in theq1 interval @210,0#
in Fig. 12~a!, corresponding to the last two arrivals in Fig. 7.
Beyondq15210, however, modes 1 and 2 get closer and
finally intersect each other atq1'215, and the same hap-
pens for other mode combinations as well. The interference
of different modes close to the intersection gives rise to the
complex pattern shown in Fig. 7. Thus it becomes clear that
the interference between overlapping modes may give rise to
a complex nonlinear behavior of arrival times with respect to
q1 in the fine scale.

Modal peak-arrival times for the lower-frequency case
f 0575 Hz, b520 Hz, for q250 are shown in Fig. 13~a!.
Compared to the previous Fig. 12~a!, modes 1–5 are now
well separated and span a much larger time duration~600
ms! than previously; note that the vertical scale is different in
Figs. 12~a! and 13~a!. From the modal peak amplitudes
shown in Fig. 13~b! it is seen that mode 1 dominates
throughout theq1 variability interval, whereas higher-order
mode amplitudes are an order of magnitude smaller, an en-
tirely different behavior than shown in Fig. 12~b! for f 0

5250 Hz. Thus the main peak shown in Fig. 9~a! is the clear
arrival of mode 1 which can be resolved throughout theq1

variability interval.
Figure 14 shows the evolution withq1 of the eigenfunc-

FIG. 11. Dependence of modal group travel times onq1 for the caseq2

523 at the frequencies~a! 220 Hz and 280 Hz~3-dB frequencies forb
560 Hz!, ~b! 240 Hz and 260 Hz~3-dB frequencies forb520 Hz!. The
earlier travel times correspond to the lower frequency in each case~220 Hz
and 240 Hz, respectively!.

FIG. 12. Single-mode calculations for modes 1–5, for the caseq250, f 0

5250 Hz, b560 Hz. Dependence of~a! modal peak-arrival times and~b!
maximum peak amplitudes onq1 ; maximum peaks are line connected in
the upper figure.
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tions ~mode shapes! corresponding to modes 1 and 2 in the
upper 500 m for the cases:~a! q25 23, f 05250 Hz; ~b!
q250, f 05250 Hz; and~c! q250, f 0575 Hz. The corre-
sponding upper and lower turning depths are also shown in
this figure as functions ofq1 . The upper 100-m layer, where
the EOF-1 variability takes place, is denoted by a dotted line.

It is seen from Fig. 14 that changes inq1 cause in gen-
eral a vertical mode displacement. Thus individual modes
sense the sound-speed variability area~upper 100 m! more or
less intensively, depending on whether they are displaced
upward or downward. This mode displacement is the under-
lying reason for the nonlinear dependence of modal peak-
arrival times onq1 . Decreasingq1 values lead from chan-
neled to surface reflected propagation conditions, cf. Fig. 4,
which in turn are associated with an upward displacement of
modes, as observed in Fig. 14. Accordingly, the sensitivity of
modal arrival times toq1 , described by the absolute value of
the gradient]t i /]q1 ~first-order influence coefficient!, is ex-
pected to increase asq1 decreases. In deed, this gross
arrival-time behavior was observed in all cases considered so
far. Furthermore, comparing Fig. 14~a! with 10~a! and Fig.
14~b! with 12~a!, it is seen that the arrival-time sensitivity on
q1 becomes significant in the case that the maximum of the
mode function lies above 100 m, the EOF-1 variability limit.
If it lies below that depth, the nonlinear behavior and the
overall influence onq1 is very weak since the mode hardly
senses the EOF-1 variations.

In Fig. 14~a! ~q2523, f 05250 Hz! a continuous dis-
placement of modes 1 and 2 is seen throughout theq1 vari-
ability interval. Furthermore, the maxima of both modes 1

and 2 lie within the EOF-1 variability layer for allq1 values.
This physically explains the significant sensitivity of modal
peak-arrival times for modes 1 and 2 onq1 in Fig. 10~a! and
also their nonlinearity, stronger for mode 1, in agreement
with the different displacement rates in Fig. 14~a!. In Fig.
14~b! ~q250, f 05250 Hz) the maximum of mode 1 enters
the upper 100-m layer forq1 less than215. This explains
the very low sensitivity of mode 1 toq1 variations forq1

.215 in Fig. 12~a!. For q1,215 mode 1 undergoes sig-
nificant displacement withq1 and this reflects in the rapid
sensitivity increase and the associated nonlinear behavior in
Fig. 12~a!. Mode 2 is subject to milder changes in Fig. 14~b!
and this can be also seen in Fig. 12~a!. In the low-frequency
case~q250, f 0575 Hz! modes 1 and 2 shown in Fig. 14~c!
extend to larger depths, andq1 has a much weaker displace-
ment effect than previously. Accordingly, the portion of
mode 1 sensing the upper 100-m layer is small and only
slightly changing withq1 ; this explains the weaker nonlin-
ear behavior observed in this case.

IV. DISCUSSION AND CONCLUSIONS

A second-order description of the nonlinear dependence
of the peak-arrival times on the sound speed was presented.
Exploiting the generic nature of peak arrivals, expressions
for the first and second sound-speed derivatives of peak-
arrival times were obtained in terms of corresponding sound-
speed derivatives of the Green’s function. These expressions
are free from any restrictive assumptions concerning the
ocean environment, the emitted signal, or the particular
propagation modeling. Using normal-mode and eigenvalue

FIG. 13. Single-mode calculations for modes 1–5, for the caseq250, f 0

575 Hz, b520 Hz. Dependence of~a! modal peak-arrival times and~b!
maximum peak amplitudes onq1 ; maximum peaks are line connected in
the upper figure.

FIG. 14. Dependence of vertical eigenfunctions, upper and lower turning
depths for mode 1~———! and mode 2~----! on q1 , for cases~a! q2

523, f 05250 Hz, ~b! q250, f 05250 Hz, ~c! q250, f 0575 Hz.
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perturbation theory closed-form expressions were derived for
the first and second sound-speed derivatives of the Green’s
function for the case of a range-independent medium, in
terms of the eigenvalues and eigenfunctions at the reference
state. Although the resulting expressions are lengthy, espe-
cially the ones for the second derivatives, they can be sim-
plified in practice since the involved coefficient matrices are
diagonally dominant. Exploiting this fact, the multiple sum-
mations can be restricted along a small number of near-
diagonal lines. This reduces the computational burden with-
out significantly affecting the computation accuracy.

Using simulations for range-independent ocean environ-
ments describing winter-to-spring conditions in the western
Mediterranean sea, motivated from the Thetis-2 experiment,
the behavior of the late peak-arrival times with respect to
sound-speed changes was studied and the performance of the
second-order approach was assessed. The simulations repro-
duced a large-scale nonlinear behavior similar to that ob-
served in the Thetis-2 data. Modal considerations revealed
that this nonlinearity is due to the vertical displacement of
the low-order propagating modes caused by the winter-to-
spring changes in the sound-speed profile. In particular, the
change from upward refracting profiles in winter to chan-
neled profiles in spring causes a lowering of the upper turn-
ing depths of the low-order modes which no longer penetrate
the shallow layers where the seasonal variability takes place.
This results in an decreasing sensitivity, from winter to
spring, of the corresponding arrival times to sound-speed
changes.

Apart from the large-scale behavior of arrival-time
variations with respect to sound-speed changes, normal-
mode theory predicts that a fine-scale behavior of the late
arrivals may eventually be present, in the case of mode in-
terference. The fine-scale behavior is characterized by peaks
fading in and out and also by a strongly nonlinear behavior
of the corresponding peak-arrival times, even for small
sound-speed perturbations. Mode interference takes place
when significant~energetic! modes overlap with each other
in the time domain.

The signal bandwidth determines the duration of indi-
vidual modal arrivals and thus it affects overlapping and
mode interference, depending on the dispersion characteris-
tics of the individual modes as well. In the case of small
dispersion, a bandwidth increase will reduce the duration of
modal arrivals, weaken the overlapping and interference be-
tween modes and smoothen out the fine-scale behavior. On
the other hand, if strong dispersion is present, a bandwidth
increase will lead to a larger time spread of individual modal
arrivals, which in turn will intensify overlapping.

The propagation range is expected to have an effect on
the fine-scale behavior, depending on the strength of disper-
sion. If the dispersion is small, a range increase will lead to
larger separation between individual modal arrivals. If the
modes overlap with each other due to dispersion a range
increase will merely lead to a stretching of the arrival pat-
tern, without affecting mode overlapping.

The central source frequency plays an important role
affecting both the fine- and the large-scale behavior. In the
cases considered, a decrease of the source frequency led to

an increase in the separation between modes in the time do-
main, i.e., to better mode resolution and disappearance of
fine-scale anomalies. Concerning the large-scale behavior,
the decrease of the central source frequency led to a weak-
ening of the nonlinearity. In general, on the basis of wave
theory, it is expected that for lower frequencies~larger
acoustic wavelengths! vertical mode eigenfunctions become
less sensitive to sound-speed changes of limited spatial
scales, such as the EOF-1 variations considered. Accord-
ingly, for lower frequencies the dependence of modal peak-
arrival times on sound-speed variations is expected to be-
come closer to linear.

In all cases considered the first- and second-order ap-
proximation of peak-arrival times gives a good description of
the nonlinearity locally, the first-order approximations being
always the tangent lines to the exact nonlinear dependence
and the second-order ones sufficiently describing the local
curvature. Exploiting this fact, the second sound-speed de-
rivatives of the peak-arrival times can be used as an indicator
of the complexity of arrival pattern variations in the neigh-
borhood of a reference state.

Furthermore, the second derivatives of the peak-arrival
times can be used as a criterion for the validity of the linear
approximation, commonly used for inversions. Nevertheless,
care is needed in applying this criterion since a small value
of the second derivative may point either to a near-linear
behavior or to a turning point, whereas a large value~large
curvature! definitely points to strong nonlinear behavior, i.e.,
insufficiency of the first-order description. Without paying
attention to these issues the local first- and second-order de-
scription may be misleading for the large-scale behavior.

A currently considered extension of the present work is
the use of the peak-arrival concept in combination with
coupled-mode theory for predicting the influence of range-
dependent sound-speed variations on arrival times. The sec-
ond order is particularly important in that case, since the
effect of range dependence on the arrival times is expected to
be primarily a second-order effect.11,12
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Improved vertical array performance in shallow water
with a directional noise field
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The detection and localization performance of a vertical array against a submerged target in shallow
water can be significantly improved if the noise field is directional and the signal arrives in the null
~notch! of the noise field. This often happens in a summer environment with a downward refractive
sound speed profile in which the surface generated noise field exhibits a notch in the noise vertical
directionality distribution at mid~e.g., 500 Hz! frequencies. Using conventional beamforming, by
steering the beams to the shallow arrival angle of the target signal, the~undesired! noise which
arrives at steep angles can be suppressed. However, conventional beamforming often suffers from
significant signal gain degradation due to multipaths in the shallow water environment.
Matched-field processing yields a theoretical signal gain by coherently processing the signal, but its
ability to reject the directional noise is limited. Matched-beam processing, which is matched-field
processing in the beam domain, incorporates the advantages of matched-field processing for
coherent signal integration, and conventional beamforming for noise rejection. For the summer
environment studied, matched-beam processing yields the highest array gain, almost a twice longer
detection range, and a superior capability in detecting a deep target compared with the other two
processors. This is demonstrated using simulated signal and noise fields with a full water column
vertical array.@S0001-4966~98!02312-1#

PACS numbers: 43.30.Re, 43.30.Wi@DLB#

INTRODUCTION

Signal processing is used in underwater acoustics to en-
hance the detection of a signal among unwanted signals
~noise! originating from various sources. When signal and
noise exhibit different directionality1,2 in elevation angles,
the detection and localization of a submerged source can be
improved by adaptive array processing which exploits this
difference in signal and noise arrival angles. A well known
example is adaptive nulling of strong interferences for a hori-
zontal array using adaptive beamforming.3 In this paper, we
investigate adaptive processing of vertical array in shallow
water with a directional noise field.

Highly directional noise field can be found in shallow
water in summer with a downward refractive sound speed
profile. For this type of environments, theoretical computa-
tions of the surface generated noise field exhibit a notch in
the noise vertical directionality distribution at mid~e.g., 500
Hz! frequencies.1,2 The existence of the noise notch has been
confirmed experimentally.4–6 The noise notch can be weak-
ened or disappear when sound propagation is associated with
strong mode coupling.7

We study how directional noise is handled by various
signal processing algorithms. Specifically, we investigate the
performance of conventional beamforming processing
~CBP!, matched-field processing~MFP!,8 and matched-beam
processing~MBP!9 against a submerged target in a direc-
tional noise environment. For detection, array performance is
measured by array gain~AG! and nominal detection range of
a vertical array.@Array gain measures the improvement of
the output signal-to-noise ratio~SNR! over the input SNR.#
For source localization, array performance is measured by
the peak-to-sidelobe levels in the range-depth ambiguity sur-

face with the peak identified as the target. Array performance
is simulated in this paper using a stationary signal and noise
field, the latter corresponding to a long-term averaged noise
field. Detection statistics and detection performance~e.g., re-
ceiver operation curves! for fluctuating signal and noise
fields are beyond the scope of this paper.

In a directional noise field when the signal arrives in
directions near the noise notch, conventional beamforming
can be used to improve array gain by steering beams to the
direction of the signal where the noise level is weak. Signal
gain is maximum when the signal arrives in one beam~as in
deep water!. In a multipath shallow water environment, the
signal is often split into several beams for a vertical array.
Signal gain~SG! is degraded due to beam splitting, resulting
in a less than ideal AG for conventional beamforming.

Matched-field processing overcomes SG degradation by
coherently processing the multipath signal arrivals. We note
that while matched-field processing may be adaptive to the
signal, it is not necessarily adaptive to the noise. We note
also that the treatment of~directional! noise by matched-field
processing from the aspect of signal detection~e.g., array
gain! is limited in the literature. We find in this paper that
matched-field processing has a limited capability in rejecting
the directional noise. This is demonstrated by the MFP noise
gain ~measured at the target location! which is generally
higher than the CBP noise gain. As a result, despite the im-
proved signal gain, MFP yields a less than theoretical array
gain. ~The MFP array gain turns out to be only slightly
higher than the CBP array gain.! The limited ability of the
MFP in rejecting the surface generated noise can be traced to
the high noise background at the target range-depth cell
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which results from the accumulation of sidelobes associated
with individual noise sources near the surface.

Matched-beam processing is matched-field processing in
the beam domain. It overcomes the signal gain degradation
of conventional beamforming as MFP does. It incorporates
the beam filter of conventional beamforming by excluding
the beams of high noise from the matched-beam correlation.
As a result, it produces the highest array gain among the
three processors for the summer environment with a direc-
tional noise field.

Matched-beam processing is based on conventional
beamforming but it extends conventional beamforming to
include full field ~matched field! processing. Matched-beam
processing correlates the data field and replica field in the
beam domain~the wave number domain!. Various extensive
algorithms applied to conventional beamforming, such as
adaptive beamforming, can be directly incorporated into
matched-beam processing. The beam filter~to be illustrated
below! is the simplest way to implement adaptive process-
ing.

Both MFP and MBP localize a source in range and
depth, but not CBP. MBP yields the same range and depth
ambiguity surface as MFP if all beams are used in the MBP.
But if only a small number of beams are used in MBP, the
resulting ambiguity surface is different from the MFP sur-
face. For a shallow water environment, both MFP and MBP
produce high sidelobe levels using the Bartlett processor.
Using the minimum variance~MV !10 processor, the side-
lobes are much suppressed, but the MV processor is sensitive
to environmental mismatch. This paper studies the Bartlett
and MV processors as were most papers on MFP in the lit-
erature.

@An alternative approach to directional noise uses the
method of noise pre-whitening. It is a variation of the Bar-
tlett processor in which the data covariance matrix is divided
by the noise covariance matrix before it is multiplied by
~correlated with! the replica field.11 This processor yields a
theoretical 10 logN ~N is the number of sensors! for noise
gain as noise has been whitened. However, because of this
extra noise covariance matrix, the replica field does not
match the data field at the source location; the data field is
the signal field divided by the square root of the noise cova-
riance matrix. In other words, the modified MFP may be
adapted to the noise, it is not adapted to the signal. Another
consequence of the normalization of the signal covariance
matrix by the noise covariance matrix is the existence of
many high level sidelobes in the signal ambiguity surface.11

The noise pre-whitening approach will not be considered in
this paper.#

To illustrate the performance difference of MFP and
MBP in a directional noise field, we shall investigate the
ambiguity surfaces of MFP and MBP under the assumption
of low signal-to-noise~SNR! ratio. In a directional noise
field, it is how noise is processed that makes the difference
for detection of a weak signal.

This paper is organized as follows. The acoustic envi-
ronment and the noise model used for the analysis are de-
scribed in Sec. I. It is followed by the array gain comparisons
of the three processors in Sec. II. The comparisons were

made by varying the source range from 100 m to 20 km. In
Sec. III, the ambiguity surfaces of MFP and MBP are com-
pared under low~input! signal-to-noise ratio conditions. Sys-
tem implications are discussed and detection ranges for the
three processors are compared in Sec. IV. A summary is
given in Sec. V.

I. THE ACOUSTIC ENVIRONMENT AND NOISE
MODELING

The environment used for the present analysis is a typi-
cal summer water sound speed profile as shown in Fig. 1.
The sound speed is almost constant up to 50 m depth and
slowly decreases thereafter. The water column is 100 m deep
with a sediment layer of 6 m thickness overlaying the base-
ment. The sediment has a sound speed increasing linearly
with the depth; the initial sound speed is slower than the
water sound speed at the interface. It has a density of 1.5
g/cm3 and an attenuation of 0.06 dB/wavelength. The base-
ment has a constant sound speed of 1600 m/s, a density of
1.8 g/cm3, and an attenuation of 0.15 dB/wavelength. Be-
cause of the decreasing water sound speed near the interface
we expect a lot of bottom interaction in this environment.

The receivers are on a vertical array spanning the whole
water column from 5 m to 95 m.There are a total of 61
phones with uniform spacing of 1.5 m. We consider a
narrow-band signal of 500 Hz. The source-to-receiver range
is varied from 100 m to 20 km in the array performance
study. The source is initially deployed at 90 m depth. The
analysis is later extended to other source depths.

For the surface generated noise, the noise source is
assumed1 at 0.1 m below the surface so that the field gener-
ated by the source is effectively a dipole field due to reflec-
tions from the surface. We assume a uniform distribution of
the noise sources on an~imaginary! plane located at 0.1 m
depth. The covariance matrix elements can then be obtained
by incoherently integrating the fields due to sources in thin
annular rings centered around the vertical array. The details
of this computation are given in Ref. 2. The noise integration
is done up to 20 km which is a reasonable range for shallow
water environment; noise from long range sources are sig-
nificantly attenuated.

FIG. 1. Water sound-speed profile~right! and bottom sound-speed profile
~left!.
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In the downward refractive environment, one expects
the vertical directionality of the noise field~noise vertical
beam power distribution! to have a notch at the near hori-
zontal direction.4–6 An intuitive explanation is given by nor-
mal modes. Note that in this environment, the low order
mode depth functions peak at the lower half of the water
column. Consequently, surface noise sources couple weakly
with low order modes and strongly with higher modes. Since
the low and high order modes arrive at shallow and steep
grazing angles, respectively, the weak coupling of the noise
sources to the low order modes results in low beam levels at
shallow angles. Hence, the vertical directionality of the noise
is expected to exhibit a noise notch. One notes that, on the
other hand, a submerged source, e.g., at a depth of 90 m,
would couple strongly with the low order modes. The signal
from this source is expected at the direction of the noise
notch. An example is shown in Fig. 2. The difference of the
signal and noise arrival angles can be exploited to achieve a
high AG.

II. ARRAY GAIN

Array gain ~the ratio of signal and noise gain! depends
on how the signal and noise are processed. We shall compare
the signal gain~SG!, noise gain~NG!, and array gain~AG!
for CBP, MFP, and MBP below with some discussions on
how each processor processes the signal and noise.

A. Conventional beamforming

The SG of a vertical array is obtained by

SG~u!5N2
s†Rs

s†s^p†p&
, ~1!

whereR is the covariance matrix of the signal averaged over
many data samples,s is a steering vector with elements of
e2 ikzj sinu, andp is the data field. The angle bracket denotes
an average of data fields.k is the wave number of the propa-
gating sound wave,zj is the depth ofj th phone, andN is the
total number of phones in the array. The angleu is measured
from the broad side of the array. As is clear from the above
equation, SG will be maximized whenu is chosen to match
the strongest signal power direction. The NG is similarly
defined with a replacement of signal power with a noise
power in the above expression. In the array gain calculation
below, NG is evaluated at the direction of the signal where it
yields the highest array gain.

Figure 3~a! and ~b! shows the SG, NG, and AG for the
source depths at 50 m and 90 m, respectively, in the case of
CBP. The SGs are more or less the same in both cases, but
their values are much lower than the theoretical maximum,
which is 35.7 dB for 61 phones. This is due to the nature of
the wave propagation in the water column. As shown in Fig.
2, the signal energy is split into several beams resulting in
the signal gain degradation seen in Fig. 3. The NG in Fig. 3
is obtained by evaluating the noise at the beam direction
where the signal power is maximum for each source range.
The NG in Fig. 3 tends to decrease with the source range
because of this selection criterion.~By convention, NG is
evaluated at the target look direction.! Since the SG is almost

FIG. 2. Signal~solid curve! and noise~dotted curve! vertical directionality
for a signal source at 10 km and 90 m depth.

FIG. 3. Signal gain~solid curve!, noise gain~dotted curve!, and array gain
~dash curve! as a function of source range using conventional beamforming.
The source is at a depth of 50 m and 90 m for~a! and ~b!, respectively.
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constant throughout the range, this results in a slight increase
of AG with respect to range.

One finds from Fig. 3 that the average AG is greater
when the source depth is 90 m than it is 50 m by more than
3 dB. This is because the deep source couples stronger with
the lowest order modes and has a higher intensity in the
direction of the noise notch. When the source is at short
ranges~<1 km! to the array, there will be many bottom
bounced multipaths, and the signal gain~hence also the array
gain! is less than when the source is at long ranges.

B. Matched-field processing

Matched-field processing correlates the data and replica
fields on each phone. Matched-field signal gain is given by

SG~r ,z!5N2
s†Rs

s†s^p†p&
, ~2!

whereR is the covariance matrix as defined before,s is now
the replica field vector

sj5prplc~zj ,r ,z!,

which is the simulated signal field received at depthzj on the
vertical array from a source at ranger and depthz; andp is
the data field vector. MFP yields the theoretical SG, 20 logN
when the replica field matches the data field; the maximum
of Eq. ~2! is obtained whenr, z is at the true source position.
Noise ambiguity is obtained by replacing the signal covari-
ance matrix and average signal power in Eq.~2! by those of
the noise. For the purpose of AG calculation, NG is to be
evaluated at the source position.

The SG, NG, and AG of MFP are plotted in Fig. 4 as a
function of the source range for two source depths. The SG is
constant (20 logN) as expected. The noise gain is relatively
smooth as a function of the source range~compared with that
of CBP!. This indicates that the noise background in the
range–depth ambiguity surface is relatively smooth. Again
the AG is better when the source depth is at 90 m than at 50
m. The increasing trend of the AG with range is clearly
visible in both plots.

We find that the NG using MFP is a few dB higher than
the average NG of CBP for the deep source. Consequently,
despite the higher SG, MFP does not yield a higher AG than
CBP. For the mid-depth source, the NG of MFP is compa-
rable with the average NG of CBP at ranges<10 km and is
a few dB higher than the average NG of CBP at longer
ranges.

It is noted that CBP uses beam steering to suppress the
noise in the nonsignal directions. A different concept is used
in MFP which attempts to isolate the signal from the noise
using a three-dimensional ambiguity volume~i.e., bearing–
range–depth!. Ideally, the target should reside in a different
volume cell than the noise sources. For surface generated
noises, for example, one expects that the noise sources
should be localized at a surface layer in the bearing–range–
depth plot. But in practice, the noise sources have sidelobes
which accumulatively contribute to the noise background at
the target bearing–range–depth cell. In the case of strong
interferences~surface ships!, CBP used adaptive nulling to

reject the interference~i.e., adaptive beamforming!. MFP
will attempt to look through the ships~via the bearing-range-
depth distribution! to reject the interference.

We note that in various sonar applications both conven-
tional beam steering and adaptive beam nulling have proved
to be an effective way in rejection of directional noise. This
feature can be incorporated into matched-field processing us-
ing matched-beam processing. We shall demonstrate this
concept next. We shall find that the array gain using
matched-beam processing~with a beam filter! greatly im-
proves over that of MFP in a directional noise field.

C. Matched-beam processing

Matched-beam processing correlates the replica and data
in the beam domain. The SG is given by

SG~r ,z!5N2
b†RBb

b†b^d†d&
, ~3!

whered is the data beam vector, andb is the replica beam
vector obtained by conventional beamforming of the data
and replica field, respectively,

di5(
j

e2 ikzj sin u ipdata~zj ![(
j

Gi j pj
data, ~4!

FIG. 4. Signal gain~solid curve!, noise gain~dotted curve!, and array gain
~dashed curve! as a function of source range using matched-field processing.
The source is at a depth of 50 m and 90 m for~a! and ~b!, respectively.
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bi~r ,z!5(
j

e2 ikzj sin u iprplc~zj ,r ,z![(
j

Gi j pj
rplc , ~5!

where the beam numberi is designated by the beam angle
u i . The G matrix represents a Fourier transform from the
phone domain to the wave number (k5k sinu) domain and
is hence unitary. The beam covariance matrixRB is given by

RB5GRG†5^dd†&, ~6!

whereG† represents the inverse Fourier transform. Noting
that sinceG†G5I , Eq. ~3! reduces to the matched-field SG.

We note that adaptive beamforming can be incorporated
into matched-beam processing by replacing Eqs.~4! and ~5!
with the adaptive beamforming formula. For excluding
beams containing excess noise, the weighting will be done
directly in the beam domain using

b̃i~r ,z!5bib i5(
j

e2 ikzj sin u iprplc~zj ,r ,z!b i . ~7!

As an example, to exclude the high angle (uu i u.u0) beams,
we shall use a beam filter,

b i5 H0, for uu i u.u0 ,
1, for uu i u<u0 . ~8!

In this case, the matched-beam SG will be different from the
matched-field SG. We note that the matched-beam SG will
depend on the choice ofu0 .

With the beam filterb, the concept of noise rejection
using beam steering~as used in CBP! can now be incorpo-
rated into matched-field processing using MBP. We shall
show that a higher AG is obtained using less than full beams.
Two values ofu0 will be used below. For consistency check,
we have verified numerically that using all beams~i.e., from
290° to 90°! the matched-beam SG is identical to that of
MFP.

Numerical values are shown foru055° and 10° mea-
sured from the broad side direction of the vertical array.
Figure 5~a! and ~b! shows the results for the case ofuuu
<5° with two different source depths. We find that for the
mid-depth source~50-m depth!, the AG is not much different
from the AG of MFP@see Fig. 4~a!#. However, for the deep
source~90 m depth!, the AG is 5–10 dB higher than the AG
of MFP @compare Fig. 5~b! with Fig. 4~b!#. For that matter, it
is 5–10 dB higher than the AG of CBP.

For both cases, the NG using MBP~evaluated at the
source location! has been drastically reduced with the beam
filter. ~The beam filter has removed the noise arriving at
angles.5°. See also Fig. 8 below.! The SG suffers a small
loss with the use of the 5° beam filter for the deep source.
The loss in SG is greater for the mid-depth source and can-
cels the gain obtained in NG. This is due to the fact that the
signals from the mid-depth source arrive at higher angles
than the deep source and are affected by the beam filter.

The next two plots, Fig. 6~a! and ~b!, show the MBP
results foru0510°. We find a small improvement in AG
over that of MFP for the deep source and almost none for the
mid-water source. This result can be understood by balanc-
ing the SG with the NG shown in Fig. 6 with that of Fig. 4.
What value ofu0 should one use? The choice ofu0 should

be such to maximize the AG. An approximate value of the
filter angle can be obtained by estimating the arrival angles
of the signal and noise.

The above analysis indicates that MBP yields a signifi-
cantly higher~5–10 dB! AG over MFP for a deep source.
The improvement in AG is next calculated for all source
depths and ranges up to 20 km. The AG difference between
MBP and MFP is plotted in Fig. 7 foru055° and 10°. Note
that Fig. 7 is not the normal range-depth ambiguity surface
plot. It represents the improvement in AG of MBP over MFP
when the target is at the range-depth location as shown. One
finds in general that the improvement in AG increases with
the source depth~for this environment! and is greater at
shorter ranges than at longer ranges~for a fixed source
depth!. Based on Fig. 7 we conclude that MBP offers an
advantage for the detection of a deep source compared with
MFP. The same conclusion applies to CBP as well.

We remarked earlier that the improvement in AG is pri-
marily due to the reduction in NG. How the noise is reduced
in the noise ambiguity surface is shown in Fig. 8. Figure 8~a!
shows the matched-field noise gain ambiguity surface with
noise only. It is normalized via Eq.~2! as such it corresponds
to the matched-field noise gain at the corresponding range-
depth cell. It is the same as matched-beam noise gain using
all beams. Figure 8~b! shows the matched-beam noise gain
with a 5° beam filter. Comparing Fig. 8~b! with Fig. 8~a!, one

FIG. 5. Signal gain~solid curve!, noise gain~dotted curve!, and array gain
~dashed curve! as a function of source range using matched-beam process-
ing. Only beams with grazing anglesuuu<5° are used. The source is at a
depth of 50 m and 90 m for~a! and ~b!, respectively.
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sees that the noise level in the MBP ambiguity surface has
been substantially~5–10 dB! reduced using the beam filter,
especially in the deep water column. Figure 8~a! shows for
many range–depth coordinates, the matched-field NG is>18
dB, the NG for white noise~i.e., 10 logN!. We thus find that
MFP has a limited capability in rejecting directional noise.
With the beam filter incorporated in full field~matched-field!
processing, the NG is substantially~6–8 dB! lower than
10 logN for the lower water column@depth.50 m in Fig.
8~b!#. This shows that MBP has certain advantages in detec-
tion of deep submerged sources in shallow water.

III. RANGE-DEPTH AMBIGUITY SURFACES

In this section we investigate source localization using
MFP and MBP. Source localization is usually plotted via an
ambiguity surface as a function of the source range and
depth. We shall study the ambiguity surfaces using both the
Bartlett ~conventional! and Capon~minimum variance! pro-
cessors. The Capon processor yields a high peak at the
source location and low sidelobe levels elsewhere and is ex-
cellent for source localization. However, it is known to be
sensitive to environmental mismatch and can consequently
produce false peaks. The Bartlett processor is relatively less
sensitive to mismatch but has higher sidelobes. It is an en-
ergy detector~as used above for the SG, NG, and AG calcu-
lation!. As such, both processors need to be studied. In this
regard, the Capon processor for matched beam processing
corresponds to the so-called reduced minimum variance pro-
cessor which in previous studies is shown to be more stable
than the regular minimum variance processor.12–14

The advantage of matched-field processing as opposed
to conventional beamforming is that it can discriminate~in

FIG. 6. Signal gain~solid curve!, noise gain~dotted curve!, and array gain
~dashed curve! as a function of source range using matched-beam process-
ing. Only beams with grazing anglesuuu<10° are used. The source is at a
depth of 50 m and 90 m for~a! and ~b!, respectively.

FIG. 7. The improvement in AG of
matched-beam processing over
matched-field processing as a function
of source location. A beam filter of 5°
and 10° is used in~a! and ~b!, respec-
tively.
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principle! a submerged target from a surface ship. While
range can be estimated by matched-field processing, range
can also be estimated by other means, such as tri-angulation
from two arrays using conventional beamforming. We shall
explore the ability of MFP and MBP in terms of ‘‘detecting’’
a submerged target. This is to be done using the depth am-
biguity function. An example of that will be the ambiguity
function, locked at the source range, plotted as a function of
depth.

A. Bartlett processor

We shall plot the range–depth ambiguity surface for an
assumed input SNR, i.e., the averaged SNR on a phone. The
ambiguity surfaces for MFP and MBP as conventionally de-
fined are given by Eqs.~2! and~3! without theN2 factor. The
covariance matrixR used in the above equations is now the
sum of the signal and noise covariance with an assumed
input SNR

R5Rn1^pp†&, ~9!

whereRn is the noise covariance matrix. The intensity of the
data field includes both the signal and noise.

We shall be interested in low SNR cases since at high
SNR the ambiguity surface is dominated by the signal. Noise
makes a difference in terms of either localizing or detecting a
target only at low SNR.

Figure 9~a! shows the MFP ambiguity surface for an
input SNR of215 dB. The range of the ambiguity surface
covers from 100 m to 20 km in 100-m intervals and the
depth runs from 5 m to 95 m in 5-mintervals. The source is
located at a range of 10 km and a depth of 90 m. The ambi-
guity surface is an average over three different frequencies
~450, 500, and 550 Hz!. Normally, incoherent average of
ambiguity surfaces over a broadband frequencies will sup-
press the sidelobes.15 We find only a slight improvement; the
sidelobe levels change by about 1–2 dB.

Figure 9~b! shows the MBP ambiguity surface under the
same SNR condition with a beam filteru055°. When all
beams are included, we obtained the same results as in Fig.
9~a!.

Comparing Fig. 9~a! with Fig. 8~a!, we note that the two
ambiguity surfaces are very similar~except for a gray scale
change!. The target is localized at the range of 10 km and
depth of 90 m, but it has to compete with the strong noise
background. Practically speaking, the ambiguity is the sum
of the noise ambiguity surface with the signal ambiguity sur-
face, the latter has been boosted~relative to the noise! by the
array gain~18–20 dB!. The peak-to-sidelobe ratio~PTSL! is
about 1.5 dB. The low PTSL is an inherent property of the
Bartlett processor.

Comparing Fig. 9~b! with Fig. 8~b!, we also note that the
two ambiguity surfaces are very similar for reasons given
above. Comparing Fig. 9~b! with Fig. 9~a!, the noise back-
ground has a much lower level~at depth<60 m! as noted
before. But one observes many high level peaks at
depth.60 m. These are the sidelobes of the signal which is
located at the range of 10 km and depth of 90 m. The high
sidelobes can be independently verified by plotting the signal
ambiguity surface separately. The reason for the high side-
lobes is that part of the signal arriving at angles.5° has
been cut off by the beam filter~equivalently speaking, the
high order modes were not used in source localization!.
These sidelobes are deterministic~i.e., associated with signal
propagation!. These sidelobes makes range estimation diffi-
cult. But the range estimation using the Bartlett processor is
marginal at best@see Fig. 9~a!#. For range estimation one
needs to use the Capon processor, as discussed below.

Figure 10~a! and ~b! plots the range–depth ambiguity
surfaces for the MFP and MBP, respectively, for an input
SNR of 220 dB. The 5° beam filter is used for MBP. We
reach similar conclusions as in the215 dB SNR case. We

FIG. 8. The range-depth ambiguity
surface of ambient noise using
matched-beam processing:~a! full
beams,~b! beams with grazing angles
<5°.
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note that in Fig. 10~a!, as the noise level decreases with
increasing range in the ambiguity surface, a deep target has
less clutter around it at 20 km than at 10 km with the same
input SNR. However, due to the higher transmission loss the
source needs to be;10 dB louder at 20 km in order to
achieve the same SNR as the source at 10 km.~See Fig. 14
below.!

Next we discuss the possibility of target detection with-
out precise estimation of target range. For this purpose, we
shall examine the depth ambiguity function.16,17 We shall
assume three scenarios: first we know the source range, sec-

ond we know approximately the source range, and third we
do not know the source range.

The depth ambiguity function is obtained from the
range–depth ambiguity function. We shall illustrate the
depth ambiguity function using the215 dB SNR case shown
in Fig. 9. The first depth ambiguity function will be the
range–depth ambiguity function evaluated at the target
range. This depth ambiguity function is plotted in Fig. 11~a!
and ~b! using MFP and MBP, respectively. The noise level
without the target is shown by the dotted line in each figure.
Next we assume that the target is somewhere in the 8–12 km

FIG. 10. The ambiguity surfaces of
matched-field processing~a! and 5°
matched-beam processing~b! with an
input signal-to-noise ratio of220 dB.
The ambiguity surfaces are averaged
over three frequency~450, 500, 550
Hz!. The source is located at a range of
10 km, a depth of 90 m.

FIG. 9. The ambiguity surfaces of
matched-field processing~a! and 5°
matched-beam processing~b! with an
input signal-to-noise ratio of215 dB.
The ambiguity surfaces are averaged
over three frequency~450, 500, 550
Hz!. The source is located at a range of
10 km, a depth of 90 m.
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range. We define a second depth ambiguity function by in-
tegrating the range–depth ambiguity function~surface! over
a range from 8 to 12 km. The results are shown in Fig. 11~c!
and ~d! for MFP and MBP, respectively. For the third case,
the target range is not known, thus we integrate the ambigu-
ity surface of Fig. 9 over all ranges~up to 20 km!. The depth
ambiguity function is now shown in Fig. 11~e! and ~f! for
MFP and MBP, respectively. Again, the dotted lines refer to
the noise only ambiguity functions.

Comparing the SNR in the depth ambiguity functions
between the MFP and MBP processors, we note that MBP
yields a ~;7 dB! higher SNR than MFP case by case. Al-
though the input SNR is only215 dB, the output SNR in the
MBP depth ambiguity function~at the target depth! was
found to exceed 10 dB. This amount of output SNR signifi-
cantly enhances the detectability of a deep target. Figure
11~f! suggests that a deep target may be detected without
knowing the source range. We note that the various sidelobes

FIG. 11. The depth ambiguity function deduced from Fig. 9.~a! Matched-field processing at the source range of 10 km.~b! Matched-beam processing at the
source range of 10 km.~c! Matched-field processing with range integrated over 8–12 km.~d! Matched-beam processing with range integrated over 8–12 km.
~e! Matched-field processing over all ranges.~f! Matched-beam processing over all ranges. Dotted lines refer to noise only.
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in range using the 5° beam filter@Fig. 9~b!# confuses the
estimation of target range. But when the target range is not
required~when the question is ‘‘Is there a target?’’!, these
signal generated sidelobes can be used to enhance the output
SNR in the depth function by integrating over range.

B. Minimum variance „Capon … processor

In this section, we investigate the minimum variance
~Capon! processor which is known to produce low level side-
lobes. In this formalism the ambiguity function for MFP be-
comes the following:

BMV~r ,d!5
s†s

s†R21s
, ~10!

whereR is the covariance matrix of the signal plus noise as
defined in Eq.~9!.

Equation~10! can be transformed into the beam domain
using Eqs.~4! and ~5!

BMV~r ,d!5
b†b

b†RB
21b

, ~11!

where RB
215GR21G† and b5Gs. Equation ~11! is the

minimum variance~MV ! matched-beam processing using all
beams. A reduced minimum variance~RMV! matched-beam
processor is obtained by using a subspace of the covariance
matrix RB

21 which will be chosen to be the beam space with
cutoff angleu0 . The reduced covariance matrix is denoted
by R̃B

21 which replacesRB
21 in Eq. ~11!.

Figure 12 plots the range–depth ambiguity using the
RMV MBP with u0510°. The input SNR is230 dB. De-
spite the weak signal level, the target stands out clearly in the
ambiguity plot at the range of 10 km and depth of 90 m. One
observes that the high noise is confined primarily to depth
above 60 m in Fig. 12.

Using the MV MFP, Eq.~10!, we obtained practically
the same ambiguity surface as in Fig. 12. On the other hand

if we reduceu0 to 5° the ambiguity surface~not shown! is
filled with more sidelobes. Thus for the submerged target
both the MV MFP~or MV MBP! and RMV MBP with u0

510° can be used. The MV processor shows a better result
with a lower SNR~230 dB! than the Bartlett processor~215
to 220 dB!.

The merit of the RMV processor versus the MV proces-
sor has been discussed before.11–13 ~They are sometimes
called reduced maximum likelihood and maximum likeli-
hood processor, respectively.! The MV processor is known
to be sensitive to phase and amplitude errors8 ~due to, for
example, environmental mismatch problems!. Simulation re-
sults have shown that the RMV processor is more robust in
comparison. The robustness comes from a reduction of the
degrees of freedom in the signal space. Note that the cova-
riance matrix can sometimes be ill-conditioned. The MV
processor uses the inverse of the covariance matrix. It is thus
sensitive to the small eigenvalues of the covariance matrix
which are usually not stable. A reduced minimum variance
processor uses a submatrix of the covariance matrix exclud-
ing the small eigenvalues. The matrix inversion~the pseudo-
inverse! is more stable. In previous RMV MFP works,11–13

the dominant normal modes of the signal were chosen for the
RMV processor. Effectively, a mode filter was used to ex-
clude the~higher order! modes which are either noise domi-
nated or susceptible to environmental mismatch. In matched-
beam processing, the low grazing angle arrivals are
dominated by the signal and chosen for the RMV processor.
Low grazing angle arrivals correspond to low order normal
mode arrivals.

For the above reasons, RMV MBP may be preferred
over MV MFP in practice. In the above simulations, RMV
MBP and MV MFP yielded the same result—this is because
we used a stationary noise model~for the purpose of mean
AG calculation! which did not include noise fluctuations.
The objective of the simulations was to determine the cutoff
angle without sacrificing the performance of RMV MBP
~compared with MV MFP!. Based on the above study, we
shall useu510° rather than 5°.

Next we show the depth ambiguity function using the
RMV MBP. Since the target is precisely localized, we shall
use~only! the depth ambiguity function evaluated at the tar-
get range. Figure 13~a! shows the depth ambiguity function
for an input SNR of230 dB ~see Fig. 12!. We observe that
in the depth ambiguity function, the output signal level at the
target depth is lower than the noise level at near the surface.
This means that without depth discrimination, the target sig-
nal will not be detected. But since the noise level decreases
significantly with depth, a deep target will be detected by
depth discrimination~with a 15 dB SNR!; the noise level
without the target present is shown as the dotted line in Fig.
13~a!. We conclude that for the directional noise environ-
ment, the RMV processor has an excellent performance in
noise rejection for target in the lower water column.

Figure 13~b! shows the depth ambiguity function for an
input SNR of215 dB, the output SNR is.25 dB compared
with the noise level in the lower water column.

FIG. 12. The ambiguity surface of matched-beam processing~10°! using
reduced minimum variance processor. The input signal-to-noise ratio is230
dB.
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IV. SYSTEM IMPLICATIONS

The above results in AG can be used to estimate the
detection range for the various processors in the shallow wa-
ter environment. Maximum detection range will be estimated
for a given source level, noise level, and an assumed detec-
tion threshold. Conversely, one could ask what is the mini-
mum source level required for a given detection range as-
suming a certain detection threshold. As seen below, the
higher AG of MBP compared with MFP and CBP implies a
much extended~nearly twice! detection range for MBP.

Using the passive sonar equation, detection is deter-
mined by the following condition:

DT<SL2TL1AG2NL, ~12!

where DT on the left-hand side represents the detection
threshold, SL is the source level, TL is the transmission loss,
NL is the noise level per Hertz, and AG is the array gain
studied before. To study detection performance, statistical
distributions for NL, TL, and AG will be required. For the
discussion in this section, a mean value for TL and AG
would suffice; AG was calculated in Sec. II and TL will be
estimated below. A nominal value of NL which falls within
the range of previous experimental measurements will be
used. Under this nominal condition, a maximum detection

range can be estimated from Eq.~12! when the right hand
side ~which will be called the signal excess! equals the left
hand side.

Detection threshold, DT, is a system parameter. Detec-
tion threshold is discussed in Ref. 18. For example,

DT55 log d25 log
T

b
, ~13!

whered is the detection index,T is the integration time~s!,
and b is the bandwidth. Ford510 and T/b5200,
DT526.5 dB. For the discussion below, how DT is calcu-
lated is not important. DT526.5 dB is a reasonable value
that we will use. Other values can be used by the readers.

To determine detection range from Eq.~12! we need TL
as a function of range. TL will be calculated for the wave-
guide displayed in Fig. 1 at the signal frequency of 500 Hz
using a normal mode program.19 The source is assumed at a
depth of 90 m. The TL is averaged over all phones on the
vertical array~for a given range!.

For numerical calculations, we assume a nominal value
NL575–85 dB//mPa/Hz at 500 Hz. The source level can
cover a wide range from 100 to 200 dB//mPa @1 m. For the
example below, we use SL5120–130 dB//mPa @1 m result-
ing in SL2NL545 dB. This value is chosen by the criterion
that the target can be detected by CBP at 10 km using the TL
and AG given above.

With all the parameters given above, we study the dif-
ference in the detection range using all three different pro-
cessors. The AG of CBP, MFP, and MBP which were pre-
viously calculated in Sec. II will now influence the detection
range via Eq.~12!. Figure 14 plots the right side of Eq.~12!,
the signal excess, as a function of source range using the
three processors. In general, one finds that CBP shows the

FIG. 13. The depth ambiguity function at the source range~10 km! using
minimum variance matched beam processing with 10° beam filter.~a! Input
signal-to-noise ratio of230 dB as in Fig. 12.~b! Input signal-to-noise ratio
of 215 dB. Dotted lines refer to noise only.

FIG. 14. Signal excess as a function of target range. Target depth is fixed at
90 m. The solid curve is for conventional beamforming, the dashed curve
for matched field processing, and the dot–dash curve for matched-beam
processing withuuu<5°. The dotted line represents a detection threshold of
26.5 dB.
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lowest signal access level and MBP withuuu<5° the highest
signal access level. The MFP signal access level lies in be-
tween these two. The dotted line in Fig. 14 shows a level of
DT at 26.5 dB. The~maximum! detection range of a pro-
cessor can be read off the plot by the crossing point between
the dotted line and the corresponding signal excess curve.
The CBP detection range is a little bit hard to determine
because the curve fluctuates considerably depending on the
range. A fair estimate of the detection range is between 6 and
8 km. The MFP detection range is 11.5 km and the MBP
detection range is 19 km. Thus based on Fig. 14, the MBP
detection range is about 2.7 times of the CBP detection range
and 1.65 times of the MFP detection range. Both the MFP
and MBP detection ranges are far greater than CBP detection
range. The MBP detection range withuuu<10° ~not shown
in Fig. 14! is about 13 km, which is slightly longer than MFP
detection range.

V. SUMMARY

Detection of a signal in a directional ambient noise field
depends not only on how the signal is processed but also on
how the noise is processed. The signal processing becomes
more critical when the input SNR gets lower, as in this case
the signal detection can be greatly improved by a clever al-
gorithm which rejects the noise. Conventional beamforming
and adaptive interference nulling are examples where the
noise can be rejected by beam steering in the former case and
beam nulling in the latter case.

We investigate in this paper array gain and source local-
ization for a vertical array in a summer environment. In this
environment, the noise field is highly directional at mid-
frequencies and arrives at different elevation angles than the
signal. This property is exploited by various signal process-
ing methods. Specifically, we note that in a downward re-
fracting sound speed environment in shallow water, the sur-
face generated noise field has a notch in the near horizontal
direction at mid-frequencies. On the other hand the signal
from a submerged target has peaks at very shallow grazing
angles. A spatial filter can be used to block out the noise
beams as was done previously for conventional beamform-
ing. This idea is generalized to a full field processing algo-
rithm in this paper.

The reasons that full field~matched-field! processing is
used in this paper are twofold. In shallow water, one encoun-
ters a problem with conventional beamforming in that the
signal energy can be split over several beams. The beam
splitting applies to both the signal and noise. As a conse-
quence, the array gain will be less than theoretical and beam
nulling is less than ideal. To recover the signal gain degra-
dation, one needs coherent processing such as matched-field
processing. Second, matched-field processing for a vertical
array not only improves the signal gain but also yields source
localization. The ability to discriminate a submerged target
from a surface ship is an important feature of the matched-
field processor.

We found that the matched-field~Bartlett! processor has
a limited ability to reject noise~MFP noise gain can be
higher than 10 logN using the Bartlett processor!. A much

better performance is achieved by the minimum variance
processor, but the minimum variance processor may not be
robust.

Noise rejection by beam steering~as used in conven-
tional beamforming! is incorporated into matched-field pro-
cessing via matched-beam processing. Matched-beam pro-
cessing is matched-field processing in the beam domain. The
hydrophone data and replica fields are transformed into the
wave number domain; this transformation is also known as
conventional beamforming. In the wave number~beam! do-
main, the beam filter can be incorporated naturally. Without
imposing the beam filter, matched-beam processing yields
identical results as matched-field processing.

The performance of three array signal processing meth-
ods, CBP, MFP, and MBP, were investigated in this paper in
terms of array gain, detection ranges, source localization, and
target depth discrimination against surface noise. The results
can be summarized as follows. Using the Bartlett processor,
the CBP generally produces a lower AG compared to MFP
and MBP processors due to the multipath nature of the sound
wave propagation in shallow water. The MFP performance is
better than the CBP’s, but it has limited means to discrimi-
nate the surface generated noise. The MBP processes the
signal coherently as the MFP. It uses a spatial filter to dis-
criminate the noise by integrating only beam angles where
the signal power is strong and noise power is weak. It is
found that MBP yields 5–10 dB improvement in AG and
doubles the detection range compared with the other proces-
sors.

Source localization using the Bartlett processor becomes
marginal for both MFP and MBP when input SNR is as low
as 215 to 220 dB. The MV ~Capon! processor localizes a
source at an input SNR of230 dB without difficulty. The
RMV MBP has an equal performance as the MV MFP. It is
expected to be more robust against environmental mismatch
as indicated by previously studies; the reason is due to the
reduction of the degrees of freedom in the signal space.

We compared the output SNR between the MFP and
MBP processors for the detection of a~deep! submerged tar-
get. The MBP depth ambiguity function can be used to detect
a submerged target without a precise knowledge of the target
range for a low input SNR. This could be a useful feature in
practice. Range can be further searched by iteration, or by
source localization using the MV processor. The MFP depth
function yields a lower output SNR.

To conclude, this paper demonstrated that for a summer
environment with surface generated noise, the detection of a
deep submerged target can be significantly improved by
adaptive noise processing. Matched-beaming processing is a
full field processor which exploits the difference in the signal
and noise arrival angles in the beam domain. As noted in the
Introduction, noise pre-whiting can be used to remove the
noise directionality but it is not necessarily adaptive to the
signal: the correlation of the modified data field with the
replica field is no longer unity. In contrast, MBP keeps the
signal gain as MFP.
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A time-reversing array~TRA! has the ability to retrofocus acoustic energy, in both time and space,
to the original sound-source location without any information about the acoustic environment in
which it is deployed. This unique capability may be limited or lost when the acoustic medium or its
boundaries are time dependent, or propagation losses are prevalent. In this paper, predictions are
made for the size, field-amplitude decay rate~or time!, and location of the retrofocus for a TRA
deployed in the presence of three dynamic acoustic propagation complexities commonly present in
shallow ocean waters:~i! volume scattering from a random superposition of linear internal waves
convecting a gradient in the sound speed profile;~ii ! reflection and volume scattering from a
deterministic soliton internal wave traveling on the thermocline between two water masses with
differing sound speed; and~iii ! surface scattering from a wind-driven dynamic random rough ocean
surface. Analytical propagation models for narrow-band signals are used to highlight separately the
influence of each propagation complexity on TRA retrofocusing. As expected, internal wave time
scales are long enough so that TRA retrofocusing should persist for several minutes for source-array
ranges of several kilometers at frequencies approaching 1 kHz. However, the comparatively rapid
motion of ocean surface waves should prevent TRA exploitation of acoustic scattering from a
wind-driven ocean surface at ranges greater than a few hundred meters, independent of acoustic
frequency. Interestingly, multiple time-invariant propagation paths are not found to consistently
enhance retrofocusing unless the TRA has sufficient angular resolution to distinguish them.
© 1998 Acoustical Society of America.@S0001-4966~98!04712-2#

PACS numbers: 43.30.Vh, 43.30.Yj, 43.30.Ft, 43.30.Hw@DLB#

INTRODUCTION

The properties of time-reversed~or phase-conjugated!
sound waves, and the devices to produce them, are being
explored for a variety of applications in underwater sound
~Jackson and Dowling, 1991; Dowling and Jackson, 1992;
Dowling, 1994; Parvulescu, 1995; Kupermanet al., 1998;
Song et al., 1998!, medical ultrasound~Ikeda, 1989; Nik-
oonahad and Pusateri, 1989; Finket al., 1989; Pradaet al.,
1991; Prada and Fink, 1994; Dorme and Fink, 1995; Parada
et al., 1995, 1996; Thomas and Fink, 1996; Tanteret al.,
1998!, and nondestructive evaluation~Thomaset al., 1994;
Chakrounet al., 1995; Draegeret al., 1998!. Investigations
into related passive and active techniques for real-time rever-
beration compensation have also been undertaken~Neely and
Allen, 1979; Clarksonet al., 1985; Nelsonet al., 1992!. Re-
cent review articles on time reversal in acoustics~Fink, 1993,
1996, 1997! illustrate its elegance and allure.

Unlike ordinary acoustic radiation, time-reversed acous-
tic waves traveltoward the source that produced them, in-
stead of away from it. When the characteristics of the acous-
tic environment and the time-reversing device~typically an
array of transducers! are appropriately matched, the time-
reversed acoustic waves will spatially and temporally retro-
focus at their source location. Time-reversing array~TRA!
retrofocusing is possible when the TRA has sufficient aper-
ture and the acoustic environment is reciprocal~i.e., one that
is temporally invariant!, but is degraded or altered when the
acoustic medium or its boundaries are time dependent

~Dowling and Jackson, 1992; Dowling, 1994!, moving
~Dowling, 1993; Roux and Fink, 1995!, or the array does not
possess the requisite aperture to resolve individual propaga-
tion paths in a multipath environment~as discussed herein!.
This paper explores the extent to which acoustic-
environment time variations typical of ocean surface and in-
ternal waves alter the underwater retrofocusing properties of
a TRA composed of monopole transducers. Here, simple
propagation models are exploited to clearly expose the influ-
ence of environmental dynamics when one or two dominant
acoustic paths link the source and the TRA. Although wave-
guide effects are not addressed, the results presented in the
following sections display the type of phenomena possible in
more complex multipath environments, and provide new pre-
dictions of TRA retrofocusing limitations.

Time-reversing arrays attempt to exploit all time-
invariant propagation complexities, except absorption, to en-
hance retrofocusing beyond the free-space diffraction limit
without any information about the acoustic environment
~Saichev, 1982; Dowling and Jackson, 1992; Derodeet al.,
1995; Kupermanet al., 1998!. While amplitude compensa-
tion schemes for acoustic absorption have been found effec-
tive ~Thomas and Fink, 1996; Tanteret al., 1998!, TRA ret-
rofocus degradation resulting from time varying propagation
complexities cannot be alleviated, in general, without de-
tailed knowledge of the acoustic environment and itsfuture
variations. Given that such information is unlikely to be
available, TRA retrofocusing performance in a dynamic en-
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vironment will typically be limited by the extent of temporal
changes in the acoustic medium.

The purpose of this paper is to predict these limitations
and their dependence on source-array range (zs), acoustic
frequency~f !, array size (sx ,sy), and round-trip time delay
(Dt5t22t1) between the time of the original source trans-
mission (t1) and the time of the acoustic retrofocus (t2) for
individual dynamic propagation complexities. The three
complexities addressed in this paper are: a random superpo-
sition of evolving linear internal waves as deduced from a
simplified Garrett–Munk model compressed into a shallow
water~Sec. I!; a deterministic soliton internal wave traveling
on a thermocline~Sec. II!; and a dynamic rough wind-driven
ocean surface~Sec. III!. The present findings indicate that
dynamic phenomena that evolve slowly compared to the
round-trip time delay can be compensated by a TRA.

For simplicity and consistency with previous investiga-
tions, a narrow-band weighted-monopole formulation of the
time-reversing array is chosen:

GTRA~r ,r s,v,t22t1!

5E
r 8

G2~r ,r 8,v!S~r 8!G1* ~r 8,r s,v!d3r 8, ~1!

where bold type indicates a vector quantity,GTRA(r ,r s,v,t2

2t1) is the acoustic field produced by the TRA atr in re-
sponse to a harmonic point source of radian frequencyv
52p f at r s, Gi(r f ,r0,v) is the Helmholtz-equation Green’s
function for the acoustic environment at timet i with source
location r 0 and field pointr f, S(r 8) is the array shading or
weighting function,r 8 is the integration variable for the array
coordinates, and the asterisk denotes mathematical complex
conjugation. Complex conjugation implies time reversal for
zero-bandwidth signals~Jackson and Dowling, 1991!. Here,
the acoustic environment may evolve betweent1 andt2 , but
it is assumed frozen while the signal propagates from the
source to the array att1 , and from the array to the source at
t2 ; henceG1 andG2 are taken to be reciprocal but unequal
when t22t1[Dt.0 because of environmental dynamics.
The exact functional form ofG1 andG2 is determined from
the acoustic environment. For a discrete array,S(r 8) is
merely a sum of spatial Dirac delta functions. While other
more complicated formulations of TRAs incorporating di-
pole sources and broadband signals are possible~Cassereau
and Fink, 1993, 1994!, the ansatz or definition embodied in
Eq. ~1! provides a simple gage for TRA performance. Broad-
band signals may be treated by an appropriate time domain
version of ~1! that properly accounts for causality~Jackson
and Dowling, 1991; Cassereau and Fink, 1993, 1994!.

The response of the time reversing array described by
~1! has two parts. First, the received field which originated at
the source at timet1 , G1(r 8,r s,v), is complex conjugated
~i.e., time reversed! and weighted according to the shading
function, S(r 8). After a listening and signal processing de-
lay, this conjugated and weighted field is then retransmitted
from each array locationr 8 and arrives at the field pointr at
time t2 . In general, the shading function has units and its

magnitude is set by the transducer gain. Here,S(r 8) is nor-
malized to have a volume integral of unity, andr is chosen to
lie nearr s.

The next three sections present the detailed propagation
formulation, and retrofocusing results for each of the three
dynamic propagation complexities. In all cases the generic
situation is the same and is depicted in Fig. 1 withx-y-z
axes as shown. A planar or linear array centered on the origin
of coordinates responds to a point source located atr s
5(0,0,zs). The final section presents the conclusions drawn
from this work.

I. DYNAMIC RANDOM VOLUME SCATTERING

The results in this section are based on previous work
~Dowling and Jackson, 1992; Dowling, 1994!, so the formal
mathematical development is minimal. The new results in
this section pertain to the use of shallow-water parameters in
the random medium formulation, and the utility of approxi-
mate forms for predictions of TRA retrofocus size and life-
time.

In a dynamic random medium, the mean field of the
array can be computed from the expectation value of~1!:

^GTRA~r ,r s,v,Dt !&

5E
r 8

S~r 8!^G2~r ,r 8,v!G1* ~r 8,r s,v!&d3r 8. ~2!

Here,^,& braces denote an ensemble expectation value com-
puted by averaging over many realizations of the random
media. The integrand in~2! is a product of the shading func-
tion and the mutual coherence function. For nearly horizontal
paths in a simple environment lacking surface and bottom
reflections,̂ GTRA& can be factored into a deterministic free-
space contribution,G0c(r ,r s ,v), and a random medium cor-
rection factor obtained from the moment theory for the para-
bolic approximation to the wave equation~Ishimaru, 1978!;

^GTRA~r ,r s,v,Dt !&

5G0c~r ,r s,v!expH 2
k2zs

4 E
0

1

@A~0,0,0!

2A~zx,zy,Dt !#dzJ , ~3!

FIG. 1. Time-reversing array~TRA! geometry. The omni-directional source
on the right broadcasts att5t1 . The TRA receives the signal and retrans-
mits to form the retrofocus att5t2 . If the acoustic environment changes
during the periodt22t1 , retrofocus properties may be degraded. Dynamic
shallow-water acoustic environments typically include internal and surface
waves.
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where r5(x,y,zs1Dz), r s5(0,0,zs), k is v/c0 , c0 is the
average sound speed, andA is the projected autocorrelation
function of the refractive index fluctuations of the random
medium. Following Uscinski and Reeve~1990!, when
k2zsA(0,0,0)/4.2 or 3, the exponentiated integral in~3!
may be simplified by making a Taylor series expansion of
A(zx,zy,Dt) and keeping only quadratic terms inx, y, and
Dt. For a planar Gaussian-shaded array lying in thex-y
plane atz50 with the field point lying near the source atz
5zs ~i.e., Dz50, andx and y both much less thanzs), the
Uscinski–Reeve approximation in~3! produces

^GTRA~r ,r s,v,Dt !&

5
1

16p2zs
2 expH 2

~kxsx!
21~kxsy!2

2zs
2

2
k2zs

4 F uAxxux2

6
1

uAyyuy2

6
1

uAttu~Dt !2

2 G J , ~4!

wheresx and sy are the 1/Ae of the array in thex and y
directions, respectively, andAxx , Ayy , andAtt are the sec-
ond derivatives ofA with respect tox, y, andt. The absolute
value signs in~4! arise becauseAxx , Ayy , and Att are all
negative. At any time delayDt, the standard-deviation
widths of the focal spot,wx andwy , in thex andy directions
are

wx5
zs /ksx

A11uAxxuzs
3/12sx

2
, ~5a!

and

wy5
zs /ksy

A11uAyyuzs
3/12sy

2
. ~5b!

At this level of approximation, the spot size of the mean
retrofocus field is time independent.

The effect of the random medium is felt in these results
through the projected autocorrelation functionA. Here,A is
obtained by compressing a simplified deep-water Garrett–
Munk internal wave model into a 100-m-deep ocean by ad-
justing the width of the vertical wave number spectrum and
setting the internal wave energy level and speed of sound
gradient via conservative choices from oceanographic mea-
surements~see Appendix A!. The primary intent of this ex-
ercise is to bound the influence of actual shallow-water ran-
dom internal-wave phenomena on TRA retrofocusing
through conservative parameter selection. The next section
treats a single soliton internal wave as a deterministic limit
of shallow-water internal-wave phenomena.

Results for the vertical size of the focus,wy , based on
~5b! ~smooth curves! and direct numerical evaluations of~3!
to find the 1/Ae points~plotted symbols! are shown in Fig. 2
for: 1 m,sy,30 m, andzs,10 km. The near alignment of
the plotted symbols with the appropriate curves suggests the
Uscinski–Reeve approximation is valid for spatial TRA ret-
rofocusing beyond its normal range of applicability
@k0

2zsA(0,0,0)/4.2 or 3#. The scaling of the vertical axis on
this plot incorporates all acoustic wavelength dependence for
these Fresnel predictions. At short ranges, large arrays pro-

duce smaller focal spots and increasing range increases the
focal spot size, as expected. However, at long ranges, all
arrays are predicted to produce the same size focus which
decreaseswith increasingrange. The break points where the
various curves join the array-size independent curve are de-
termined by the magnitude ofuAyyu and the size of the array.
While these parametric results, including medium-aided fo-
cusing, have been noted before~Saichev, 1982; Dowling and
Jackson, 1992!, the vertical spot sizes in Fig. 2, based on
shallow-water parameters, are generally smaller than their
deep-water counter parts because the relative strength of
stratification fluctuations are larger in shallow water.

Figure 3 shows the horizontal size of the focus,wx ,
based on~5a!. The results here are very similar to Fig. 2
except the much smaller value ofuAxxu compared touAyyu

FIG. 2. Acoustic wave number scaled vertical focus size versus range for a
variety of array sizes with the Uscinski–Reeve approximation~5b!: ———
sy51 m, -----sy53 m, –––sy510 m, — — —sy530 m, and without it
@a direct numerical evaluation of~3!#: s———s sy51 m, andn———n

sy530 m. Here,uAyyu57.631023 m21 and the Uscinski–Reeve approxi-
mation is found accurate throughout the range of investigation.

FIG. 3. Acoustic wave number scaled horizontal focus size versus range for
a variety of array sizes with the Uscinski–Reeve approximation~5a!:
——— sx51 m, ------- sx53 m, –––– sx510 m, — — — sx530 m,
— - — - sx5100 m. HereuAxxu59.731026 m21 and the horizontal retro-
focus size depends on the array size to larger ranges when compared to the
vertical focus size~Fig. 2! becauseuAyyu@uAxxu.
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shifts the medium-aided focusing regime to larger source-
array ranges.

The predicted decay of the mean-field amplitude at the
retrofocus location,r5r s, is shown in Fig. 4 as a function of
NDt, whereN is the internal-wave buoyancy frequency. As
previously shown, these results are independent of the size of
the array~Dowling, 1994!. SinceN sets the oscillation rate of
the most dynamic internal waves, it is the natural factor for
scaling the time delay axis. The three pairs of curves corre-
spond to three different ranges with and without the temporal
extension of the Uscinski–Reeve approximation at a fre-
quency of 1 kHz. For all three ranges the approximate form
does a reasonable job forNDt<1/2 or so, but underpredicts
the field amplitude forNDt>1/2. The general trend in Fig. 4
shows the retrofocus decays more quickly at longer ranges
and higher frequencies.

Figure 5, a diagram of the operating envelope of a TRA,
combines the retrofocus field decay results for 100 Hz< f
<10 kHz by employing the focus half-life: the time delay
necessary for the field amplitude to fall to half of its value at
Dt50. The upward sloping solid line in the lower right por-
tion of Fig. 5 represents the causality boundary. In its sim-
plest form ~ignoring geometrical corrections!, causality re-
quires the overall time delay to be greater than twice the
one-way straight-ray propagation time:

t22t1>
2zs

c
. ~6!

Causal TRA systems cannot operate below or to the right of
the causality boundary. The downward sloping curves that
meet the causality boundary are the locus of the retrofocus
half-life at the specified frequency. Below and to the left of
these lines the retrofocus field amplitude is predicted to ex-
ceed half its value atDt50. The main result in Fig. 5 is the
notable expansion of the operating envelope of a TRA as the
acoustic frequency or the source-array range is lowered. Al-
though conservative parameter choices make Fig. 5 more

restrictive than similar deep ocean results~Dowling and
Jackson, 1992!, there should still be ample opportunity to
exploit TRAs in shallow ocean waters. For example, at 1
kHz and a range of 10 km, the focal half-life is predicted to
be approximately 40 s, enough time for three round-trips
between the source and array.

II. DYNAMIC DETERMINISTIC VOLUME SCATTERING

In this section, the impact on TRA retrofocusing from a
soliton internal wave moving on a thermocline is addressed.
The development here includes use of the high-frequency
two-path Green’s function,Gtp ~Brekhovskikh, 1980!, to
treat propagation in the presence of a flat thermocline, and
the Born approximation~Pierce, 1989! to address scattering
from the soliton internal wave. Thus the present results in-
clude deterministic two-path propagation, and volume scat-
tering from a moving inhomegeneity. The purpose of this
study was to determine how the two deterministic paths in-
teract to form the TRA retrofocus in the absence of medium
dynamics, and to indicate the type of TRA retrofocus
changes that are likely to occur when time-dependent scat-
tering from soliton-induced thermocline motion is included.
Cassereau and Fink~1994! have studied TRA retrofocusing
through a plane interface separating two fluids, but their
work primarily involved propagation paths nearly perpen-
dicular to the interface while the present study addresses
paths nearly parallel to it.

The basic geometry is given in Fig. 1. The array was
assumed to be linear, vertical, Gaussian shaded, and de-
ployed entirely below the thermocline so the acoustic wave
numberk is equal tov/c2 . With the chosen Cartesian coor-
dinate system and arrangement of fluid masses: the ther-
mocline lies ony52H, so

FIG. 4. Amplitude of the TRA retrofocus field divided by its value fort2

2t150 vs N(t22t1) whereN in the buoyancy frequency with~lines! and
without ~lines with symbols! the temporal extension of the Uscinski–Reeve
approximation for various wave number range combinations. The temporal
extension of the Uscinski–Reeve approximation~4! predicts a faster ampli-
tude decay than the full theory~3!.

FIG. 5. Diagram of the operating envelope of a TRA. The solid line with
positive slope is the causality boundary. Causal TRA systems must operate
above this line. The curves with symbols having negative slopes are the time
delay range locus of points where the TRA retrofocus has fallen to half of its
value att22t150 at the specified frequency. Below and to the left of these
lines the retrofocus field amplitude is larger. This figure shows that TRA
retrofocusing persists for longer periods of time at shorter ranges and lower
frequencies. The region below the frequency curve of interest but above the
causality line is the predicted operating envelop for a TRA.
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Gtp~r f,r 0,v!

5D~r f,r 0,v!1R~r f,r 0,v,H !

5
exp$ ikA~xf2x0!21~yf2y0!21~zf2z0!2%

A~xf2x0!21~yf2y0!21~zf2z0!2

1
exp$ ikA~xf2x0!21~yf1y012H !21~zf2z0!2%

A~xf2x0!21~yf1y012H !21~zf2z0!2

3H sin u2~r2 /r1!A~c2 /c1!22cos2 u

sin u1~r2 /r1!A~c2 /c1!22cos2 u
J , ~7a!

where:

sin u5
yf1y012H

A~xf2x0!21~yf1y012H !21~zf2z0!2
. ~7b!

Here, r1 , c1 and r2 , c2 denote the densities and sound
speeds above and below the thermocline, respectively. For
the results presented below:c1.c2 , and r1'r2 . The first
term in ~7a!, D(r f,r 0,v), represents the direct path between
the source and the TRA. The second term,R(r f,r 0,v,H), is
the interface reflected path.@D andR have been defined here
to clarify the discussion of~9! below.# The lateral wave and
curvature corrections for the reflected path~Brekhovskikh,
1980! were not included in this study.

Upon treating the soliton with the single scattering ap-
proximation, the Green’s function,Gi , is the sum ofGtp and
the acoustic scattering from the solitong i , whereg i is given
by the familiar integral over the scattering volume

g i~r f,r 0,v,t i !

5
k2

4p E
zb50

1zb E
yb52H

2H1h~zb ,t i !E
xb52`

1`

Gtp~r f,r b,v!

3dn2Gtp~r b,r 0,v!dxb dyb dzb , ~8!

where r b5(xb ,yb ,zb) is the integration variable,dn2

5(c2 /c1)221 is a constant in this situation, andh(zb ,t i) is
a KdV profile for the soliton internal wave~Osborne and
Burch, 1980! at time t i . The evaluation of~8! is accom-
plished via the stationary-phase approximation in thex-
direction, and numerical integration in they andz directions.
Appendix B provides parameter selection and implementa-
tion details.

With Gi5Gtp1g i , the TRA response defined by~1!
becomes

GTRA~r ,r s,v,t22t1!5E
r 8

@Gtp1g2#S@Gtp1g1#* d3r 8,

~9a!

'E
r 8

S@GtpGtp* 1Gtpg1* 1g2Gtp* #d3r 8,

~9b!

where all arguments of the various functions have been
suppressed for clarity, and the second-order term has been
dropped from~9b! in this first-order perturbation scheme.
The first term of ~9b!, *SGtpGtp* d3r 8, represents
TRA retrofocusing with the thermocline present but the soli-

ton absent. It is time independent and contains four possible
round-trip paths@direct–direct5D(r ,r 8,v)D* (r 8,r s,v), re-
flected–direct5R(r ,r 8,v,H)D* (r 8,r s,v), direct–reflected
5D(r ,r 8,v)R* (r 8,r s,v,H), and reflected–reflected
5R(r ,r 8,v,H)R* (r 8,r s,v,H)#. The second two terms of
~9b!, *SGtpg1* d3r 8 and *Sg2Gtp* d3r 8, represent uninten-
tional coupling between direct, reflected, and soliton-
scattered paths. These terms are complex conjugates of each
other atr5r s andDt50, and may either enhance or degrade
retrofocusing. The neglected second-order term,
*Sg2g1* d3r 8, represents the twice soliton-scattered round-
trip path. If included, it would aid retrofocusing. Results
from numerical integration of~9b! using~7! and~8! are pre-
sented in Figs. 6–11 for three scenarios with increasing com-
plexity: ~i! the soliton is absent~Figs. 6, 7!; ~ii ! the soliton is
present but stationary~Figs. 8, 9!; ~iii ! the soliton is present
and moves betweent1 and t2 ~Figs. 10, 11!.

Spatial TRA retrofocusing results with a flat thermocline
are shown in Fig. 6 for 250 Hz< f <2 kHz at a source-array
range of 1 km with S(y8)5(syA2p)21 exp(2y82/2sy

2),
sy510 m, c151505 m/s, c251495 m/s, andH550 m.
The horizontal axis is the acoustic wave number times the
vertical coordinate that passes through the source location.
The desired retrofocus location isy50. The vertical axis is
uGTRAu divided by uGTRAu at the retrofocus for an identical
free-space geometry. At this range, the average grazing
angle,u, of the reflected path is 5.7° which is less than the
critical grazing angle: 90°2sin21(c2 /c1)56.6°, so both di-
rect and thermocline reflected paths are of nearly equal
strength. This leads to a smaller retrofocus, side lobes, and a
near doubling the focal amplitude at the three higher fre-
quencies when compared to free-space retrofocusing. The

FIG. 6. TRA spatial retrofocus field amplitude with a flat thermocline for
several frequencies at a range of 1 km. The size parameter for the Guassian
shaded array issy510 m, and the array is centered atH550 m below the
thermocline. The vertical axis is the TRA field amplitude divided by the
field amplitude at the source location for an equivalent TRA operating in
free space. When this ratio is two the TRA is properly exploiting total
internal reflection from the thermocline. The horizontal axis is the product
of the vertical coordinatey ~at the source rangezS) and the acoustic wave
numberk. The retrofocus size is basically proportional to the wavelength.
The loss of retrofocusing performance at 250 Hz is due to the array’s in-
ability to distinguish between direct and reflected paths at this frequency.
The 250- and 500-Hz curves are truncated at the thermocline interface.

3343 3343J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 S. R. Khosla and D. R. Dowling: Time-reversing array retrofocusing



vertical retrofocus sizes~based onDy5the full width at half-
maximum! shown in Fig. 6 for the three higher frequencies
are consistently smaller (kDy'40) than that expected for
the same array in free space (kDy'250) because the re-
flected path effectively increases the size of the array. The
side lobes arise from interference between the direct and re-
flected paths. The amplitude at the source location can be
predicted from a Fresnel expansion of~7! and ~9! when g1

5g250, H!zs , and the thermocline produces total internal
reflection with constant phase shiftf:

uGTRA~r s,r s,v,0!u
uGTRA~r s,r s,v,0!u f-s

'2H 11expH 2~2kHsy!2

2zs
2 J cosS 2kH2

zs
1f D J , ~10!

where the subscript ‘‘f-s’’ denotes ‘‘in free space.’’ The
leading ‘‘1’’ inside the $,% braces corresponds to intended
retrofocusing. The second term in~10! is oscillatory and rep-
resents unintentional cross-talk between the direct and re-
flected paths. Its contribution is small when the angular reso-
lution of the array~which improves with increasingksy)
exceeds the angular separation between the direct and ther-
mocline reflected paths ('2H/zs), i.e., when (ksy)2H/zs is
above two or so. However, when (ksy)2H/zs→0, the oscil-
latory crosstalk term has equal importance with the intended
retrofocusing term so the retrofocus amplitude may exceed
twice the free-space result~see Fig. 7! or fall to near zero.
The relative amplitude of second term in~10! is less than
12% for the three higher frequencies in Fig. 6, but is 58% at
250 Hz.

The retrofocus results for 250 Hz in Fig. 6 do not follow
the trends found at the higher frequencies. The intended
retrofocus is slightly shifted and the side lobe atky'235
has the largest amplitude. Although this may be partially
caused by information loss through the thermocline, the main
reason for these retrofocusing problems is the failure of the
array, with a nominal free-space beam resolution
@5tan21(1/ksy)#, of 5.5° at 250 Hz, to distinguish between
the direct and reflected paths which differ in direction by
5.7°. Here, (ksy)2H/zs'1 and crosstalk between paths is
significant. A larger array or a greater angular difference
between the two paths would push the onset of crosstalk to a
lower frequency.

Spatial TRA retrofocusing results with a flat thermocline
are shown in Fig. 7 for 0.5 km<zs<1.5 km at f 5600 Hz.
All other parameters are the same as for Fig. 6. Here, the
nominal free-space angular resolution of the array is 2.3°.

FIG. 7. TRA spatial retrofocus fields with a flat thermocline for several
source array ranges at a frequency of 600 Hz. Other parameters and the
vertical axis scaling are the same as in Fig. 6. The horizontal axis is the
vertical coordinatey ~at the source rangezS) scaled with the acoustic wave
number k, and the aspect ratiozS /H. The main retrofocus peak should
appear at the source location:y50. At zS5500 m, the retrofocus field is
nearly the same as in free space because thermocline reflection is weak. At
the longer ranges, the retrofocus size is found proportional tozS /kH. The
side lobe closest to the thermocline achieves a larger amplitude than the
intended retrofocus at ranges of 750 m and 1.5 km, and is caused by spa-
tially varying reflection from the thermocline and inadequate array resolu-
tion, respectively.

FIG. 8. A summary of the sensitivity of the TRA retrofocus amplitude to
changes in acoustic frequency,f, and soliton amplitudeh0 . The curves of
constant perturbation level are approximately proportional tof 3/2h0

1/2 .

FIG. 9. TRA retrofocus amplitude changes relative to soliton-absent results
at the source location~in percent! verses the location of a stationary soliton,
zsoliton, at two acoustic frequencies~300 and 400 Hz! and two soliton am-
plitudes~1 and 3 m! for zS51 km, H550 m, sy510 m. Solitons can cause
retrofocus field enhancement (zsoliton'250 and 750 m! or degradation
(zsoliton'500 m5specular reflection point on the thermocline!.
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The horizontal axis in Fig. 7 is the wave number scaled
vertical coordinate on a path through the focal region at the
range of the original source transmission divided byzs /H.
The vertical axis is the same as Fig. 6. At ranges greater than
1 km or so, the thermocline provides total internal reflection
so the size of the retrofocus is found to be proportional to
zs /kH instead ofzs /ksy ~the free-space factor!. This result
is consistent with the use of acoustic images to represent
reflecting surfaces sinceH is significantly greater thansy .
The nontrivial range dependence of the retrofocus field
shown in Fig. 7 is caused by acoustic energy losses through
the thermocline and unintentional crosstalk between paths.
At the shortest range (zs5500 m), the retrofocus peak is
essentially the same in amplitude and width as an equivalent
free-space TRA retrofocus. Here, the average grazing angle
of the reflected path (u511.3°) is almost twice the critical
grazing angle~6.6°! so most of the acoustic energy traveling
on the reflected path is lost into the upper half-space and
retrofocusing is accomplished via the direct path alone. To
improve retrofocusing in this situation, the TRA would have

to be extended above the thermocline so it could utilize the
acoustic waves that penetrate into the upper half-space. At
zs5750 m, the reflected path regains some importance but
spatially varying transmission losses through the thermocline
cause the reflected path to act as a grazing-angle-dependent
filter which only allows low-angle contributions and
strengthens the side lobes closest to the thermocline. Atzs

51 km, the average grazing angle is below the critical graz-
ing angle and the array is able to distinguish the direct and
reflected paths@(ksy)2H/zs52.5#, so the retrofocusing is
good with twice the free-space amplitude. However, atzs

51.5 km, the crosstalk parameter (ksy)2H/zs falls to 1.7,
so the retrofocus amplitude changes and side lobe peaking
reoccurs. Spurious side lobe peaking has also been observed
in TRA experiments conducted in a shallow ocean sound
channel~Hodgkisset al., 1997!.

A summary of the sensitivity of TRA retrofocusing to
the presence of a soliton located midway between the source
and the TRA is presented in Fig. 8 for a source-array range
of 1 km, 200 Hz< f <1 kHz, and soliton amplitudeh0 be-
tween 1 and 10 m. The contours in Fig. 8 represent the locus
of constant soliton-produced perturbation level whenr5r s.
As expected, higher frequencies and higher soliton ampli-
tudes have the potential to produce the greatest retrofocus
changes. The computed perturbation levels are approxi-
mately proportional tof 3/2h0

1/2. Here, the perturbation level
was determined from the average amplitude of the second
and third terms in~9b! divided by the magnitude of the first
term in~9b!. A coherent sum of the second and third terms in
~9b! was not used because interference between them leads
to nonmonotonic behavior with increasingf or h0 which im-
pedes a generic interpretation of the results.

The dependence of the retrofocus field amplitude on the
soliton location is shown in Fig. 9 for a source-array range of
1 km, f 5300 and 400 Hz, andh051 and 3 m. The horizon-
tal axis is the location of a motionless soliton,zsoliton. The
vertical axis is the percentage change in the field amplitude
at the source location compared to equivalent soliton-absent

FIG. 10. Evolution of the TRA retrofocus field amplitude at 500 Hz as a
dynamic 3-m soliton moves from directly above the array (zsoliton50, time
5t1) to directly above the source (zsoliton51 km). Other parameters are the
same as for Fig. 9.~a! Shows the normalized retrofocus field amplitude as a
function of soliton location at timet2 . ~b! Shows the normalized retrofocus
field amplitude on a vertical line through the source location when the
moving soliton is located atzsoliton5100 m (Dt5156 s), 300 m (Dt
5469 s), 500 m (Dt5781 s), and 700 m (Dt51094 s). The retrofocus
fields in ~b! show that a moving soliton can alter the retrofocus amplitude,
location, size, and side lobes.

FIG. 11. Time delay,t22t1 , for the soliton-induced retrofocus field pertur-
bation at the source location to decrease to half its value at timet1 for
solitons placed atzS/2 at t1 versus acoustic frequency for three soliton
amplitudes. Other parameters are the same as for Fig. 9. The larger~faster
moving! solitons lead to more rapid changes in the retrofocus field.
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results. The peak perturbation occurs when the soliton is near
the specular point for the thermocline reflected path and cor-
responds to a decrease in field amplitude. This change is
consistent with the thermocline curvature induced by the
soliton. The larger soliton causes larger field amplitude
changes. Interestingly, the soliton increases the retrofocus
field amplitude when it resides near 1/4 or 3/4 of the source-
array range. These findings suggest that solitons will influ-
ence TRA retrofocusing in multipath sound channels most
strongly when they reside near ray-path turning points.

Figure 10 shows the effects of a moving soliton with
h053 m that starts above the array at timet1 and travels
toward the source for a time periodDt, for an acoustic fre-
quency of 500 Hz. All other parameters are the same in Fig.
9. The horizontal axis of Fig. 10~a! is the soliton location at
t2 . The vertical axis of Fig. 10~a! is the ratio ofuGTRAu at the
source location at time delayDt to uGTRAu at the source
location atDt50. As with the stationary soliton results, the
soliton increases and decreases the focal amplitude as it
passes between the source and the array. Figure 10~b! shows
the results for uGTRAu along a vertical line that passes
through the source location when the soliton has traveled
100, 300, 500, and 700 m, orDt52.6, 7.8, 13.0, and 18.2
min, respectively. The retrofocus field is essentially time in-
dependent when the soliton lies outside the source-array
range because backscattering from it is weak. Figure 10~b!
shows that a soliton can change the TRA’s retrofocus ampli-
tude, location, size, and side lobes. Similar temporal retrofo-
cus variations, with the appropriate time scales, have been
observed in TRA experiments conducted in a shallow ocean
sound channel~Song, 1998!, and are exactly analogous to
that found in medical-ultrasound aberration-correction stud-
ies ~Wang et al., 1994! where patient breathing causes mo-
tion of tissue layers.

Figure 11 summarizes the TRA soliton-interaction time-
scale results for solitons withh051, 3 and 9 m that were
midway between the source and the array att1 . The horizon-
tal axis is the acoustic frequency. The vertical axis is the time
delay, t22t1 , for the initial perturbation ofGTRA at the
source location to have fallen halfway to its value when the
soliton is far from the source and the array (t2→`). While
the precise shape of the curves in Fig. 11 depends on the
chosen geometry and soliton model, the larger solitons which
move faster clearly create the shortest lived perturbations.
However, the fluctuation time scales are on the order of
10–20 min, more than enough time for TRA operation at
source-array ranges of tens of km.

III. DYNAMIC RANDOM ROUGH OCEAN SURFACE

In this short section, scaling arguments are used to show
that acoustic scattering from a wind-driven ocean surface
either evolves too quickly for effective exploitation in TRA
retrofocusing, or is of insufficient strength compared to time-
independent coherent specular reflection to necessitate con-
sideration. In Sec. I, slowly evolving random volume scat-
tering was shown to cause retrofocus size reduction and
retrofocus field-amplitude decay. In Sec. II, thermocline re-
flections were found to alter the retrofocus amplitude, size,

location, and side lobe structure while internal soliton motion
dynamically altered the retrofocus amplitude and location.

Depending on the acoustic wave numberk, root-mean-
square wave heighth, and specular scattering angleu
5tan21(2H/zs) ~see Fig. 1!, acoustic radiation that impacts a
random wind-driven ocean surface may: encounter surface-
wave motion, reflect coherently, and/or scatter incoherently.
All three processes have been found to influence TRA retro-
focusing. However, the temporal-evolution scales of ocean
surface waves are approximately two orders of magnitude
faster than the internal wave cases previously discussed, so
the rate of TRA retrofocus degradation is expected to in-
crease here since the operational ranges of the other param-
eters (k,zs ,sy) remain essentially the same. For clarity and
simplicity, only the most important dynamic-environment ef-
fect, decay of the TRA retrofocus field at the original source
locationr5r s is used to assess TRA performance in the pres-
ence of dynamic rough surface scattering.

The starting point for this scaling analysis of TRA focal-
field amplitude decay is~2! with r5r s and Gi assumed to
include one rough surface encounter. Whenr5r s, the term
in the integrand of~2! remaining inside the expectation
brackets is the temporal coherence function of the acoustic
field reflected and scattered from the dynamic random rough
surface. Since the integration over array coordinates does not
involve the time delay,Dt, temporal loss of field coherence
will proportionally influence the expected TRA retrofocus
amplitude. Therefore it is sufficient to consider the time shift
necessary for the acoustic-field temporal coherence to fall to
half its zero time-shift value as a means of assessing TRA
retrofocusing capability.

A previous study of temporal coherence in the field scat-
tered from a wind-driven ocean surface with a Pierson–
Moskowitz height fluctuation spectrum~Dowling and Jack-
son, 1993! found that about half the scattered field coherence
in the specular direction is lost whenkhgDt/U'1.5, where
h50.0523U2/g, U is the wind speed 19.5 m above the ocean
surface, andg is the acceleration of gravity. Although Dowl-
ing and Jackson’s computations only involved two spatial
dimensions, the temporal content should be accurate. While
Dowling and Jackson did not extensively address scattering
geometry or propagation ranges, their results should be suf-
ficiently generic to indicate whether or not TRAs can operate
quickly enough to retrofocus dynamic random rough ocean-
surface scattering. Here, their result has been extended to
arbitrary specular-reflection grazing angle,u, by new com-
putations using their formulation, in order to determine an
upper bound onDt for effective TRA retrofocusing:

~gk!1/2Dt~kh!1/2 sin u&2.24. ~11!

Figure 12 shows the computed temporal coherence of the
scattered field at the time delayDt determined by equality in
~11! to be almost independent ofu andkh. Hence,~11! is a
suitable scaling relation for time delays, grazing angles,
wave heights, and acoustic wave numbers. The factors and
exponents in~11! result from the combined effects of the
dispersion relationship for gravity waves, the Pierson–
Moskowitz spectrum normalization, and the extension to
grazing angles other than Dowling and Jackson’s original
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20°. For small time delays, or whenever~11! is abundantly
satisfied, a TRA should successfully exploit dynamic random
rough surface scattering. When equality holds in~11!, a TRA
should be somewhat less than 50% effective, i.e., the pre-
dicted field amplitude at the original source location will be
a little smaller than half its value atDt50. When~11! is not
satisfied, TRA exploitation of scattering from a dynamic
rough ocean surface should be weak or nonexistent.

As before, the causality boundary defined by~6! pro-
vides a lower bound onDt for any zs , so with ~6! and~11!,
the operating envelop of a TRA subjected to a wind-driven
ocean surface can be predicted. Figure 13 diagrams this en-
velop in dimensionless form. The horizontal axis is the

scaled source-array range and vertical axis is the scaled time
delay. On the horizontal lines in Fig. 13, (kh)1/2 sinu is
constant. The diagonal line with the positive slope represents
the causality limit. As before, all realizable TRA systems
must operate above this line. For any set of parameters, TRA
retrofocusing performance decreases as one progresses up-
ward in Fig. 13. For example, when (kh)1/2 sinu51, TRA
retrofocusing will exploit the ocean surface in the triangular
region below the bottom horizontal line and above the diag-
onal line.

Although partially masked by the axis scaling of Fig. 13,
the possibilities for obtaining TRA retrofocusing from ocean
surface scattering are restricted to short ranges. In specific
dimensional terms, considerf 51 kHz (k54.2 m21!, u
530°, andh50.95 m, so that (kh)1/2 sinu'1. These con-
ditions imply a maximum time delay ofDt52.24(gk)21/2

50.35 s for a maximum source-array range of approximately
one quarter of a kilometer. Longer time delays and operation
ranges are possible when (kh)1/2 sinu is smaller, but the
random scattered field strength decreases in comparison to
the amplitude of the coherent specular surface reflection as
this parameter is reduced. If the TRA is to retrofocus using
the surface-scattered field when surface scattering is signifi-
cant, an additional roughness constraint is necessary. Based
on simple scattering physics~Ishimaru, 1978!, a reasonable
dividing line between rough and smooth surfaces is

kh sin u'1, ~12!

with rough ~smooth! surfaces satisfying kh sin u*1
(kh sin u&1). When ~11! and ~12! are combined to deter-
mine the maximum time delay, the following relationship is
found:

~Dt !maximum52.24Ah/g50.512 U/g, ~13!

where the second equality follows from the definition ofh
for a Pierson–Moskowitz surface spectrum. Interestingly,
this result is independent of the acoustic frequency, but also
shows that for ordinary windy conditions (h51 m, U
513.7 m/s527 knots!, the maximum time delay is only 0.7 s
for a maximum range of just over half a kilometer.

Since listening and signal processing delays at the TRA
of several tenths of seconds are likely and practical systems
are never designed for regions of marginal performance, the
scaling arguments presented here suggest that TRAs can
only exploit dynamic random rough ocean surface scattering
for retrofocusing when the overall time delay is less than half
a second and the source-array range is less than a half a
kilometer. However, TRAs may still retrofocus well with
longer time delays and at longer ranges by exploiting time-
independent coherent specular reflections from the ocean
surface, as would occur in oceanic sound channels when
low-order modes having small effective surface grazing
angles dominate the propagation between the source and the
array. The temporal stability of the retrofocus found in the
shallow water experiments of Kupermanet al. ~1998! sup-
ports this contention.

FIG. 12. Computed temporal coherence of the field scattered by a dynamic
rough surface in the specular direction at the time delay determined by the
equality in ~11! versus the incident surface grazing angleu. These results
show that the temporal coherence at this time delay is slightly below 50%
and nearly independent ofu andkh.

FIG. 13. Operating envelope for a time-reversing array using acoustic scat-
tering from a wind-driven dynamic random rough ocean surface in scaled
coordinates~g is the acceleration of gravity, andc is the speed of sound!.
The lower right half of the figure is excluded for causal arrays. The hori-
zontal lines mark the approximate locus of the half-life of the TRA retrofo-
cus for constant values of (kh)1/2 sinu, wherek is the acoustic wave num-
ber, h is the root-mean-square surface fluctuation, andu is the specular
direction grazing angle between the source and the array~see Fig. 1!. Ret-
rofocusing performance is better at small ordinate values. Retrofocus half-
life increases when the effective roughness of the surface decreases. The
unusual scaling of the axes results from the properties of wind-driven grav-
ity waves.
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IV. CONCLUSIONS

Three common dynamic underwater propagation com-
plexities have been individually examined for their impact
on TRA retrofocusing using a variety of simple analytical
and numerical models. Although idealized, the findings ad-
dress the basic limitations of TRAs in dynamic multipath
environments typical of the shallow ocean. Four major con-
clusions can be drawn from this effort. First, random linear
internal waves convecting a sound speed gradient should not
prevent TRA operations in the shallow ocean. Even though
vertical-direction TRA superfocusing produced by random
volume scattering will be altered by waveguide effects in the
shallow ocean, the dynamic random-media amplitude decay
results given here for a single path may be relevant, on a path
by path basis, for multipath propagation. The predicted
horizontal-direction TRA superfocusing from random vol-
ume scattering is likely to persist in a shallow-water wave-
guide. Hence, the present results provide quantitative esti-
mates for the duration of the retrofocus in a dynamic shallow
ocean. Second, soliton internal waves traveling on a ther-
mocline may alter TRA retrofocusing but thermocline reflec-
tions provide significant retrofocusing enhancement when
the array has sufficient aperture to resolve direct and re-
flected paths. This conclusion can be extended to multimode
propagation in an underwater sound channel when the array
has sufficient aperture to reliably resolve the propagating
modes~as discussed in Kupermanet al., 1998!. In addition,
oceanic solitons move slowly enough so that their influence
may be minimal at ranges up to a few km and at acoustic
frequencies up to 1 kHz or so for overall time delays of
several minutes. Third, acoustic scattering from a dynamic
rough ocean surface cannot be exploited by a TRA at tech-
nically relevant source-array ranges. Dynamic rough ocean
surface scattering will either vary too rapidly for exploitation
during retrofocusing, or it will not be significant enough
compared to coherent specular reflection to warrant at-
tempted exploitation.

And finally, this research suggests that the ultimate limi-
tation on TRA performance may be best stated in terms of
wavefront information collection. In a dynamic acoustic en-
vironment, time reversing arrays can only obtain current in-
formation. Future information~typically unavailable! would
be required for proper retrofocusing at arbitrarily long time
delays. As illustrated in this paper, the extent of this future
knowledge limitation is set by the rate at which the current
wavefront information becomes obsolete. This line of think-
ing can be applied to static environments as well. The
present results for a finite array in a static two-path acoustic
environment, when taken together with the recent oceanic
experiments~Kupermanet al., 1998! and the efforts to com-
pensate acoustic absorption~Thomas and Fink, 1996; Tanter
et al., 1998! show that TRA retrofocusing in a static medium
is also limited by the array’s ability to gather wavefront in-
formation. Hence, insufficient array aperture and absorption
losses within the medium can be interpreted as two manifes-
tations of the same limitation.
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APPENDIX A

The shallow-water random media predictions require
A(Dx,Dy,Dt), the projected autocorrelation function of re-
fractive index fluctuations~Ishimaru, 1978!. Here, A is
drawn from the simplified continuous-spectra Garrett–Munk
model in Dowling and Jackson~1992!:

A~Dx,Dy,Dt !

532S s

c0

]c

]yD 2E
0

`E
0

` L~ky!

ky
cosF S v22 f 0

2

N22v2D 1/2

kyDxG
3

cos~kyDy!V~v!cos~vDt !

@~v22 f 0
2!/~N22v2!#1/2 dky dv, ~A1!

wheres is the root-mean-square vertical fluctuation induced
by the internal wave motion,c0 is the average sound speed,
L(ky) is the vertical direction internal wave spectrum:

L~ky!5C~kyo ,ky1!
ky

4

~ky
21ky0

2 !3~ky
21ky1

4 !2 , ~A2a!

1

C~kyo ,ky1!
5E

2`

1` ky
4 dky

~ky
21ky0

2 !3~ky
21ky1

4 !2 , ~A2b!

f 0 is the inertial frequency associated with the rotation of the
earth @54p sin(latitude)/24h#, N is the buoyancy fre-
quency, andV~v! is the temporal internal wave frequency
spectrum

V~v!5
AN f0

4~AN2Af 0!
uvu23/2 for f 0,uvu,N,

~A3!
V~v!50 for uvu, f 0 or N,uvu.

The parameters to evaluateA for shallow ocean waters
were chosen to either be generic or conservative, so that the
overall internal wave model was more likely to over predict
than under predict the influence of dynamic random medium
on TRA performance. In particular, the value of]c/]y was
chosen to be typical of values at the thermocline. A water-
column averaged value of]c/]y would be about an order of
magnitude smaller. The oceanographic data in Aliet al.
~1986!, Ali ~1993!, Carey et al. ~1995!, and Lynch et al.
~1996! lead to the following values:

s53 m,

c051500 m/s,

]c/]y51.8 s21,

ky052p/~water depth!50.0628 m21, ky156.28 m21,
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N58 cph,

f 050.059 cph~a latitude of 45°!.

APPENDIX B

The soliton profile used in this study is the classic
hyperbolic-secant-squared solution:

y52H1h~z,t !52H1h0 sech2Fz2ct

L G ~B1!

of the Korteweg–de Vries~KdV! equation~see Osborne and
Burch, 1980!,

]h

]t
1c0

]h

]z
1ah

]h

]z
1g

]3h

]z3 50, ~B2!

for a nonlinear dispersive wave traveling on the interface
between two stably stratified fluid layers of densityr1 ~upper
layer! andr2 ~lower layer! in a gravitational field. The inde-
pendent coordinates in these equations are shown in Fig. 1.
Environmental parameters determine all the coefficients in
~B1! and ~B2! except the soliton amplitudeh0 which was
varied from 1 to 10 m. The remaining parameters were se-
lected to be representative of the shallow ocean.

r5reference fluid density51025 kg/m3,

Dr5density difference between the fluid layers

5r22r153.7 kg/m3,

h15depth of the upper fluid layer510 m,

h25depth of the lower fluid layer590 m,

c05phase speed of the associated linear wave

5AgDrh1h2 /r~h11h2!50.56 m/s,

a5nonlinearity parameter523c0/2h1~12h1 /h2!

520.075 s21,

c5soliton wave speed5c0~12h0a/3c0!

50.64 and 0.78 m/s,

g5dispersion parameter5c0h1h2/6584 m3/s,

L5soliton length scale5A212g/h0a567 and 39 m.

The KdV soliton model has been used in other underwater
acoustic studies~Tielbürger et al., 1997!, and is sufficiently
realistic for the goals of the present study.

The soliton profile enters the time-reversing array for-
malism in Sec. II in the integration limits in~8!. Scaling the
integration variables in~8! by the source-array range pro-
duces an integrand that allows thexb integration to be per-
formed using the stationary phase approximation whenkzs

*1. For path lengths of more than a km and frequencies
above 100 Hz,kzs will minimally be of order 103 or larger
so the stationary phase approximation should be accurate.
The remaining double integral overC5yb /zs and z
5zb /zs has four terms corresponding to the various combi-
nations of direct and reflected paths:

g i~r f,r 0,v,t i !5
k2dn2

4p
A2pzs /kE

0

1E
yb52H/zs

~2H1h~zb ,t i !!/zs

3$T11T21T31T4%dc dz, ~B3!

where

T15
exp$ ikzs~a1b!1 ip/4%

Aab~a1b!
,

T25
exp$ ikzs~a1c!1 ip/4%

Aac~a1c!
R1 ,

T35
exp$ ikzs~d1b!1 ip/4%

Adb~d1b!
R2 ,

T45
exp$ ikzs~d1c!1 ip/4%

Adc~d1c!
R1R2 ,

R15
$y8/zs1c12H/zs%2~r2 /r1!A~c2 /c1!2c22z2

$y8/zs1c12H/zs%1~r2 /r1!A~c2 /c1!2c22z2
,

R25
$ys /zs1c12H/zs%2~r2 /r1!A~c2 /c1!2d22~12z!2

$ys /zs1c12H/zs%1~r2 /r1!A~c2 /c1!2d22~12z!2
,

a5A~c2ys /zs!
21~12z!2, b5A~y8/zs2c!21z2,

c5A$y8/zs1c12H/zs%
21z2,

and

d5A$ys /zs1c12H/zs%
21~12z!2.

In this formulation, the field and source points in~B3! have
been chosen for the source-to-array propagation step: i.e.,
r f5(0,y8,0) andr 05(0,ys ,zs). The array-to-source propaga-
tion is handled similarly.
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Detection performance is evaluated for two efficient algorithms that track sources moving linearly
at constant speed and depth. One of the algorithms uniformly weights the contributions from each
ambiguity surface along the tracks examined, and the other weights the contributions in proportion
to the expected signal level. It is shown that these essentially ‘‘detect after track’’ algorithms are
applicable to the situation where the signal-to-noise ratio is low and the apparent position of a
moving acoustic source on a single matched-field ambiguity surface is highly ambiguous. They may
be employed to reduce the ambiguity of the source position and to provide an improved detection
probability at a given probability of false alarm. Algorithms that examine all possible tracks in
multidimensional tracking are computationally prohibitive. However, the linear tracking algorithms
described in this paper are based on only those tracks through the strongest peaks in the ambiguity
surfaces. If the source track is likely to be detected after tracking, it is shown that the loss in
detection performance after tracking, due to the possibility of not examining a track, is small since
the probability of examining the source track is high. At high signal-to-noise ratios the performance
loss vanishes. @S0001-4966~98!00611-0#

PACS numbers: 43.30.Wi, 43.60.Gk@JCB#

INTRODUCTION

If an acoustic source has been detected in a search re-
gion, knowledge of the environment may be employed for
determining the position of the acoustic source. In particular,
the technique known as matched-field processing~MFP!1–5

correlates the measured acoustic field against a prediction of
the acoustic field for all possible positions of the source over
a search region. This correlation can be used to estimate the
location of a source assuming one is known to be presenta
priori . Such localization techniques including tracking have
been successfully applied to experimental data.6

Detection employing MFP may be used to determine
whether a source is present anywhere in the search region. In
this study it is required that the source be detected and its
position determined. At sufficiently low signal-to-noise ra-
tios ~SNRs! the probability of detecting a source for a short
duration of data becomes so small that detection cannot be
made with any certainty~i.e., any detection would require an
unacceptably high false alarm probability!. To improve de-
tection performance for low SNR sources, algorithms have
been developed to track sources present on a series of ambi-
guity surfaces. Two such efficient source tracking algorithms
have been described7,8 and applied to the detection of low
SNR sources moving linearly at constant speed and depth.
Thus detection occurs after tracking. These algorithms differ
from previously described algorithms9 in that they only ex-
amine tracks through the largest peaks on successive ambi-
guity surfaces. This is necessary to keep the computational
load within practical limits. While the detection performance
for the general MFP detection problem is very difficult to

predict,10,11 some analytic results can be obtained for these
efficient tracking algorithms.

In the next section the algorithms will be described and
in the following section their theoretical performance found.
The performance cost of restricting tracking to the largest
peaks is also discussed.

I. TRACKING ALGORITHMS

In this paper trackers are described for detecting and
locating sources that move along linear tracks at constant
speed and depth. Maneuvering sources, of sufficiently high
SNR, will probably show up as a series of linear segments
that approximate the source path.12 The inputs to the tracking
algorithms are the Bartlett processor statisticsB(r ) on a set
of contiguous constant depth ambiguity surfaces. More pre-
cisely,

B~r !5
1

NA
(
l 51

NA

ur* dl u2, ~1!

where the replica vectorsr are unit norm and cover the
search region, and the statistic is averaged overNA data vec-
tors. The Bartlett processor was chosen for its robustness,
although statistics from other processors could have been
chosen. Here

dl5ar 8ej u l1nl , ~2!

wherea is the signal amplitude andnl is a vector ofN com-
plex Gaussian distributed variables with mean 0 and standard
deviations that represent the acoustic noise received on the
N element array. The noise is assumed to be independent
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across the array and in time, andar 8 is approximated as
being constant for theNA averages. This means that, in prac-
tice, it is best to keepNA small enough that this approxima-
tion holds. TheN-dimensional complex vectorar 8ej u l repre-
sents the noiseless acoustic signal received on the array
wherer 8 is the normalized replica vector for the source po-
sition andu l is randomly distributed on~2p,p !. The single
snapshot array SNR is thusa2/s2.

There are five steps in the computations for the linear
tracking algorithms~LTAs!, the first three of which are the
same for both the unweighted algorithm and the weighted
algorithm. These are:~1! for each of theNS surfaces, the
positions of the largestNPK peaks are determined;~2! all
possible tracks joining these largest peaks on all surfaces, the
combinatoric tracks, are found; and~3! a constraint to real-
istic maximum speeds for the source is imposed to reduce
the combinatoric tracks to the physically possible tracks.

For uniform weighting, which hereafter is called un-
weighted, the last two calculations are:~4a! the unweighted
track statistic, is calculated for each physically possible
track,

Tu5
1

NS
(
i 51

NS

B~r i !, ~3!

whereB(r i) is the Bartlett output for the replica vectorr i on
the i th surface at the position determined from a physically
possible track whose statistic is being calculated;~5a! the
estimated unweighted track SNR outputs, SNR̂

u , are calcu-
lated:

SNR̂u5
Tu2 x̄

s
ANS, ~4!

wherex̄ is the average value ands is the standard deviation
of the Bartlett statistic,B(r i), for all points on all ambiguity
surfaces in noise alone. Thusx̄ represents the average value
of Tu ands/ANS represents the standard deviation ofTu in
noise alone. The quantity SNR̂

u represents the difference be-
tween the track statistic under consideration and the mean
noise track statistic measured in noise track standard devia-
tions.

One can improve the trackers performance by weighting
the statistics in the sum of Eq.~3! in proportion to the ex-
pected source strength from the propagation model. For this
propagation weighting, which hereafter is called weighted,
the last two calculations are~4b! the weighted track statistic,
Tw , is calculated for each physically possible track:

Tw5(
i 51

NS

ciB~r i !, ~5!

whereci is the normalized received signal power at thei th
point at rangeRi and bearingf i along the track:

ci5ci~Ri ,f!5
l i~Ri ,f!

( i 51
NS l i~Ri ,f i !

, ~6!

where l i is the modeled signal power for thei th surface.
~Note that for uniform weighting,ci51/NS .) It is important
from a practical point of view to recognize that the modeled

received signal powers may be scaled as a group without
affecting the values ofci in the algorithm or the algorithm
output.

~5b! The estimated weighted track SNR outputs, SNR̂
u ,

are calculated

SNR̂w5
Tw2 x̄

sA( i 51
NS ci

2
, ~7!

for a noise trackTw would have meanx̄ and standard devia-
tion sA( i 51

NS ci
2. If ci51/NS , thenA( i 51

NS ci
251/ANS and Eq.

~7! reduces to Eq.~4!.
These algorithms are run for each depth at which the

source may transit. The nonduplicate tracks with the largest
values of SNR̂u and SNR̂w are reported. Five to ten tracks are
usually reported in our studies.6–8 Two tracks are determined
to be nonduplicate if either of the end points of the tracks
differ by more than 10 m from one another. The expected
value of SNR̂u is SNRu and of SNR̂w is SNRw where

SNRu5ANA

NS
(
i 51

NS ai
2

s2 ~8!

and

SNRw5ANA(
i 51

NS S ai
2

s2D 2

. ~9!

These are the unweighted and weighted track SNR out-
puts, respectively. This follows as the expected value of
SNRu is by definition the expected value ofTu for signal
plus noise minus the expected value ofTu for noise only
divided by the standard deviation ofTu for noise only. From
the assumptions of Eqs.~1!–~3!, B(r i), for noise alone, is the
sum ofNA chi-squared random variables with two degrees of
freedom.13 Hence the mean and standard deviation ofTu for
noise only ares2 and s2/ANAANS, respectively. When a
source is present,B(r i) is a noncentral chi-squared random
variable with two degrees of freedom and meanai

21s2; thus
the expected value ofTu is ( i 51

NS ai
2/NS1s2 and the value of

SNRu is ANA /NS( i 51
NS ai

2/s2. Similarly SNRw can be shown
to be given by Eq.~9!.

The quantity SNRu is equivalent to the square root of
Urick’s14 detection index parameter, and is the parameter
required to calculate detection performance for the simple
hypothesis problem. It can be shown that SNRw>SNRu with
equality when allai

2/s2 are equal. SNRw can be larger than
SNRu as it incorporatesa priori knowledge of the received
source levels along the track.

These algorithms successfully detect the source track if
the source track is one of those examined and if its track
SNR value is the maximum. The probabilities of these events
are determined in the next section.

II. PERFORMANCE

A. Probability that the source track is examined

The source track is examined if the Bartlett statistic at
the source location is in the topNPK peaks at least twice in
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the NS ambiguity surfaces. The complement of this event is
the event of exactly 0 or 1 detects, thus the probability the
source track is examined~PTE! is

PTE512@P~0 detects!1P~1 detect!#. ~10!

The Bartlett statistics on different surfaces are indepen-
dent, since the noise is assumed independent; hence the
above may be written as

PTE512F)
i 51

NS

~12pi !1(
i 51

NS

~pi ! )
j 51,j Þ i

NS

~12pj !G ,

~11!

wherepi is the probability that the source is one of the top
NPK peaks on thei th surface. The quantitypi depends on
many factors15 including the number and location of the sen-
sors, the array length, SNR, and noise type. While the distri-
butions of the individualB(r i) are known analytically, on
any surface, they are correlated, so that it is difficult to de-
termine thepi theoretically. This is the subject of ongoing
research.16 The limitation on the size ofNS depends on
whether it is reasonable to assume the source stays on a
linear track for the time necessary to collect theNS surfaces.
PTE is listed in Table I for constant values ofpi for the NS

surfaces.

B. Probability that the source track is detected if
examined

The source track is detected if its unweighted statistic
Tu , or weighted statisticTw , is greater than the noise and
sidelobe track statistics, and greater than a threshold for a
preassigned false alarm probability. The probability the
source track is detected is calculated below after discussing
noise and sidelobe tracks.

A noise track is one where the array SNRs along the
track are all zero. For noise tracks the quantityur* di u2 of Eq.
~1! is a chi-squared random variable with two degrees of
freedom and parameters2. Using the central limit theorem
when NANS is sufficiently large, as it is in this application,
the Tu noise statistics are identically and approximately
Gaussian distributed with means2 and standard deviation
s2/ANANS. The maximum of the transformed noise statis-
tics, XMAX , is the maximum of a set ofK identically distrib-
uted Gaussian variables with mean zero and standard devia-
tion 1. Here K represents the number of possible noise

tracks. From Ref. 17 the distribution ofXMAX for identically
distributed independent Gaussian random variables and large
K is

G~XMAX !5exp~2exp„2XON~XMAX 2XON!…!, ~12!

where

XON5„2 ln~K !…0.5F12
ln~4p!1 ln„ln~K !…

4 ln~K ! G . ~13!

The propagation environment, noise source distribution,
the sampling of the acoustic field by the hydrophone array,
and the replica sampling grid determine whether the noise
tracks can be considered independent. If the field has not
been oversampled by the sampling grid, then the number of
independent tracks will be the number of possible tracks
through the sampling grid points. Assuming the array SNRs
are small, theTu source statistics are also Gaussian distrib-
uted with mean s21( i 51

NS ai
2 and standard deviation

s2/ANANS. If the Tu variables are transformed by (Tu

2s2)ANANS/s2, then the transformed source statistic, say
XT , is a Gaussian random variable with mean SNRu and
standard deviation 1. The noise track statistics and source
track statistics are uncorrelated and Gaussian and hence in-
dependent. Thus the probability the source track statistic is
greater than the noise track statistic~PSGN! is the sum of the
probabilities thatXT lies betweenx andx1dx and thatXMAX

is less thanx, that is,

PSGN5(
x

P~x<XT<x1dx!P~XMAX ,x! ~14!

5
1

A2p
E

2`

`

exp2S ~x2SNRu!2

2 DG~x!dx. ~15!

A sidelobe track is one where the array SNRs along the
track are not all zero. For a sidelobe track statistic to be
larger than the source track statistic, the sidelobe track’s
SNR would need to be close to the source track’s SNR.
Except for the case where sidelobe tracks are almost physi-
cally coincident with the source track—giving rise to very
little uncertainty, sidelobe tracks did not exceed the source
track in any of our many simulations7,8 or data analysis6 for
a moving source. Subject to the above provisos, the probabil-
ity that an examined source track is detected at a preassigned
false alarm probability, PDET, is

PDET5
1

A2p
E

TH

`

exp2S ~x2SNRu!2

2 DG~x!dx. ~16!

The threshold is chosen so that the false alarm probabil-
ity is a, that isG(TH)512a. PDET is given in Fig. 1 as a
function of K, SNRu and two values ofa. This curve as a
function of SNR is quite steep when PDET is near 0.5. For
a51023 andK between 104 and 1012, a factor of 2~3 dB! in
SNR changes PDET from a few percent to over 99%. That
is, for anyK the minimum SNR for which the tracker will be
successful is sharply defined by the steep part of the curve.
For larger search areas, and hence a higher number of noise
tracks, a higher track SNR, and therefore a longer track and
hence a larger number of ambiguity surfaces, will be re-

TABLE I. The probability that the source track is examined as a function of
the number of surfacesNS and the constant probabilitypi that the source
peak is one of the top peaks on any one surface.

pi

NS

10 15 20

0.1 0.26 0.740 0.84 000
0.2 0.62 0.940 0.98 000
0.3 0.85 0.960 0.99 800
0.4 0.95 0.995 0.99 990
0.5 0.99 0.995 0.99 998
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quired to maintain a constant probability of detection. Thus
the search area must be matched to the linear track length.
The mean, standard deviation and percentile values for the
maximum noise statistic derived from Eq.~12! are given in
Table II. The mean and 99.9 and 99.99 percentile values
slowly increase and the standard deviation slowly decreases
as K increases by several orders of magnitude. As noted in
Table II, the percentile values are the threshold values for
associated false alarm probabilities. The mean and standard
deviation are used below to compare theory and simulation.

III. APPLICATION

Application of the tracking algorithms and analysis of
the results will be illustrated for an Arctic environment with
a 25-element 720-m-long bottom-mounted horizontal array.
The sound speed profile in the 650-m-deep water was up-
ward refracting and the bottom consisted of two layers. The
top layer was modeled as a fluid with a sound speed of 2000
m/s overlaying a basement modeled as a fluid with a sound
speed of 2600 m/s.7 Simulations of the Fourier transformed
signal were made for this environment. These simulations
modeled the propagation of a 25-Hz signal at a 300-m depth,
with 19 waterborne normal modes. The noise was modeled
as spatially white noise with Gaussian amplitudes as outlined
in Eq. ~2!. This represents a first approximation to the noise
field produced by surface noise received by a horizontal ar-

ray at half-wavelength spacing. Matching was carried out at
100-m increments over a Cartesian grid extending from 5000
to 25 000 m in both coordinates with the array at the origin.
Matching was repeated at each 30-m depth increment from
30 to 630 m with 3.643104 search grid points at each depth.
One hundred data vectors were averaged and then matched
to the replicas to form the Bartlett statistics on each of ten
ambiguity surfaces. An exhaustive search would have had
1.323109 tracks at each depth. By using 15 peaks per sur-
face in the tracking algorithm only 10 125 combinatoric
tracks were found. These were then examined by the tracking
algorithm.

To verify the above theory, simulations and tracking
were performed for noise only and for signal plus noise.
Three noise-only simulations were done at the 300-m search
depth yielding maximum SNRu’s of 6.5, 6.61, and 6.73. The
maximum noise SNRu’s are consistent with the value of the
maximum of 1.33109 independent Gaussian random vari-
ables with mean 0 and standard deviation 1. This can be seen
from Table II where we note that the SNRu’s all lie within a
few standard deviations of the mean of such random vari-
ables.

The results reported in Ref. 7 for when a signal is
present were also consistent with the above theory. From
Fig. 1 it can be seen that whenK5109, a signal with track
SNR of about 10 dB or larger, if examined, will almost cer-
tainly be the largest and detected, with a false alarm prob-
ability of 1023, while those with lower SNRs will not always
be both largest and detected. Sources with a track SNRu’s of
11.98 and 9.98 dB were detected. A track with a SNRu of
8.99 dB was at the threshold for detection and sources with
SNRu’s of less than 8 dB were not detected.

Finally, we note that for this scenario a source track
SNR of at least 10 dB was sufficient to guarantee thepi ’s of
Eq. ~11! were large enough to ensure the source track was
one of those examined—when reasonably small values of
NPK were employed. That is, for the above conditions a track
SNR of 10 dB, assuming an array that samples the acoustic
field well, ensures with high probability that the source track
is detected with the linear tracking algorithm.

IV. DISCUSSION

The examples illustrate empirical results for the distri-
butions of noise-only track SNRs and source track SNRs
when noise is present. Conditions under which the source
track is examined and under which the source track is de-
tected, if examined, were shown to agree with theory.

In this paper we examined a case where the noise was
Gaussian and spatially white. This is sometimes the situation
encountered in practice. However, one often encounters di-
rectional or spatially colored noise such as that from ship-
ping or that from ice ridging in ice-covered oceans. Whether
the theory described here is applicable under these circum-
stances depends on, among other things, the proportion of
the noise that is colored. In the presence of stationary colored
noise prewhitening has been used18 in a simulation study to
improve detection. Assuming such processing, the perfor-
mance evaluation results given here would apply.

FIG. 1. The probability that the source track is detected, if examined, as a
function of the track SNRs~K the number of noise tracks and the false alarm
probability a!. Solid lines K5104; dotted line,K5108; dashed line,K
51012; ~a! a51023 and ~b! a51024.

TABLE II. The mean and standard deviation of the maximum ofK inde-
pendent normal random variables with mean 0 and standard deviation 1. The
99.90 and 99.99 percentile values of the distribution or equivalently the
1023 and 1024 false alarm probability threshold values are tabulated in the
last two columns.

No. of
random

variables~K! Mean
Standard
deviation

Percentile

99.90 99.99

104 4.43 0.30 5.90 6.43
108 6.16 0.21 7.24 7.58
1010 6.86 0.19 7.85 8.17
1012 7.43 0.17 8.36 8.67
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V. CONCLUSIONS

Analytic results have been obtained for determining the
performance of two efficient source tracking algorithms.
These analytic results include an expression for the probabil-
ity that a source track is examined as a function of the prob-
ability that the source track statistic is one of the top peaks
on a number of ambiguity surfaces. An expression for the
probability the source track is detected, if examined, is also
derived. These findings agreed with the simulation studies
that were previously employed to demonstrate the tracking
algorithms.

The performance of the algorithms was evaluated for
practical search regions as well as practical source and track-
ing algorithm parameters. The evaluation assumes a benign
environment and an array well designed to sample the acous-
tic field. Based on theory and extensive simulation it was
established for the realistic case studied that for a track SNR
of 10 dB a moving source will be detected with a high prob-
ability.
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Elastic constants of the lithium tantalate crystal
in the hypersonic range
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Elastic constants of the lithium tantalate LiTaO3 crystal were determined in the hypersonic range by
the use of the Brillouin laser light scattering method. Obtained values show variation with respect
to ultrasonic measurements. Results are interesting because the same effects are qualitatively
different in isomorphic lithium niobate LiNbO3 crystal. © 1998 Acoustical Society of America.
@S0001-4966~98!00512-8#

PACS numbers: 43.35.Dh@HEB#

INTRODUCTION

Ferroelectric lithium tantalate crystal is isomorphic to
lithium niobate crystal, which is well known from wide ap-
plications. Despite the great crystallographic symmetry of
both materials, surprising differences can be found in the
values of basic physical constants, for example, in the melt-
ing and Curie temperatures. The melting temperature is equal
to 1923 K for LiTaO3 and 1526 K for LiNbO3. The Curie
temperature for LiNbO3 ~1483 K! is comparable to its melt-
ing temperature; however, the Curie temperature for LiTaO3

~883 K! is much smaller than its melting temperature. This
curious fact was explained by Abrahamset al.1,2 who
pointed to the subtle differences in space atom distribution in
an elementary cell of both crystals. The consequences of
these differences are seen in acoustic wave propagation pa-
rameters, especially in changes of values of the elastic con-
stants in different frequency ranges. The elastic constants of
both materials measured ultrasonically are well known,3 but
there has been little research for the hypersonic range.

The main purpose of this work was to determine the
elastic constants of the LiTaO3 crystal in the hypersonic
range from 20.9 to 38.5 GHz. From these data it can be
determined if there are divergences from the values previ-
ously measured in the ultrasonic range.

I. EXPERIMENT

All measurements were made by the Brillouin laser light
scattering method. This consists in measuring changes of
photon frequency nonelastically scattered on acoustical
phonons lying at the beginning of the first Brillouin zone. At
the quantum level annihilation and creation processes are
responsible for the typical picture of the Brillouin spectrum
where lines of lowered and increased frequency can be ob-
served. The equipment used in these measurements included:
a single-mode ion argon laser working at 514.5 nm with
100-mW power, a single-pass pressure-scanned Fabry–Perot
interferometer designed in our laboratory and a PMT 614
unit ~from PTI Inc.! for single photon counting with a
Hamamatsu R4220P photomultiplier tube. The PMT 614
unit was coupled with a digital counter sensitive to a TTL
standard signal and then connected with a parallel port of a
PC computer by an interface designed in our laboratory. The

systematic error in phonon frequency measurement caused
by the choice of the interferometer’s full spectral range and
numerical treatment of data was equal to 0.15 GHz. Statisti-
cal error derived from individual measurements fell in the
range from 0.04 to 0.27 GHz, but in most cases was equal to
0.08 GHz. All measurements were performed on three cubic
samples cut in known crystallographic directions with an ac-
curacy equal to 208. In all cases the angle between the direc-
tion of incident and scattered light was equal to 90 degrees.
Polarization of light was also controlled, which is a standard
treatment in such experiments. Before measurements, the
frequency and kind of acoustic wave polarization, were cal-
culated in the ultrasonic range. There are two main principles
for performing the calculations. The first one is the second
Newton’s law describing the propagation of an acoustic
wave in any direction of the crystal. The second one is the
momentum conservation law which connects the momentum
wave vector of the incident light with the wave vector of the
scattered light and with the wave vector of the acoustic
wave. The piezoelectricity of the LiTaO3 crystal was taken
into account in values of the stress tensor connected by the
Hook’s law with strains represented by the strain tensor and
with the stress-induced electric field in which the piezoelec-
tric tensor appears. Solving the equation of motion we obtain
eigenvectors and eigenvalues of a so-called ‘‘characteristic
matrix,’’ which is a function of the propagation direction of
the acoustic wave and the elastic constants of the medium.
The eigenvectors describe states of the wave polarization and
the eigenvalues, divided by a density of the medium, inform

TABLE I. Comparison of hypersonic and ultrasonic values of elastic con-
stants for the LiTaO3 crystal.

Frequency of an acoustic Measured elastic Ultrasonic Relative
wave or range constants data3 difference

of frequencies~GHz! (1010 Pa! (1010 Pa! ~%!

c11 33.7460.16 22.9860.21 23.3 1.4
c33 36.4360.19 25.8460.26 27.5 6.0
c44 20.9460.16 8.8560.14 9.4 5.9
c66 21.4560.19 9.2860.16 9.3 0.2
c12 ~21.45–33.74! 4.4260.53 4.7 6.0
c14 ~20.94–21.70! 0.4560.29 21.1 59.1a

c13 ~20.94–36.43! 5.1260.45 8.0 36.0

aA change of an algebraical sign.
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us about velocities of the wave.4 Table I provides the experi-
mental results, as well as a comparison with ultrasonic data.
Table II provides a similar comparison for the LiNbO3

crystal.3,5

In our experiments, elastic constantsc11, c33, c44 and
c66 were measured directly. Remainder values were achieved
indirectly as a combination of measured frequencies of
acoustic waves and the above constants, so their experimen-
tal uncertainties are greater. We can see from Table II that
there exists a change ofc12, c13, c14 and c33 elastic con-
stants for the LiNbO3 crystal, while the variation is quite
different for the LiTaO3 crystal. For example thec12 con-
stant increased and the relative difference of this change is
equal to 8.5%. As was mentioned earlier, the strong similar-
ity in crystallographic symmetry is not reflected in the physi-
cal behavior of both materials. In other published research3,5

experimental error was not reported, so our comparison of
results in Table I is more accurate.

II. CONCLUSION

The values of elastic constants obtained are not in full
agreement with ultrasonic data, so a significant difference
can be observed, especially for thec13 elastic constant. One
of the reasons for the magnitude of this difference is that this
value was obtained from the remaining data which belonged
to the 20.94–36.43-GHz range of frequencies. It seems that
there is a more subtle relation for this constant in the hyper-
sonic range. On the other hand, a similar procedure for the
c12 constant was used, and, in the range of experimental
error, there is no variation for this constant. There is also no
variation for c66. Generally, all the elastic constants stayed
weaker. It seems that these results were the consequence of
subtle differences of atom distribution in the crystallographic
elementary cell. The situation is similar to that for the above-
mentioned values of melting and Curie temperatures. More
theoretical and experimental investigation is required to con-
firm this interpretation.
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TABLE II. Comparison of hypersonic and ultrasonic values of elastic con-
stants for the LiNbO3 crystal.

Hypersonic data~Ref. 5! Ultrasonic data~Ref. 3! Relative
(1010 Pa! (1010 Pa! difference~%!

c11 20.125 20.3 0.9
c33 24.01 24.5 2.0
c44 5.963 6.0 0.6
c66 7.167 7.5 4.4
c12 5.791 5.3 8.5
c14 0.943 0.9 4.6
c13 7.108 7.5 5.2
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To understand behavior of surface waves on sols and gels, the dispersion relation of surface modes
on isotropic materials with both surface tension and elasticity is studied. The dispersion relation
consists of two separate branches: one corresponds to the truly localized Rayleigh-type modes
which can exist only at low frequencies, while the other, which is connected continuously to the
capillary modes, gives pseudo-surface waves that are damped, radiating elastic transverse waves
into the bulk of the medium just like the ones known in surface waves on elastically anisotropic
materials. The result is compared with recent experiments on sols and gels. ©1998 Acoustical
Society of America.@S0001-4966~98!04312-4#
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INTRODUCTION

In relation to sol–gel transitions, the behavior of surface
waves on elastic media with surface tension is receiving
attention.1–6 In sols or liquids, the surface tension gives the
restoring force for dispersive capillary waves, while in gels
the elasticity inherent of solids supports elastic surface waves
called Rayleigh waves. Then, a problem of immediate physi-
cal interest is how the surface waves behave in the presence
of both types of restoring forces. In case one of the two kinds
of restoring forces is overwhelmingly large, the other one is
expected to play a secondary role of strengthening the restor-
ing force, thus increasing the phase velocity of surface
waves. Actually, recent experiments on sol–gel systems have
confirmed that the phase velocity increases as gelation
proceeds.2–6 Furthermore, these experiments commonly sug-
gest that the crossover from the capillary wave to elastic
Rayleigh wave occurs continuously, rather than abruptly.
This would mean that the two modes do not persist but unite
to form a single branch in the dispersion relation.

Theoretically, the presence of dispersive modes on solid
surfaces was noted by Murdoch,7,8 who studied effects of the
residual surface tension on solid-surface waves. However,
much of the above experimental works have been motivated
by the theory of Harden, Pleiner, and Pincus,1 who solved
the hydrodynamic equation for surface waves on viscoelastic
materials and evaluated the light-scattering spectra for sev-
eral typical cases. Their spectra certainly show that the two
modes may persist in some cases. More recently, Ja¨ckle and
Kawasaki9 developed a similar, but more transparent, theory
from their interest in the surface response of supercooled
glassy melts.

Although the theoretical background has already been
established by those theoretical works, it appears to us that
the dispersion relation and behavior of the surface modes
have not yet been fully studied. In this paper, we wish to
clarify the entire physical picture contained in the dispersion-
relation equation. We will show that the dispersion relation
consists of two disconnected branches. One of them de-
scribes surface waves truly localized on the surface, and ap-
proaches the Rayleigh wave in the limit of vanishing surface
tension. The other, which corresponds to capillary modes, is

no longer localized in the presence of finite elasticity. It
couples with the transverse sound wave that diverges into the
bulk of the body with canted wave vector. It has much the
same character as the pseudo-surface waves10–12 known in
the theory of surface waves on anisotropic materials. These
results will be discussed in light of recent related experi-
ments on sols and gels.

I. SURFACE RESPONSE FUNCTIONS

Dynamics of surface waves on an elastic medium with
surface tension may be studied by means of two different
approaches. In one of them,1 the medium is essentially re-
garded as a viscous liquid, and the shear elasticity is taken
into account as the imaginary part of the viscosity. The dis-
persion relation for the surface waves is then determined by
solving the equation of motion within the framework of
hydrodynamics.13 This approach was recently extended to
allow a surface adsorption layer.14 In the other approach,7,9

the medium is regarded as an elastic solid, whose viscosity
may be incorporated into the imaginary part of the elastic
constants. Then, the theory of Rayleigh waves known in the
elasticity theory15 will give the required dispersion relation
after an appropriate generalization to allow nonvanishing
surface tension.

Both of the above two approaches are known to lead to
the same result in the limit of incompressible media. Since
the latter approach based on the elasticity theory9 is more
straightforward and is valid for compressible media in gen-
eral, we will recapitulate it below, together with a slight ex-
tension on the surface-response functions.

Suppose that a homogeneous medium with densityr
occupies the half-infinite spacez<0. Its isotropic elasticity is
characterized by two elastic constants: the shear modulus
G(v) and the longitudinal modulusCl(v), which corre-
spond respectively toc44 and c11 in cubic crystals. We un-
derstand them to depend on the angular frequencyv of os-
cillation.

Sound waves in the bulk of an isotropic medium are
necessarily either transverse (divut50) or longitudinal
(rot ul50), and the displacementu is, in general, given by
their superposition,
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u~x,z,t !5aut~x,z,t !1bul~x,z,t !, ~1!

with use of the constantsa and b to be determined by the
boundary condition on the surface. When we consider waves
that run along thex direction with wave numberk and fre-
quencyv, then we have

ut~x,z,t !5~ ik tex1kez!exp@ i ~kx2vt !1k tz#, ~2!

ul~x,z,t !5~ ikex1k lez!exp@ i ~kx2vt !1k lz#, ~3!

in terms of the unit vectorsex andez in the respective direc-
tions. The decay constantsk t andk l are defined by

k t5Ak22rv2/G~v!, ~4!

k l5Ak22rv2/Cl~v!. ~5!

They have positive real parts, since the displacement should
vanish toward the depth of the medium (z52`).

Now, the boundary condition on the surface requires the
stress components on the surface to be

szz,05Pz1g
]2uz,0

]x2 , ~6!

sxz,05Xz , ~7!

where the suffix 0 refers to the surface plane,z50, andPz

andXz stand for the pressure and the tangential stress applied
onto the surface, respectively. The second term in Eq.~6!
arises from the restoring force due to the surface tensiong.
Since the stress components are related to strain by

szz5Cl~v!
]uz

]z
1@Cl~v!22G~v!#

]ux

]x
, ~8!

sxz5G~v!S ]ux

]z
1

]uz

]x D , ~9!

we obtain linear equations for the coefficientsa andb, which
may be solved to yield the displacement on the surface in the
form

uz,05xzz~k,v!Pz1xzx~k,v!Xz , ~10!

ux,05xxz~k,v!Pz1xxx~k,v!Xz . ~11!

The response functionsx i j (k,v) on the right-hand side de-
scribe what surface displacements are induced by applied
external stress. Explicit expressions for them are found to be

xzz~k,v!5
k l

D~k,v!
, ~12!

xzx~k,v!52xxz~k,v!5
ik~k21k t

222k tk l !

~k22k t
2!D~k,v!

, ~13!

xxx~k,v!5
k t1gk2~k22k tk l !/rv2

D~k,v!
, ~14!

where the common denominatorD(k,v) is given by

D~k,v!5gk2k l

1
4G2~v!k2k tk l2@2G~v!k22rv2#2

rv2 . ~15!

As regards the relevance of these response functions to
experiment, the so-called dynamic structure factor defined by

S~k,v!5~2kBT/v!Im xzz~k,v! ~16!

gives the spectra of light scattered by thermally excited sur-
face waves.1,9 Although the light-scattering technique is in-
deed powerful in that it provides us with direct information
on the S(k,v) spectra, it is restricted to sound waves of
relatively high frequencies, say above 10 kHz.

To investigate surface waves of lower frequencies, it is
conventional to generate them by means of direct mechanical
excitation. In that case, the driving force will induce both
normal and tangential stress components on the surface. It is
then the functionsx i j (k,v) themselves that describe the re-
sponse of the resulting surface waves. When the induced
surface waves are detected by measuring deflection of a light
beam normally incident on the surface, it is onlyuz,0 that
matters, and hence surface waves with largexzz andxzx are
susceptible to such excitations.

II. DISPERSION RELATION OF SURFACE WAVES

Normal modes of vibration are determined by the van-
ishing denominator,

D~k,v!50. ~17!

Actually, surface waves withk andv satisfying Eq.~17! can
stand by themselves even in the absence of applied stressPz

andXz . We are going to consider below the dispersion rela-
tion betweenk andv resulting from Eq.~17!. Even though
the expression forD(k,v) has already been known in
literature,1,7,9 the dispersion relation resulting from it has not
been fully worked out. By solving explicitly Eq.~17!, we
will clarify that the dispersion relation in soft materials con-
sists of two separate branches of different character.

In soft materials of our interest, like sols and gels, which
are almost incompressible except at very high frequencies,
the longitudinal elastic modulus is much greater than the
shear modulus. We can therefore putk l5k in Eq. ~5!, which
gives the denominator

D~k,v!5gk31
4G~v!

k1k t
k2k t2rv2. ~18!

This expression forD(k,v) is equivalent to Eq.~10! of Ref.
1, despite the different appearance. Note that their kinetic
viscosityn~v! corresponds toG(v)/ ivr in our notation.

As usually done in consideration of dispersion relations
in general, we disregard dissipation and understandG(v) to
consist of only the shear-elastic constantG0 :

G~v!5G0 . ~19!

The neglected viscosity, which should appear as the imagi-
nary part inG(v), will be restored later when we compare
our result with experiment in the following section.

Though the dispersion relation is usually determined by
seekingv for given k, we take the opposite approach here;
we seek wave numberk that satisfies Eqs.~17! and~18! with
Eq. ~19! for given real values of frequencyv. For this pur-
pose, it is convenient to introduce the nondimensional fre-
quency
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V5
gv

rv t
3 , ~20!

where

v t5AG0 /r ~21!

denotes the velocity of transverse elastic waves in the bulk of
the medium. Briefly,V measures the relative importance of
the surface tension as compared with the elastic restoring
force. At high frequencies, the surface tension excels the
elasticity, and vice versa at low frequencies. We haveV51
when the two restoring forces are equal in strength.

The dispersion relation obtained from Eqs.~17! and~18!
with Eq. ~19! is shown in solid lines in Fig. 1. Here, the
phase velocity

v5v/k ~22!

is plotted in units ofv t against the reduced frequencyV. As
the figure shows, the dispersion relation consists of two sepa-
rate branches referred to as A and B for convenience. These
two branches have entirely different characters as explained
below.

We will begin with the case of realk. When the wave
number k is restricted to be real, then Eq.~17! admits a
solution only for frequencies in the limited range 0<V<1,
providing the branch A of Fig. 1. Toward the limitV→0,
where the surface tension tends to vanish, the velocity ap-
proachesv/v t→0.955 3, a value which is well known for
Rayleigh waves in soft materials with the Poisson ratio
s51/2.

As V departs from 0, the surface tension gradually en-
hances the restoring force, giving higher phase velocity
~though the curve A in Fig. 1 looks almost flat!. As a result
of this increased velocity, the constantk t given by Eq.~4!

now decreases, and the localized Rayleigh wave begins to
extend deep into the bulk of the material. WhenV is further
increased up to 1, then the wave runs with the velocityv t ,
the constantk t vanishes, and it extends over the entire body.
Such a mode can no longer be called a surface mode; it is
rather a transverse wave extended throughout the bulk. Thus,
the branch A terminates atV51. It has no continuation even
whenk is relaxed to be complex, since this terminal point is
mathematically a branch point.

It is important to note that Eq.~17! has no solution at
any other than the branch A, so long ask is confined on the
real axis; even capillary modes cannot exist as localized
modes in the presence of elasticity.16 We will explain shortly
its physical implications, but at any rate, we relaxk to pos-
sess an imaginary part. Then a mathematical problem arises
as to which sign to choose in evaluatingk t using Eq.~4!.

According to ordinary physical considerations, we
would choose one with a positive real part, inasmuch as the
displacement must vanish atz52`. We should certainly do
so, if we consider truly localized modes. However, Eq.~17!
loses even a capillary-mode solution with such a sign con-
vention. This can be seen most clearly in the limit of high
frequencies. For sufficiently largev, where the surface ten-
sion prevails, we may put

k5~rv2/g!1/31 ik9, ~23!

with a positive imaginary partk9 which ensures the surface
wave to decay as it runs. Using Eq.~23! in Eq. ~18!, we find

Im k t,0, ~24!

in order for the imaginary parts to cancel out, or for Eq.~17!
to have a solution. This choice in sign inevitably leads to

Re k t,0, ~25!

since the argument of the square root in Eq.~4! now resides
on the second quadrant of the complex plane at largev. We
have thus found that normal modes in the B branch or self-
supporting capillary waves should be accompanied by a
complexk t with the above-mentioned sign in the presence of
elasticity.

This result may be interpreted as follows. The signs in
Eqs.~24! and ~25! indicate that the wave is no longer local-
ized on the surface. Equation~24! means that the capillary
mode radiates a transverse wave with a canted-wave vector
into the negativez-direction. In general, surface waves that
run with a velocity higher than the transverse velocityv t will
always emit a transverse wave into the bulk of the material.
This may be seen from the following argument: Suppose that
a capillary wave runs on the surface with a phase velocity
v/k which is much greater thanv t . Obviously, elasticity
cannot support such a wave, since an elastic wave is unable
to run so quickly. However, with an added wave-vector com-
ponent in thez-direction, it can fulfill the relationv5v tk,
because it now gains a larger magnitude ofk. Since the en-
ergy of the transverse wave is supplied by the capillary
wave, the latter is necessarily damped. An overall picture
emerging from the above argument is that the capillary wave
itself decays, emitting a diverging transverse-bulk wave.
Since this solution no longer satisfies the conventional

FIG. 1. Reduced phase velocityv/v t plotted against the reduced frequency
V5gv/rv t

3. The dispersion relation determined by Eq.~17! with Eqs.~18!
and~19! consists of two branches: the lower branch A gives surface waves
localized on the surface, while the upper branch B is quasilocalized. The
dashed line shows Eq.~26!, which approximates the B branch considerably
well.
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boundary condition that the displacement should vanish at
infinite depth, it cannot truly be called a surface wave. A
quite similar situation is known to occur in surface waves on
anisotropic materials.10–12 Accordingly, surface modes on
the B branch in Fig. 1 may be called pseudo-surface waves
or leaky-surface waves, though ‘‘pseudo-capillary waves’’
may also be appropriate. Although these pseudo-capillary
waves are not localized on the surface, they may be detected
in experiments as surface waves insofar as their damping is
not strong.

To summarize, we have found that the dispersion rela-
tion consists of two separate branches, A and B, in the ab-
sence of dissipation. The former corresponds to the Rayleigh
waves truly localized on the surface, while the latter, which
are connected to capillary waves at high frequencies, are
pseudo-surface waves that decay, emitting transverse elastic
waves into the bulk of the medium.

Before closing this section, we would like to add a com-
ment on the B branch. The dispersion curve drawn in Fig. 1
requires numerical work involving complex numbers. How-
ever, a fairly good approximation is available to the B
branch. If we note thatuk tu@k holds for largev, then Eq.
~18! will give the approximate dispersion relation

v25~g/r!k314~G0 /r!k2. ~26!

Although Eq.~26! has been derived analytically on the as-
sumptionV@1, the dashed line in Fig. 1 tells us that it is
remarkably useful in a wider region ofV. This approximate
relation seems to allow a simple interpretation, as though the
two restoring forces simply add in the B branch, except that
the latter is intensified by a factor four. It also means that
misidentification of the flat dispersion of the B branch with
the truly localized Rayleigh modes will lead to overestima-
tion of the shear modulus by a factor four.

Finally, in order to facilitate comparison with experi-
ments done for fixed frequencies and varying degrees of ge-
lation, we replot Fig. 1 as Fig. 2, drawing the phase velocity
v as a function of the shear modulusG0 . Roughly speaking,
the left and right ends of Fig. 1 are reversed here because the
quantity on the abscissa is equal toV22/3. Note that the
ordinate is no longer scaled byv t . The figure shows how the

velocity varies as gelation proceeds. AtG050, the B branch
starts with the pure-capillary mode, and increases its velocity
with G0 . When the shear elasticity develops and reaches the
critical value (rg2v2)1/3, another branch A emerges. Veloc-
ity of both branches increases in proportion toG0

1/2 at large
G0 .

III. COMPARISON WITH EXPERIMENT

To compare the theoretical dispersion curve with experi-
ment, dispersion has to be observed in a sufficiently wide
range of frequency. In this regard, many of the available
experimental data are insufficient, since they are done only
for several selected frequencies. However, the desired dis-
persion data were recently obtained by Kikuchi, Sakai, and
Takagi for gelatin gels.4 They succeeded in elaborate deter-
mination of the dispersion relation using the light-scattering
technique at high frequencies~20 to 800 kHz! and the me-
chanical induced-oscillation technique at low frequencies~20
Hz to 10 kHz!. Figure 3 shows their data for sol~50 °C! and
gel ~20 °C! of 5.0 weight-percent gelatin dissolved into wa-
ter. The phase velocity of sol~open circles! is seen to obey
the v1/3 law of capillary waves, drawn in dashed lines with
density r51.03103 kg/m3 and surface tensiong53.20
31022 N/m.

The data for gel~solid circles! may now be compared
with the theoretical dispersion relation. If we chooseG0

5160 Pa, the theoretical curve drawn in solid lines in Fig. 3
gives a satisfactory overall agreement with experiment. From
this fit, we find that the observed dispersion data correspond
entirely to the B branch, or to pseudo-capillary waves. Even
though the observed velocity is almost dispersionless around
102;103 Hz, the theory shows that such a behavior alone
cannot guarantee that they are true Rayleigh waves or A
modes, because the B branch is also flat at low frequencies.
The overall good agreement in Fig. 3 suggests that true sur-
face modes would appear below 102 Hz because of weak
shear-restoring force. In fact, it is possible that the data
points for gel in Fig. 3 for the lowest frequencies correspond

FIG. 2. Phase velocityv plotted as a function of shear modulusG0 .
FIG. 3. Velocity dispersion of surface waves in 5.0 wt % gelatin sol at
50 °C ~open circles! and gel at 20 °C~solid circles! observed by Kikuchi
et al.4 The dashed curve represents the dispersion of capillary waves,
whereas the solid curves represent theoretical fit to the gel dispersion with
G05160 Pa.
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to two concurrent modes, considering that the critical fre-
quency evaluated from the above material parameters is 320
Hz.

To see the possibility of concurrence of the two modes,
it is useful to consider the response functions in detail. In
addition, inclusion of viscosity, which has so far been ne-
glected, is necessary in realistic comparison with experiment.
In experiments using mechanical excitation of surface waves,
the surface is driven mechanically at a given frequency, and
the phase velocity of the resulting wave train is observed by
detecting it at a distance. In this type of experiment, me-
chanical excitation generates waves of various wave num-
bers, as opposed to the light-scattering wherek may be speci-
fied by the scattering geometry.

To consider the above problem for the particular experi-
mental data of Fig. 3, we will begin with estimation of the
viscosity. In their light-scattering experiment, Kikuchiet al.4

analyzed the observed scattering spectra with an asymmetric
Lorentzian to determine the frequencyv and the widthG.
Since the widthG determined in this way for the gel is al-
most proportional tov in the frequency rangev5107;4
3108 rad/s, we assume that the viscosityh0 may be in-
cluded inG(v) as

G~v!5G02 ivh0 . ~27!

With this choice forG(v), we calculated numerically the
scattering spectraS(k,v) for the gel, and found thath0

50.01 Pa•s reproduces the observed width. In evaluation of
the corresponding spectra, it is convenient to introduce the
reduced nondimensional viscosity

h* 5h0v t /g ~28!

which turns out to beh*51/8 in the present case.
Figure 4 shows the spectra of absolute values of

xzz(k,v) andxzx(k,v) for the above choice ofh* . Note that
the abscissa is not the wave numberk, but the phase velocity
v. These spectra show surface waves with what phase veloc-
ity are likely to be generated by a mechanical excitation at
given frequencies. As seen from the figure, bothuxzzu and
uxzxu have a broad peak corresponding to the B branch in the
dispersion relation. In addition to this, for frequencyV&1,
they have also a peak atv'v t corresponding to the A
branch. This means that mechanical excitations can concur-
rently induce surface waves of both modes whenV&1. On
the other hand, such a concurrence is not remarkable when
V*1, in support of our overall identification in Fig. 3 of the
gel data points with the B branch modes.

Apart from Ref. 4, most experiments2–6 have been done
at fixed frequencies, to which Fig. 2 will be pertinent. They
commonly show continuous increases in velocity as seen for
the B branch of Fig. 2.

We have, thus far, no experimental evidence for the two
A and B branches. Mechanical excitations, which work at
low frequencies, have an inherent drawback of simulta-
neously exciting both. However, a possibly good clue to this
is given by the marked difference of their velocities, which
amounts to a factor two. If the excitation is done by only a
few shots of pulses, then their responses in the A and B
branches will be resolved by their different traveling times.

IV. CONCLUSION

Because of their coexisting liquid- and solid-like char-
acter, gels possess both surface tension and shear elasticity.
Dispersion relation of surface waves on such materials con-
sists of two disconnected branches. One of them corresponds
to the elastic Rayleigh waves well-known in solids, which
are truly localized on the surface. The other corresponds to
the capillary waves arising from the surface tension. In the
presence of nonvanishing elasticity, the latter waves are no
longer localized on the surface. They decay, emitting trans-
verse elastic waves into the bulk of the medium. The theo-
retical dispersion relation reproduces the experiment on gela-
tin considerably well, but no direct experimental evidence
has yet been found on the existence of the two branches of
different character. Experiments using pulse excitation are
considered to be promising.
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In a well-designed instrument the noise level is reduced until it is dominated by the front end noise.
In a hearing instrument this is the microphone noise. This paper examines the perception of noise
in a hearing instrument by both normal-hearing and hearing-impaired listeners. The noise levels are
specified as input-referred values in one-third octave bands. Two sets of measurements, the
just-objectionable level~JOL! and the just-audible level~JAL!, were assessed in third octave bands
from 250 to 5000 Hz. The data indicated that the use of a subjectively described acceptability of
noise, JOL, is an unreliable measure due to a very large variability across listeners. It is
recommended that mean values for the noise threshold level, the JAL, be used as a guide in the
optimization of microphone noise design. ©1998 Acoustical Society of America.
@S0001-4966~98!05011-5#
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INTRODUCTION

A major concern in hearing instruments is the issue of
noise floor. Noise design, however, is a tradeoff among sev-
eral variables, such as noise level, miniaturization, and cost.
A design goal beyond the point of perceivable benefits to the
user is unwarranted. In order to optimize any given design, it
is important to understand the perception of noise among
hearing-instrument users and its relevance to the design;
hence the focus of this research. This research does not have
direct clinical application and is intended to provide data that
may facilitate an optimum noise design in microphones for
hearing instruments.

I. BACKGROUND

Input-referred noise is a hypothetical noise which would
be present at the input of a noiseless system to yield the
noise level observed at the output. Input-referred noise is the
preferred measure used in engineering design to describe to-
tal system noise, which consists primarily of the microphone
and its associated preamplifier~Armstrong, 1995!. It is com-
mon to measure microphone input-referred noise as a single,
frequency-nonspecific A-weighted level in decibels. This
number is acoustic in nature because the input to the micro-
phone is an acoustic pressure. Using an acoustic value to
represent noise which is in fact electrically generated may
seem unusual but is quite convenient since these numbers
can then be compared with common environmental noise
found in the field. The A-weighted level was originally de-
rived from a 40-phon equal loudness curve~Fletcher and
Munson, 1933! measured on normal-hearing listeners and
may be misleading when applied to hearing-impaired listen-
ers for several reasons. First, hearing-impaired listeners do
not have the same loudness perception as normal-hearing
listeners. Second, the perception of noise at levels below the

40-phon level, as typically found in a hearing instrument,
does not approximate the contour of an A-weighting scale
~Geddes, 1995! for any listener. It has been shown in numer-
ous other industries, where noise perception is an issue, that
the A-weighted level value can be deceptive in terms of per-
ception ~Hellman and Zwicker, 1987!. Therefore, two A-
weighted measures should not be compared unless they have
very similar spectral shapes, and this prerequisite is often
violated. Consequently, the A-weighting curve may not be
valid particularly when referenced to hearing-impaired lis-
teners, and its basis for comparing different instruments is
highly suspect when different spectrums are present.

In general, a single number indicator is not very useful
to the microphone designer. The noise in a microphone is
typically a complex function of frequency~Geddes, 1995!.
The purpose of this study is to estimate the tolerable noise
level of hearing-instrument users as a function of frequency
that are of interest to microphone design. These frequency
values can then be used by a microphone designer to deter-
mine the expected subjective response of a user to a change
in the spectrum of the microphone noise.

One-third octave bands of equivalent input noise have
often been used in noise perception studies in the past~Dil-
lion and Macrae, 1984; Macrae and Dillion, 1986, 1996!. In
a recent study, Macrae and Dillion~1996! reported the EINL
~equivalent input noise level! recommended in one-third oc-
tave bands from 250–4000 Hz for high-gain instruments.
Preves~1996! suggested that the use of one-third octave
bands could be an alternative method of equivalent input
noise ~EIN! measures, which were subsequently recom-
mended in ANSI S3.22~1996!.

These studies stress the importance of representing the
distribution of noise across frequencies if an accurate assess-
ment of noise levels is to be made. The use of a one-third
octave band analysis is preferred for the following reasons.
First, it is the standard method used in industrial and envi-
ronmental noise measurements. Second, one-third octave
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bands approximate the critical bands in the frequency range
under consideration; and critical band is the bandwidth
where the loudness perception of a stimulus is independent
of its frequency range. Therefore, it suggests that narrower
analysis is not warranted. Given that loudness summation
does not occur at low sensation levels~Scharf, 1959!, the use
of one-third octave bands will provide the detailed informa-
tion crucial to the optimum design of microphone noise at
the component level.

The current research investigated the perception of
input-referred noise among normal-hearing and hearing-
impaired listeners in one-third octave bands. Two noise-
perception measures were evaluated, the just-audible level
~JAL! and the just-objectionable level~JOL!. The JAL and
the JOL were assessed under quiet listening conditions
among normal-hearing and hearing-impaired listeners.

II. EXPERIMENTAL METHODS

A. Subjects

Two groups of listeners were included in this study: 5
normal-hearing and 15 hearing-impaired adults. All normal-
hearing listeners had pure-tone air-conduction thresholds
,20 dB hearing level~HL! ~ANSI, 1989! at octave frequen-
cies from 250 to 8000 Hz. All hearing-impaired listeners had
symmetric hearing loss, and were tested monaurally. Figure
1 displays the mean air-conduction threshold and standard
deviation data of the test ear of the hearing-impaired group.
All listeners underwent a 1 hsession and were paid for their
participation.

B. Instrumentation

A Grason-Stadler model 16 audiometer, coupled with
the TDH-49p headphones, was used for the pure-tone air-
conduction test. A Knowles Electronics Processor for Acous-
tic Research~KEPAR! was used in this experiment. All
stimuli were generated and presented via KEPAR software
and routed to the test ear. A pair of ER-3A insert earphones
were used; one to deliver the stimuli to the test ear, and the
other to occlude the non-test ear. KEPAR is a real-time
simulator which includes operators such as waveform gen-
erators, filters, attenuators, amplifiers, etc. The use of
KEPAR is preferred over the use of actual hearing instru-
ments in this research because of its simplicity and flexibility

in frequency shaping of the stimuli. Furthermore, it provided
a direct measure of the objectives of this study. The internal
noise of the KEPAR system is a relatively flat spectrum of
18 dB sound pressure level~SPL!. This small but not insig-
nificant system noise will be discussed later in Sec. III. A
user interface box, with paddle-type level controls, was used
by the listener to control the level of the stimuli.

C. Stimuli

Fourteen one-third octave narrow-band noise compo-
nents~Table I!, ranging from 250 to 5000 Hz, were used as
stimuli. All stimuli were derived by band-pass filtering~fifth-
order Butterworth! white noise. All stimuli were real-time,
digitally generated from KEPAR at a sampling rate of
20 000 Hz. The stimuli were subsequently routed from
KEPAR to an ER-3A earphone.

D. Procedure

Pure-tone air-conduction audiometric data were obtained
at the beginning of the session. Each listener was tested in a
sound-treated booth, and a paddle was used to adjust the
intensity level. When seated in front of the user-interface
box, each listener was instructed to adjust the paddle when a
green signal light came on. The intensity of the signal would
increase when the paddle was pushed forward, and vice
versa. The initial starting level of each noise band was at the
system’s lowest permissible level, which was at 18 dB SPL.
The listener was asked to adjust the level of the stimulus to
the JAL, pause, and then proceed to obtain the JOL. The
definition of JAL was given to the listener as ‘‘the level at
which one could just hear the stimulus.’’ The definition of
JOL was given as ‘‘the level at which one would no longer
consider evaluating the hearing instrument if that noise was
to be continuously present in the instrument.’’ This definition
of JOL is similar to that used by Dillion and Macrae~1984!
at National Acoustic Laboratories in Australia~NAL !. Each
listener was encouraged to use a bracketing approach, that is,
to move the paddle up and down around each of these points
to find the most representative setting. Two practice trials
were given to each listener.

FIG. 1. Mean pure-tone air-conduction threshold and standard deviation for
the hearing-impaired group (N515).

TABLE I. List of 14 one-third octave band stimuli.

Center
frequency~Hz!

One-third
octave band~Hz!

250 225–280
315 280–355
400 355–450
500 450–560
630 560–710
800 710–900

1000 900–1120
1250 1120–1400
1600 1400–1800
2000 1800–2240
2500 2240–2800
3150 2800–3550
4000 3550–4500
5000 4500–5600

3365 3365J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 L. W. Lee & E. R. Geddes: Perception of microphone noise



Each set consisted of 14 stimuli, and two measures~JAL
and JOL! were made for each stimulus. Randomization was
used within each set of stimuli. Each set was presented three
times. A fourth repetition was given whenever there was a
difference of 10 dB or greater between any of the two rep-
etitions. Each listener underwent a total of 84 trials~14
stimuli32 measures33 repetitions!.

Based on the audiometric data, the insertion gain values
were prescribed using the National Acoustic Laboratories
new procedure~NAL-R; Byrne and Dillion, 1986! and the
POGO ~prescription of gain/output; McCandless and Lyre-
gaard, 1983! methods. These two prescriptive methods were
the most popular methods used in hearing aid industry today.
The gain values were interpolated into one-third octave
bands. These values were used as the gain for calculating the
input-referred level~input-referred; IR! values for the JAL
~JAL-IR! and the JOL~JOL-IR!. The JOL-IR for each lis-
tener was calculated by subtracting the prescribed gain value
from the measured JOL value. Similarly, the JAL-IR for
each listener was obtained by subtracting the prescribed gain
value from the measured JAL value.

III. RESULTS

A. Reliability

1. Individual data

Test–retest reliability was examined within each lis-
tener. The raw data were scanned for inconsistent responses
within repetitions for each listener. It was evident that a
couple of the hearing-impaired listeners found the task diffi-
cult. This was indicated by their variable results across rep-
etitions and across stimuli. Two listeners’ data sets were re-
moved from further analysis because of poor reliability.
Most of the listeners could repeat their responses within a
few decibels. Dillion and Macrae~1984! reported that six of
the seven subjects had an average test–retest difference of
2.4 dB across trials and stimuli, while the seventh subject
had a test–retest standard deviation of 11.5 dB. The next step
was to scan and remove any listener’s sets of trials if it had a
standard deviation greater than 10 dB. About 20 sets were
removed in this fashion.

It was noted that one normal-hearing listener rated JOL,
on the average, about 25 dB above the other four listeners.
When asked about this, this listener had interpreted ‘‘objec-
tionable’’ as ‘‘annoying’’ or ‘‘uncomfortable.’’ The authors
decided that this interpretation was not consistent with the
instructions, and this data set was subsequently removed
from group analysis.

2. Group data

The experimental design also encompassed an internal
validity check. The mean audiometric threshold data were
compared to the mean JALs. The only difference between
the two measures is that the octave band audiometric data
were measured using pure-tone stimuli, and the JAL data
were obtained using one-third octave noise bands. The third
octave band estimates were interpolated from the octave
band audiometric data. The HL values in dB under TDH
headphones were converted to one-third octave band SPL

values in dB under 6-cm23 coupler ~Bentler and Pavlovic,
1986!. This comparison confirmed the validity of the JAL-IR
among the hearing-impaired listeners. The 18 dB SPL noise
floor in the KEPAR system prevented this same confirmation
for the normal-hearing group.

B. Analysis

The data was imported into an Excel spreadsheet for
reduction and analysis. For each individual, the repetitions
across each stimulus for the JAL and the JOL were averaged
and the standard deviation was taken. The prescribed gain
values were then subtracted from averaged values to yield
the input-referred values. As expected, both prescriptive
methods yield very similar results. Consequently, only the
NAL-R analyses will be discussed.

Analysis was performed separately for the hearing-
impaired and the normal-hearing group. The prescription
gains were not applied for the latter group. The mean JAL-IR
and JOL-IR were obtained across listeners for each stimulus.

1. Hearing-impaired group

Figure 2 displays the mean and standard deviations for
the JAL-IR ~solid line! and the JOL-IR~dotted line! of the
hearing-impaired group. The error bars signify one standard
deviation about the mean. The mean standard deviation
across the frequencies for the JAL-IR was68 dB. Note that
the upper limits here represent the level below which 83% of
the listeners could not perceive the noise. Unlike the JAL-IR
data, the JOL-IR data revealed a very large standard devia-
tion ~616 dB! across frequencies. Even though both mea-
sures required subjective judgement, the JOL measures re-
flected an unexpectedly high variability.

The response of one particular listener resulted in a large
variance. The patient commented that it was unacceptable to
have any noise in an instrument. Consequently, any audible
noise becomes objectionable noise.

Figure 3 compares the JAL-IR among the hearing-
impaired group with the JOL-IR values of the normal-
hearing group. The results of Student’st-test indicates that

FIG. 2. Mean JAL-IR~solid line! and JOL-IR~dotted line! for the hearing-
impaired group. The error bar represents one standard deviation about the
mean.
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none of the one-third octave bands revealed a significant
separation of the two distributions at 95% confidence inter-
val.

2. Normal-hearing group

Figure 4 displays the mean JAL and the mean JOL as a
function of one-third octave band frequency for the normal-
hearing listeners. The mean JAL is represented by the dotted
line at 18 dB SPL which is the noise floor of the test system.
The mean JOL is represented by the solid line, the error bars
indicate one standard deviation about the mean. The mean
standard deviation across all bands for the JOL is 10 dB.
This is substantially less than the variability in the hearing-
impaired group. The JOL for normal-hearing listeners may
be reliable.

IV. DISCUSSION

The large variance in the hearing-impaired JOL data is
notable. Either the task that these subjects were asked to
perform was ambiguous or the subjects had different inter-
pretations of the task. Clearly, our data and experiences lead
to the conclusion that it was the latter. Thus, the JOL-IR is
not likely to be a good indicator of what a hearing-
instrument user is likely to object to. On the other hand, one
could hardly argue with the use of the JAL-IR curve as the
objectionable criteria, since the listener could hardly object
to a noise level which they could not even perceive.

Figure 3 indicates that there is an expectation that a
normal-hearing listener will object to a level of noise which
may not be audible to a hearing-impaired listener. This is
because there is no statistical difference between an objec-
tionable level to a normal-hearing listener and a just-audible
level to a hearing-impaired listener. This indicates that the
designer must consider who is the target customer: the end
user or the dispensing audiologist. Designing for the end user
will clearly yield an objectionable level of noise for the
normal-hearing dispenser while a design aimed at satisfying
the dispenser will be over-designed~and thus not optimum!
for the hearing-impaired customer. A clear set definition of
the target market is thus required before the microphone de-

signer can effectively achieve an optimized design and it
must be realized that optimizing for one set of customers will
be suboptimal for the other.

V. SUMMARY

These analyses lead to the following general conclusions
regarding noise perception among hearing-impaired listen-
ers. First, the JAL-IR can be a reliable measure among
hearing-impaired listeners. Second, the JOL-IR is probably
an unreliable measure of noise perception among the
hearing-impaired listeners because of its large variability
across listeners. Finally, since the JOL-IR of the normal-
hearing group is not significantly different from the JAL-IR
of the hearing-impaired group, complaints in regards to the
noise level of a hearing instrument by normal-hearing listen-
ers should be taken with caution.

This investigation examined only listeners with high-
frequency hearing loss and more data is needed to provide a
better representation of the JAL-IR in reference to a particu-
lar hearing configuration.
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Simplified models of transient elastic waves in finite
axisymmetric layered media
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A simplified model, termed the flexure model, is used to analyze elastic waves in a weakly coupled
periodic stack of disks bonded by thin layers of a weak polymer. Comparison with results of a more
complete two-dimensional~2-D! axisymmetric model reveals the importance of axial stress and
nonlinear distribution of radial displacement across the thickness. Also, in the 2-D model, it is
possible to eliminate extensional modes through the thickness and inertia of the bond without
compromising accuracy. In the 2-D model and for low radial wave numbers for a defined mode, its
phase and group velocities can be approximated by the 1-D mass–spring model. They undergo
discontinuities at the boundaries of extensional propagation zones. The flexure model reproduces the
2-D characteristic speeds but with slightly wider propagation zones and faster wavefronts. ©1998
Acoustical Society of America.@S0001-4966~98!04811-5#

PACS numbers: 43.40.Dx, 43.20.Jr@CBB#

INTRODUCTION

Wave propagation in layered media finds a wide variety
of applications. Examples include geological oil exploration,
shock isolation and crash management in automotive com-
ponents, delamination in composites, and ballistic protection
by passive stacked armor. Elastic waves in layered media
have been studied extensively. Propagation of harmonic
waves in one-dimensional~1-D! layered media by mono-
chromatic sources can be found in Refs. 1–5. Extension of
the theory to 3-D periodic media is treated in Refs. 6–10.
Analysis of simple periodic structures adopting Floquet
theory to propagation and attenuation zones is treated in
Refs. 11–21. The methods used to analyze this problem
ranged from purely numerical, like discretization and geo-
metric optics, to purely analytical, like modal and transform
techniques. In contrast with the extensive work reported on
harmonic waves, relatively less attention was devoted to
transient waves despite their importance in many practical
applications. Reference 22 treats transient uniaxial waves in
finite ordered and disordered bi-periodic stacks. The method
relies on deriving transfer matrices in harmonic space relat-
ing state vectors at the interface between layers. Equilibrium
of stress and continuity of displacement at each interface
produces a system of tri-diagonal block matrices yielding
modal characteristics of the stack. Transient response is
found from an expansion of these modes. Simplified analyti-
cal models of the exact analysis in Ref. 22 are constructed in
Ref. 23 yielding insights into the mechanics of uniaxial
waves by reducing the parameters to those essential in con-
trolling propagation.

Reference 24 extends the analysis in Ref. 22 to 2-D
axisymmetric waves in a finite periodic stack of disks
bonded by weak layers. In this work, radial dependence sat-
isfies approximately the condition of ‘‘simple supports’’, i.e.,
axial displacement and radial derivative of radial displace-
ment vanish at the lateral boundary. This approximation
yields a dispersion relation in radial wave number enabling
the separation of axial and radial dependencies. Transfer ma-

trices relating displacement and surface traction at the two
faces of a disk in the stack are then determined. The solution
then proceeds along steps similar to the 1-D analysis. From
Ref. 24, important results of analyzing 2-D propagation in a
stack ofN periodic sets are:

~1! Fixing the radial wave numbermr , there exists an
infinite number of system resonant frequencies of the stack
V j (mr), j 51,2,3,..., which appear as an ascending series of
points in anV vs mr plot. A line drawn through the lowest
V j ( j 51) for eachmr forms the first ‘‘frequency line.’’
Similarly, a line drawn through the next higherV j ( j 52)
forms the second frequency line, etc. In a plot of resonant
frequencyV versus radial wave numbermr satisfying the
dispersion relation,V follows lines belonging to one of four
groups:

~a! a flexural group ofN lines with dominant flexural
motion of the disk;

~b! an extensional group ofN lines with dominant radial
and axial motions of the disk;

~c! a shear group ofN21 lines with dominant shear
motion of the bond;

~d! a second shear group ofN lines with dominant shear
motion of the disk.

Lines of one group may change type to another near
coalescence although frequency lines never cross. Groups~c!
and ~d! above may be neglected without changing the re-
sponse appreciably.

~2! For the excited disk, radial and circumferential stress
(s rr ,suu) is the sum of an equivoluminal part from flexure,
antisymmetric about the disk’s neutral plane, and a volumet-
ric part from axial stress over the footprint of the excitation.
The volumetric part is large close to the footprint and dimin-
ishes steeply elsewhere.

~3! For other disks in the stack, (s rr ,suu) mostly de-
pend on flexure with an anti-symmetric distribution about the
disk’s neutral plane. Unlike the linear distribution character-
istic to plate flexure theory, termed the Kirchhoff assump-
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tion, the 2-D distribution is not linear and deviation from
linearity rises with disk thickness.

The purpose of this study is to understand the roles of
axial stress, the Kirchhoff assumption in the Mindlin plate
equations,25 inertia of the bond producing motions in 1~c!
above, and extensional motions of the disk producing mo-
tions in 1~b! above. Neglecting these motions yields a sim-
pler and more efficient algorithm with prescribed error
bounds, useful in preliminary parametric analysis of wave
propagation in periodic stacks. Characteristic of wave propa-
gation in periodic media is the existence of propagation and
attenuation zones, PZ’s and AZ’s. Within each zone, propa-
gation constants, and phase and group velocities control
transmission and speeds of wavefront and energy. These will
be called propagation quantities. They reveal in a more direct
way the effects of various assumptions and approximations
than can be seen from frequency spectra and histories of
transient response.

A number of simplified models will be constructed,
some based on the flexure model which allows only flexure
of the disks, and others based on a more complete 2-D
axisymmetric analysis. Comparing results from these models
reveals the importance of their underlying approximations
and the effects which they ignore.

Section I develops the analysis of a periodic stack adopt-
ing Mindlin’s plate flexure theory. It treats the bond as an
elastic spring resisting relative axial and shear motions from
flexure of the adhering disks. Section II revises the analysis
of the periodic stack adopting the 2-D Navier equations of
elasto-dynamics. It differs from Ref. 24 in that displacements
rather than potentials are chosen for dependent variables. In
contrast to the flexure model which uses a body force, the
2-D model for the external excitation uses the static-dynamic
superposition method which reduces substantially the num-
ber of eigenfunctions needed for convergence of transient
response by modal analysis~see Ref. 26!. Section III com-
pares transient histories computed by the various models and
explains how differences in response amplitude relate to the
approximations in flexure analysis. Section IV compares
propagation quantities (m,cp ,cg) by the various models and
explains how they change with radial wave number wherem
is propagation constant andcp , cg are phase and group ve-
locities.

I. ANALYSIS BY PLATE FLEXURE THEORY

Assume that the stack is made of disks of radiusa,
bonded by thin elastic layers modeled as linear springs re-
sisting relative axial motion alongz and radial motion along
r of the adhering disks. In cylindrical coordinates and axi-
symmetric motions, Mindlin’s plate equations for axial dis-
placementw and cross sectional rotationc are
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wherer is radial coordinate,D5Eh3/12(12n2), k is shear
constant,n is Poisson’s ratio,~E,G! are moduli of elasticity
and shear,h is thickness,r is density,t is time; qz is trans-
verse loading from external pressure or bond extension, and
M̄ r is moment from bond shear. Operating~1a! by (]/]r
11/r ) convertsc to w, then eliminatingw from ~1b! reduces
~1a,b! to a single fourth order equation inw:
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Let ‘‘ i’’ denote the order of a disk in the stack. For disks
bonded by thin elastic layers,qz applied to disk ‘‘i’’ is pro-
portional to the bond axial stiffness and relative axial dis-
placement of disks ‘‘i’’, ‘‘ i 11,’’ and ‘‘ i 21’’:

qz5
Ebe

hb
~2wi2wi 212wi 11!,

~3!

Ebe5Eb

~12nb!

~11nb!~122nb!
.

Ebe is the modulus of the bond in uniaxial strain, (Eb ,nb)
are bond modulus in uniaxial stress and Poisson ratio, andhb

is bond thickness. From Appendix A,M̄ r is proportional to
bond shear stiffness and relative radial motion of disks ‘‘i’’,
‘‘ i 11,’’ and ‘‘ i 21’’:

M̄ r5
Gbh2

hb
~2c i1c i 211c i 11!, ~4!

whereGb is bond shear modulus. Invoking~4! in ~2! yields
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r
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eliminatingw i in ~5a! using ~1b! yields
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cs
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]t2D
3~2wi1wi 211wi 11!. ~5b!

Substituting~3! and~5b! in ~2! produces the coupled flexural
equation of thei th disk
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The left-hand side of~6! accounts for flexural stiffness and
inertia of the disk. On the right hand side, the first part ac-
counts for axial coupling alongz of neighboring disks by the
bond, and the second part accounts for shear coupling along
r by the bond.

It was shown in Ref. 24 that simple supports at the lat-
eral boundary of the disk can be approximated by
]u(a)/]r[0, which in plate theory reduces to]c(a)/]r
[0. This boundary condition allows separation of variables
and yields the dispersion relation

J09~g r !50, g r5kra, ~7!

where kr is the radial wave number. Assuming harmonic
motions in time with frequencyv, a solution to~6! satisfying
~7! has the form:
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Substituting~8! in ~1! for all disks in the stack determines a
banded system of simultaneous equations with width 3:
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Solution of the implicit eigenproblem~9! yields eigenfre-
quenciesv f m and eigenfunctionsF f m of the stack for flex-
ural and shear motions. Since dispersion relation~7! does not
satisfy natural boundary conditions, the set$F f m% is not or-
thogonal.

Consider a stack of five disks with radiusa53 in.
bonded by four weak layers with the properties given in
Table I. This will be termed the ‘‘basic stack.’’ LetN be the
number of disks in the periodic stack. Fixing the number of
radial half-waves,mr5g r /p, there exists a group ofN low
resonant frequency lines corresponding to flexural modes
and a group ofN high resonant frequency lines correspond-
ing to disk shear modes. In the flexural group, the first mode
is anti-symmetric about the stack’s plane of bilateral symme-
try, i.e., all deformed disks are identical in shape and mag-
nitude@see Fig. 1~a! and~f!#. Its frequency is slightly higher
than that of the lone disk because of shear stiffness from the
bond. The second mode is symmetric about the plane of
bilateral symmetry, i.e., deformed disks on one side of this
plane are mirror images to those on the other side@see Fig.
1~b! and ~j!#. More complex coupled modes follow with
shapes alternating between symmetric and anti-symmetric
@see Fig. 1~c!, ~d!, ~e!, and 1~h!, ~i!, ~j!#. For eachmr , the set
of N flexural modes resembles the set of (N21) modes in
the first propagation zone PZ1 of a 1-D free stack.22 In 2-D,
N distinct coupled motions are possible. In 1-D, only (N
21) possible motions have nonzero frequency, theNth be-
ing a rigid body translation of the 1-D stack.

At this point it is possible to create another approximate
model by neglecting bond inertia in the flexure model above.
Comparing the resulting frequency spectra will reveal its ef-
fect. Figure 2~a! plots eigenfrequencyV~Hz! of the flexural
group versusmr for the stack with massless bond and prop-
erties in Table I. The gap betweenV lines narrows smoothly
with mr . Figure 2~b! plotsV of the disk’s flexural and shear
groups versusmr including bond inertia. Close to the shear
frequency of the bond, the lowest (N21) lines of the disk
shear group change type and follow the bond shear line until
coalescence with the flexural group. These lines change type
again near coalescence with the flexural group, while (N
21) lines of the flexural group change type to become the
bond shear group. This coalescence without crossing of fre-
quency lines manifests uniqueness of the solution imposed
by linearity of the problem. The gap between frequency lines
of the flexural group widens after coalescence with the shear
group because of the drop in bond mobility caused by a
change in phase after crossing the bond shear resonance.

Transient response to external excitation is found by
modal decomposition of the axial displacement vectorw

w~r ,z,t !5 (
m51

M

am~ t !F f m~r ,z!. ~10!

Substituting~10! in ~6!, multiplying each side byF f m ~r,z!,
and integrating over the stack’s volume yields

M ~ ä1v2a!5Ff 0~ t !, ~11a!

TABLE I. Properties of basic stack.

E ~lb/in.2! r ~lb s2/in.4! n h ~in.!

Disk 4.643107 3.0431024 0.24 0.5
Bond 23104 1024 0.48 0.01
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where (̇ ) is time derivative,M is the full matrix of gener-
alized mass, andF is the vector of generalized force:

Mmn5^murun&, Fn5^nup0&, ~11b!

wherep(r ,t)5p0(r ) f 0(t) is the external pressure excitation
acting on the stack. InvertingM in ~11a! yields uncoupled
equations in the generalized coordinatesa(t):

äm~ t !1vm
2 a~ t !5Pmf 0~ t !, P5M21F. ~12!

A solution to ~12! follows in terms of Duhamel’s integral:

am~ t !52
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vm
E

0

t

f 0~t! sin vm~ t2t!dt. ~13!

II. ANALYSIS BY 2-D AXISYMMETRIC THEORY

For axisymmetric motions of a disk, the Navier equa-
tions of elasto-dynamics in cylindrical coordinates are:
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where~u,w! are radial and axial displacements, and~l,m! are
Lame’s constants. Assuming harmonic motions in time with
frequencyv, separation of variables yields:

u~r ,z,t !5J1~krr !ū~z!eivt,
~16!

w~r ,z,t !5J0~krr !w̄~z!eivt.

FIG. 1. Eigenmodes of the stack of five periodic sets~flexure model!: ~a!–~e! mr50.586; ~f!–~j! mr52.717.
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The radial function approximates simple supports atr 5a
@see Eq.~7!#:

]u~a,z,t !

]r
50 ~17a!

which defines the radial wave numberkr as

J09~kra!50. ~17b!

Substituting~16! in ~14! and ~15! yields

m

l12m

]2ū

]z2 1S rv2

l12m
2kr

2D ū2
l1m

l12m
kr

]w̄

]z
50,

~18!
l1m

m
kr

]ū

]z
1

l12m

m

]2w̄

]z2 1S rv2

m
2kr

2D w̄50.

Equations~18! admit solutions in the form:

ū~z!5Ceaz, w̄~z!5Deaz, ~19!

whereC,D are constant coefficients. Substituting~19! in ~18!
produces the axial dispersion relation ina:

Fa11 a12

a21 a22
G H C

DJ 50, ~20!

C52S a12

a11
DD, ~20a!

a115
m

l12m
a21S rv2

l12m
2kr

2D , ~20b!

a1252
l1m

l12m
kra; a215

l1m

m
kra,

a225
l12m

m
a21S rv2

m
2kr

2D .

Equation~20! is quadratic ina2 yielding four complex val-
uesa j , j 51,4. From~19!,

ū~z!5(
j 51

4

Cje
a j z52(

j 51

4 S a12

a11
D

j

D je
a j z,

~21!

w̄~z!5(
j 51

4

D je
a j z.

The constitutive equations are

s̄zz5lkrū1~l12m!
]w̄

]z
, t̄ rz5mS ]ū

]z
2krw̄D . ~22!

Define the state vectorS as

S5$f,g%T, ~23a!

where f5$s̄zz,t̄ rz%
T and g5$ū,w̄%T are traction and dis-

placement vectors over a face of the disk. Substituting~21!
in ~22! relates the state vectorS5$s̄zz,t̄ rz ,ū,w̄%T to coeffi-
cientsD5$D j%

T:

S~z!5B~z!D,
~23b!

B1,j~z!5$lkrCj1~l12m!a jD j%e
a j z,

B2,j~z!5~ma jCj2kr !e
a j z,

~23c!
B3,j~z!5Cje

a j z,

B4,j~z!5D je
a j z,

where in~23c! Cj is related toD j by ~20a!. Evaluating~23b!
at z50 andz5h, then eliminatingD, produces the transfer
matrix T relating state vectors on the two faces of a disk:

S~h!5TS~0!, T5B~h!B21~0!. ~24!

T is expressed in terms of four submatricestk1 as

T5F t11 t12

t21 t22
G . ~25!

For a bi-periodic stack ofN repeated sets, where each set
except the last is made of two layers~one disk and one bond!
continuity ofS at the interfaces of layers produces the global
tri-diagonal block matrixMG :

MGSG50, ~26a!

whereSG is the ensemble of theSk at all interfaces and the
two boundaries of the stack:

FIG. 2. Spectra of stack resonant frequencyV vs mr ~flexure model!: ~a!
massless bond;~b! including bond inertia.
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SG5$S1 ,S2 ,...,S2N21%
T, ~26b!

MG5

l

I 0 0 0

t11
~1! t12

~1! I 0

t21
~1! t22

~1! 0 I 0 0

0 0 t11
~2! t12

~2! I 0

t21
~2! t22

~2! 0 I 0 0

0 0 t11
~1! t12

~1! I 0

t21
~1! t22

~1! 0 I

• • • •

• • • •

0 0 t11
~1! t12

~1! I 0

t21
~1! t22

~1! 0 I

0 0 I 0

m

, ~26c!

where I is the unit matrix and the superscript~l! in t i j
( l ) de-

notes layer number in the bi-periodic set. The first and last
rows in~26b! correspond to the free traction conditions at the
two faces of the stack. Eigenvaluesvm and eigenfunctions
FGm of the stack are determined by the condition:

detuMGu50. ~27!

Just as in the case of the flexure model, it is possible to
create an approximate 2-D model by neglecting inertia of the
bond. In this way, its effect can be evaluated. For the stack
with properties in Table I, Fig. 3 plotsV vs mr for the first
two frequency groups when the bond is massless. The first
group includes five lines of flexure dominant motions of the
disks and resembles the group in Fig. 2~a!, while the second
group includes five lines of radial and axial extensional
dominant motions of the disks. Whenmr,2, the two groups
are not segregated, i.e., radial modes occur among flexural
modes. Including bond inertia introduces additional groups
with dominant shear motions of the bond.

Transient response proceeds by the static-dynamic su-
perposition method. Displacementu is expressed as the sum

u5ud1 f 0~ t !us , ~28!

whereud andus are homogeneous dynamic and inhomoge-
neous static solutions andf 0(t) is time dependence of the
excitation. Expandud is eigenfunctions

ud5(
j

aj~ t !F j~x![(
j

aj~ t !u j &, ~29!

where$F j (x),v j% is the modal set of nonorthogonal eigen-
functions and eigenvalues. Substituting~28! and ~29! in the
equations of motion

D~u!1r
]2u

]t2 50 ~30!

yields

(
j

~ ä j1v j
2aj !ru j &52 f̈ ~ t !rus~x!. ~31!

Performing inner products on both sides of~31! yields

Nk j~ ä j1v j
2aj !52Nakf̈ ~ t !, ~32a!

Nk j5^kuru j &, ~32b!

Nak5^ku•rus~x!&. ~32c!

Expressions forNak andNk j are derived in Appendix B.

III. RESULTS OF TRANSIENT ANALYSIS

The basic bi-periodic stack with the five sets and prop-
erties listed in Table I is chosen for comparing results from
the various models. A trapezoidal forcing pulse of unit inten-
sity is assumed with 5-ms rise and fall times and 25-ms du-
ration acting over a concentric circle with radiusr p

50.25 in. On the top face of each disk, displacement and
normal stress histories are computed at four radial stations:

FIG. 3. Spectra of stack resonant frequencyV vs mr with massless bond
~2-D model!.
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r 50, r p , 2r p , and 4r p . In contrast, shear stress is computed
along the neutral plane (z5h/2) of each disk and at the same
four radial stations. Plots of histories of displacements~u,w!,
and stress (szz,s rr ,s rz) are presented for each disk in co-
lumnar form. The column at left results from a flexure
model, while the column at right results from a 2-D model.
In both models, bond inertia is neglected and 16 radial wave
numbers are considered in the radial expansion. In the flex-
ure model, only the flexural group shown in Fig. 2~a! is
included. In the 2-D model, the flexural and first extensional
groups shown in Fig. 3 are included.

Figure 4 compares histories on the first disk subjected to
the forcing pulse. Flexure analysis underestimates displace-
ments and stresses by 15%. Forr<r p , s rr andu are lower
by 50% and 30% respectively, while the difference drops to
15% for r .r p . In 2-D analysis,s rr and suu are made of
two parts: an equivoluminal part from flexure anti-symmetric
about the disk’s neutral plane and a volumetric part from
axial stress. The latter is large under the footprint and dimin-
ishes rapidly remote from it. It is this part in 2-D which
accounts for the largers rr andu whenr<r p . For r .r p , the
difference in the two models is caused by the Kirchhoff as-
sumption in plate theory.

Figure 5 compares histories on the second disk. In con-
trast to the first disk, flexure analysis overestimates displace-
ments by 15% and stresses by 25%. This can be explained as
follows. In the first disk, the volumetric part in 2-D from
axial stress raises strain energy. Since total instantaneous
strain energy of the stack is conserved, strain energy of suc-
ceeding disks along the stack must be reduced. Also, the
shape of thet rz histories from the two analyses differ sub-
stantially before reflexion from the lateral boundary@com-
pare Fig. 5(e1) to (e2)# yet the relative magnitudes are still
within 25%.

Figure 6 compares histories on the third disk. As with
the second disk, flexure analysis overestimates all variables
by 15%. The difference int rz histories grows even more
although magnitude drops, diminishing its importance in re-
sponse. The drop int rz is caused by radial dispersion of the
pulse as it propagates across the stack.

The same observations apply to histories on the fourth
disk ~not shown!, where the difference between the two
analyses drops to 10%. However, this trend is broken for the
fifth disk where the difference in magnitude depends on the
variable~see Fig. 7!. After 60 ms, s rr traveling at the shear
speed reaches the axis of the stack after reflecting from the
lateral boundary. After dropping to a minimum on the sec-
ond disk,s rr rises again and peaks on the last disk.

Figure 8 illustrates instantaneous snapshots of the de-
formed stack at intervals of 5ms for the duration of 60ms.
At t55 ms @Fig. 8~a!#, the pulse applied to the lower disk
produces local deformation confined by the wave front. At
t510ms @Fig. 8~b!#, the pulse spreads radially along the first
disk, and propagates axially reaching the second disk. Att
520ms @Fig. 8~d!#, the pulse reaches the back of the stack.
Note that disk curvature diminishes along the stack, produc-
ing lower flexural stress, consistent with the inverted conoid
of fracture observed experimentally. Att525ms @Fig. 8~e!#,
the forcing pulse elapses, reducing local deformation of the

forced disk over the footprint. Att530ms @Fig. 8~f!#, flex-
ural waves in the first two disks reach the lateral boundary.
At t550ms @Fig. 8~j!#, dispersion has caused all disks to
move in unison with almost equal amplitude and shape,
which is not clearly described by specific waves propagating
with defined wave fronts. Att560ms @Fig. 8~l!#, reflections
from the lateral boundary reach the axis raising amplitude
and flexural stress of the last disk, as confirmed in Fig. 7(d2)
by the negative peak ofs rr at 60 ms. This is the second
highest intensity ofs rr next to that on the excited face of the
first disk. This tensile stress on the bottom face of the stack
causes ‘‘spallation.’’

IV. RESULTS OF PROPAGATION QUANTITIES

This section derives propagation quantities (m,cp ,cg) of
the bi-periodic stack adopting flexure and 2-D models. Since
radial wave numberg r is prescribed by a dispersion relation
that satisfies approximate simple supports at the lateral
boundaries@see Eq.~7!# propagation quantities are computed
for specific values ofg r . In this way, propagation relates to
frequency groups in Figs. 2 and 3.

In the flexural model, Floquet theory requires that

wi5emwi 21 , wi 115emwi , ~33!

wherewi , wi 21 , andwi 11 are axial displacement of disksi,
i 21, andi 11, respectively, andm is propagation constant.
Substituting~33! in the i th row of Eq.~9! yields

Aii 1Ai ,i 11~em1e2m!50. ~34a!

Solving the quadratic in~34a! for em gives

em5~2Aii 6AAii
2 24Ai ,i 11!/~2Ai ,i 11![l1,2,

⇒m5 log~l!. ~34b!

Sincem is related to axial wave numberkz by

kz5m/hs , ~35a!

wherehs is set thickness (hs5h1hb), then phase and group
velocitiescp andcg follow:

cp5
vhs

m
, cg5hs

]v

]m
. ~35b!

In the 2-D model, the transfer matrixT in Eq. ~25! re-
lates state vectors at two faces of a layer:

Si 115TSi ,

Si 125TbSi 11 , ~36a!

where T and Tb correspond to disk and bond in the bi-
periodic set.Ts of a set then follows from~36a!

Ts5TbT. ~36b!

Floquet theory requires that

Si 125emISi5TsSi , ~37a!

⇒uTs2Iemu50. ~37b!
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Propagation constants are related to the eigenvalues ofTs

yielding (cp ,cg) by applying~35b!.

Results from the 2-D model are presented first, while

those of the flexure model are presented later because it is

more approximate and the disappearance of any features can

be readily observed. For direct comparison with the 1-D

results in Ref. 23,m5(mR ,m I) is normalized byp, andcp

andcg are normalized byc0 where

c05hsF Ebe

rhhb~11 t̃/ z̃!„111/~ z̃t̃ !…G
1/2

,

~38a!z̃5rc/rbcbe , t̃5hbc/hcbe , cbe5AEbe /rb.

( z̃,t̃) are impedance and travel time ratios in the bi-periodic

FIG. 4. Comparison of histories from the two models for disk 1: ———r 50; • • • • r 5r p ; ---------- r 52r p ; –––––––r 54r p .
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set. For some number of radial half-wavesmr5g r /p,
propagation quantities (mR /p,m I /p,cp /c0 ,cg /c0) are plot-
ted against normalized frequencyvhs /c0 , where (mR ,m I)
are real and imaginary parts ofm. Note that

ve5c0 /hs ~38b!

is the resonant frequency of the set when the disk acts as
arigid mass and the bond as an elastic spring~see Ref. 23 and
Appendix A!. To reproduce 1-D results in Ref. 23, propaga-
tion quantities are computed formr50, as shown in Fig. 9.
The solid lines incp /c0 andcg /c0 agree closely with those
of 1-D shown in Fig. 5~a! of Ref. 23.

FIG. 5. Comparison of histories from the two models for disk 2: ———r 50; • • • • r 5r p ; ---------- r 52r p ; –––––––r 54r p .
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For the first radial mode with1
4 wave along r, mr

50.59, propagation quantities of the flexural group shown as
solid lines in Fig. 10 are not segregated from those of the
first extensional group shown as dashed lines, as also noted
in Fig. 3. Lines of (cp ,cg) undergo discontinuities marking
the start of PZ2 and the end of PZ1. Ignoring the singular

behavior ofcp and the sharp drop ofcg at the boundaries of
PZ1 and PZ2, their average lines follow approximately the
same shape and magnitude as themr50 lines in Fig. 9. The
fact that the propagation quantities for the lowmr are similar
to those formr50 supports a valuable simplification. The
mr50 case is the same as a 1-D model of periodic masses

FIG. 6. Comparison of histories from the two models for disk 3: ———r 50; • • • • r 5r p ; ---------- r 52r p ; –––––––r 54r p .
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and springs described in Ref. 23 where propagation quanti-
ties are extensively characterized. This implies that all con-
clusions drawn from the 1-D model can be carried over to a
good approximation to both flexure and 2-D models.

As mr increases, PZ1 becomes narrow, reproducing the

width of the flexural frequency group in Fig. 3~see Figs. 11
and 12 formr51.7 and 2.72!. In fact, fixing mr , all stack
resonant frequencies within a group~see Fig. 3! fall within
the boundaries of PZ’s.

Propagation quantities drawn from the flexure model re-

FIG. 7. Comparison of histories from the two models for disk 5: ———r 50; • • • • r 5r p ; ---------- r 52r p ; –––––––r 54r p .
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semble those drawn from the 2-D model in the following
way. For the lowestmr where flexure and extensional groups
are not segregated, lines of propagation quantities~Fig. 13!
follow the trend of the 2-D’s~Fig. 10! except that they are
continuous across boundaries of PZ2. For the highermr ,
when flexure and extensional groups are segregated, the lines
resemble those of the 2-D’s flexural group. Also, flexure
analysis over-estimates (cp ,cg) and width of PZ’s by at least
5%. In turn, wavefronts predicted by the flexure model move
faster than those predicted by the 2-D model, yielding
shorter arrival times of waves along the stack. This is seen by
comparing arrival times, which can be measured as the times
when a dependent variable’s history first departs from the
undisturbed state, in corresponding columns of Figs. 6 and 7.
The plane stress and Kirchhoff assumptions behind the flex-
ure model are the causes of this discrepancy.

V. CONCLUSION

Results from treating wave propagation in a finite peri-
odic stack according to the different models developed above

are compared in order to reveal the effects of their differing
assumptions. Histories of a stack forced by a trapezoidal
pulse were used. Important features from comparison of the
two primary models are:

~1! On the forced disk, the flexure model underestimates all
variables by 15% remote from the footprint and by as
much as 50% in the vicinity of the footprint. This differ-
ence is caused by the volumetric part of the stress from
axial compression.

~2! On succeeding disks, the flexure model overestimates all
variables by as much as 25%, while the difference di-
minishes along the stack. This difference is caused by
the Kirchhoff assumption behind the flexure model.
The effects on response of the approximations in the 2-D
models are:

~3! Neglecting inertia of the bond suppresses frequencies of
the bond shear group leaving response histories un-
changed.

~4! Omitting the extensional frequency groups in the modal

FIG. 8. Snap shots of the deformed stack.
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expansion does not alter response histories.
The reason behind conclusion~4! is that extensional mo-
tions are already included in the analysis by the static
part of the solution inusf 0(t) in ~28!. This fact empha-
sizes the importance of using static-dynamic superposi-
tion which produces an accurate solution with the small-
est set of eigenfunctions. Indeed, the body force method
was unsuccessful in modeling the forcing function. Trad-
ing computational efficiency for degree of approxima-
tion, the plate flexure model may be used with caution
for initial screening of parameters in the design of shock
isolation devices involving stacks. The 2-D model is pre-
ferred when accurate prediction of wave propagation is
essential.
Some further conclusions are drawn from consideration
of propagation quantities:

~5! To a good approximation, all the conclusions drawn
from the 1-D model of periodic masses and springs can
be carried over to the flexure and 2-D models~see Ref.
23!.

~6! Waves with highermr are more dispersed and every
transient model becomes dominated eventually by waves
with low mr .

~7! Predictions with the flexure model are close to those of
2-D when limited to the flexure groups.

APPENDIX A: RADIAL MOMENT FROM BOND SHEAR

Flexure of the disks induces shear of the bond. Inertia of
the bond introduces shear resonances that raise or lower mo-
bility of the bond depending on their proximity to flexural

FIG. 9. Propagation quantities formr50 ~2-D model!.

FIG. 10. Propagation quantities formr50.59 ~2-D model!.
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resonances. The effects of bond shear and inertia are consid-
ered invoking motions with vanishing axial displacement in
the 2-D axisymmetric equations of elasto-dynamics:

a2¹1
2u1

]2u

]z2 5
1

csb

2

]2u

]t2 ; csb

2 5
Gb

rb
,

~A1!

¹1
2[

]2

]r 2 1
1

r

]

]r
2

1

r 2 ,

where u is radial displacement, and (Gb ,rb) are shear
modulus and density of the bond. For unixial straina2

52(12nb)/(122nb). For approximate simple supports and
harmonic motions in time

u~r ,z,t !5J1~krr !u0~z!eivt, ~A2!

where J09(kra)50 @see Eq.~7!#. Substituting~A2! in ~A1!
produces an equation inu0(z)

d2u0

dz2 1kz
2u050, kz5AS v

csb
D 2

2~kra!2. ~A3!

To find the shear stresses on disk ‘‘i’’ from bonds ‘‘1’’ and
‘‘2’’ connecting it to disks ‘‘i 21’’ and ‘‘ i 11,’’ respec-

FIG. 11. Propagation quantities forg r51.70 ~2-D model!. FIG. 12. Propagation quantities formr52.72 ~2-D model!.
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tively, solve bond equation~A3! and apply continuity of
axial displacement at the interfaces of disks ‘‘i,’’ ‘‘ i 11,’’
and ‘‘i 21.’’ For bond ‘‘1’’ connecting disks ‘‘i 21’’ to ‘‘ i’’:

u01~0!5
h

2
c i 21 , u01~hb!52

h

2
c i , ~A4!

where hb and h are bond and disk thicknesses, andc is
rotation angle of the disk cross section. Also for bond ‘‘2’’
connecting disks ‘‘i’’ to ‘‘ i 11’’:

u02~0!5
h

2
c i , u02~hb!52

h

2
c i 11 . ~A5!

The two solutions of~A3! with boundary conditions~A4!
and ~A5! yield uok(z) in the form:
~a! bond ‘‘1’’: connecting ‘‘i 21’’ to ‘‘ i’’:

u01~z!5
h

2
c i 21 cosk2z2

h

2
~c i

1c i 21 coskzhb!
sin kzz

sin kzhb
; ~A6a!

~b! bond ‘‘2’’: connecting ‘‘i’’ to ‘‘ i 11’’:

u02~z!5
h

2
c i coskzz2

h

2
~c i 11

1c i coskzhb!
sin kzz

sin kzhb
. ~A6b!

Shear stress of thekth bond follows from the relation

tk~z!5
]u0k

]z
Gb ; k51,2. ~A7!

Substituting~A6a,b! in ~A7! produces

tk~z!52
h

2
kzGbFc i 1k22 coskzz1~c i 1k21

1c i 1k22 coskzhb!
sin kzz

sin kzhb
G . ~A8!

Shear stressest1(hb) and t2(0) acting on top and bottom
faces of disk ‘‘i’’ from bonds ‘‘1’’ and ‘‘2’’ produce a radial
momentM̄ r on disk ‘‘i’’:

M̄ r52~t1~hb!1t2~0!!
h

2
,

5S h

2D 2 kzhb

sin kzhb
Gb@2c i coskzhb1c i 111c i 21#.

~A9!

In the limit as (kzhb)→0, the quasi-static moment is recov-
ered

M̄ r5S h

2D 2

Gb@2c i1c i 111c i 21#. ~A10!

In ~A9! as (kzhb)→p, the fundamental shear resonance of
the bond is crossed. As this resonance is approached from
below, the bond mobility rises, reducing coupling between
disks which narrows the gap between resonances. As shear
resonance is crossed, bond mobility falls abruptly because of
a change in phase, raising coupling between disks which
widens the gap between resonances.

APPENDIX B: INNER PRODUCTS IN 2-D
AXYSYMMETRIC ANALYSIS

Consider thenth eigenfunction andl th layer in the stack

Naln5^usuruudn& l1^wsuruwdn& l . ~B1!

From Ref. 24

us~r ,z!5 (
m51

` H (
j 51

2

Csm je
bm jz

1 (
J53

4

Csm jubm juzebm jzJ J1~krmr !,

FIG. 13. Propagation quantities formr50.59 ~flexure model!.
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ws~r ,z!5 (
m51

` H (
j 51

2

Dsm je
bm jz

1(
j 53

4

Dsm jubm juzebm jzJ J0~krmr !,

~B2!
bm j5~21! j 11krm .

Also from ~21a,b!

udn~r ,z!5(
i 51

4

Cdnie
anizJ1~krnr !,

~B3!

wdn~r ,z!5(
i 51

4

Ddnie
anizJ0~krnr !.

Substituting~B2! and~B3! in ~B1! and performing the inner
product yields

Nan
~ l !5r l (

m51

`

(
i 51

4 H (
j 51

2

CdniCsm j

edmni jz

dmni j
u
0

hl

1(
j 53

4

CdniCsm j

edmni jz

dmni j
2 ~dmni jz21! u

0

hlJ N̄1mn

1r l (
m51

`

(
i 51

4 H (
j 51

2

DdniDsm j

edmni jz

dmni j
u
0

hl

1(
j 53

4

DdniDsm j

edmni jz

dmni j
2 ~dmni jz51! u

0

hlJ N̄omn,

dmni j5bm j1ani , ~B4!

N̄jmn5
1

a2 E
0

a

Jj~krmr !Jj~krnr !r dr , j 51,2.

Expressions forNmn5^murun& follow

Nmn
~ l ! 5r l(

i 51

4

(
j 51

4

CdmiCdn j

edmni jz

dmni j
u
0

hl N̄1mn

1r l(
i 51

4

(
j 51

4

DdmiDdn j

edmni jz

dmni j
u
0
N̄omn,

~B5!
dmni j5ami1an j .

In ~B4! and~B5!, hl is thickness of thel th layer. To findNan

andNmn for the stack, sum over all layers

Nan5(
l 51

N

Nan
~ l ! , Nmn5(

l 51

N

Nmn
~ l ! . ~B6!
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Use of genetic algorithms for the vibroacoustic optimization
of a plate carrying point-masses
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Optimal design of mechanical structures for vibration or noise reduction often requires finding the
minima of highly nonlinear multi-dimensional functions. In this paper, genetic algorithms are
introduced as a new promising tool for numerical optimization of such problems. The application
presented is on the control of the vibroacoustic response of a plate carrying point-masses. Genetic
algorithms have been used to determine the optimal positions of the masses on the plate. Several
cases are presented, using various optimization criteria, showing the importance of selecting the
most appropriate criterion. ©1998 Acoustical Society of America.@S0001-4966~98!01812-8#
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INTRODUCTION

Genetic algorithms have recently been recognized as a
promising tool for numerical optimization of structural de-
sign problems. These algorithms, as presented by Holland,1

make use of the principles of natural selection for dealing
with complex nonlinear optimization problems. Genetic al-
gorithms ~GA! have outperformed classical optimization
methods such as linear or even nonlinear programming in
several cases,2,3 especially when considering multi-modal
functions. These functions are defined as functions having a
large number of local extremal points, thus requiring an op-
timization algorithm able to sort the globally optimal solu-
tion out of a large number of locally optimal solutions.

GA have been successfully applied in the fields of me-
chanics and acoustics on beams and truss structures design
problems,4–6 as well as active control of noise and structural
vibrations.7–10 These algorithms have the main advantage of
beingblind algorithms in the sense that they do not require
any knowledge about the function to be optimized other than
function values at selected points. There is no need for de-
rivatives evaluations, or initial bracketing of optimal points.

More traditional optimization approaches have already
been used for dealing with problems of optimal vibroacous-
tic design. St. Pierre and Koopmann11 used an analytic sen-
sitivity approach for optimally sizing discrete masses on a
plate. As shown in this paper, the use of GA avoids such
analytical developments.

In this paper, a thorough presentation of the basic prin-
ciples of genetic algorithms is given first. The application of
such algorithms to the optimal placement of point-masses on
a vibrating plate is presented. Such a numerical application
can be considered as a building block for a more general
design approach of complex structures with added masses,
stiffeners and damping materials. The main goal is to reduce
as much as possible a certain mechanical or acoustical crite-
ria over a given frequency band. The basic principle of shift-
ing resonances from a frequency band using point-masses
has already been proposed by McMillan and Keane.12 These
authors have devised an analytical procedure for placing
point-masses in order to obtain some prescribed eigenvalues.
In a second paper,13 McMillan and Keane also compared an

analytical approach for sequentially placing masses on a
plate with the use of a genetic algorithm for simultaneously
optimizing the position of all the masses. In both cases,
strong assumptions were madea priori over the optimal po-
sitions in order to effect only the eigenvalues lying under a
threshold frequency. In the present paper, the proposed ap-
proach is to make as few assumptions as possible and to
explore the searching capability of genetic algorithms over
very large search spaces. Another objective of this paper is to
study the effect of various optimization criteria on the search
results of a genetic algorithm.

Genetic algorithms, as well as all other heuristic meth-
ods, require a large number of function evaluations. Due to
this constraint, a computationally simple function to be opti-
mized is preferable. For this reason, an optimized method for
solving the equations of motion is presented, in the case of a
plate carrying point-masses, based on the subdivision of a
complex structure into several subsystems linked by equiva-
lent forces. The optimization method has been numerically
tested on a rectangular plate carrying up to five point-masses,
and excited either by mechanical point-forces or by acoustic
plane waves. Considerations on the choice of an appropriate
criterion are also presented, as a guideline for future works.

I. GENETIC ALGORITHMS

This section describes the fundamentals of genetic algo-
rithms that are used in this paper for optimizing the vibroa-
coustic response of structures. The original idea of genetic
algorithms is to mimic natural processes of evolution. The
concept emerged from mathematical models of natural evo-
lutionary processes developed in the framework of biological
sciences. As an example, one can refer to Fraser,14 among
many others. However, the first well known application of
these models outside of the framework of biological re-
searches is generally attributed to Holland.1

A. General description

1. Data structure

The basic feature of genetic algorithms is a translation of
the traditional concepts of function optimization into the
framework of natural evolution of species. In the case of the
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vibroacoustic optimization of a plate carrying a certain num-
ber R of point-masses, a good optimization method is ex-
pected to find out the best possible positions for the masses
with respect to a given optimization criterion. Using genetic
algorithms, a solution to this problem will be given as a
character string, thegenetic code, built by linking together
all the variables of the problem. In that case the genetic code
contains the 2R variables representing theX and Y coordi-
nates of theR masses on the plate. A value offitness func-
tion, i.e., the value of the function to be optimized, is asso-
ciated with a given genetic code, and these two parts, genetic
code and fitness function form what is termed anindividual.
Examples of possible fitness functions in the present case
would be the mean square velocity of the plate, or the radi-
ated sound power.

2. Fundamental process

A basic genetic algorithm is initiated by randomly cre-
ating a set of individuals forming thefirst generationindi-
viduals. These individuals are therefore an initial random
search over the fitness function surface. A second generation
is then created from the first one by successive application of
the following three fundamentals operators: selection of two
parents, crossing over in order to create a new individual and
natural mutation of this new individual. The fitness function
of all the individuals of the new generation is then evaluated,
and if the solution is judged satisfactory the algorithm is
stopped. Otherwise, other generations are created until a sat-
isfactory solution is obtained.

B. Basic operators

1. Selection

The purpose of the selection operator is to choose
among the population a pair of parents to be bred together in
order to create anoffspring. The average fitness of the popu-
lation from one generation to another is expected to increase,
since the selection operator is designed as a biased random
process, giving a higher probability of selection to the most
fit individuals and a lower probability to the least fit ones.

Among the various practical implementations,15,16 the
best known is thebiased roulette wheelmethod. This method
has been used for the applications presented in this paper. In
this method, the selection is modeled by a casino wheel
where each individual has a portion of the wheel propor-
tional to its fitness value. Hence, the best individuals have
more chances to be selected, although less fit ones still have
a non-zero probability of selection. Such a nonzero probabil-
ity for all individuals is necessary in order to maintain a high
level of diversity into the genetic pool. Otherwise, premature
convergence would prevent the algorithm from reaching the
global optimum. Premature convergence is defined as the
entrapment of the algorithm into a local optimum at an early
stage of the search.

2. Crossover

Crossover consists in a genetic recombination of the two
parents in order to create a new individual sharing character-
istics of both parents. Among the various existing formula-

tions for this operator,uniform crossover is retained for this
study. In uniform crossover, the genetic code of the new
offspring is determined by randomly selecting for each posi-
tion on the genetic code, the value pertaining to one parent or
the other. This selection is performed using a Bernoulli
trial,17 also known as a coin-toss operation. The mechanism
of uniform crossover is illustrated in Fig. 1 for a six-
variables problem.

A fundamental point that should be noted is that selec-
tion and crossover do not bring any new information into the
genetic pool; these operators just perform a recombination of
the already present information. Translating this into the
framework of mathematical optimization, selection and
crossover perform a local search around the best solutions
found at a given stage of optimization,exploiting the avail-
able information, while the mutation operator is rather an
explorationoperator, investigating new regions of the fitness
landscape. The concept ofexploitationvs exploration is il-
lustrated in Fig. 2, for a two-variables fitness function. Start-
ing with any two parents, the crossover operator can place an
offspring at one of the four corners of the rectangle defined
by the original positions of the parents, as shown on the top
part of Fig. 2. On the other hand, the mutation operator is
able to place a new individual at any position, regardless of
the original position, as shown on the bottom part of Fig. 2.

3. Mutation

The mutation operator is equivalent to introducinger-
rors in the transmission of genetic information from one gen-
eration to another. This error is necessary since it is the only
way to take a population out of a local optimum entrapment.
Using optimization language, mutation is equivalent to a ran-
dom search over the whole optimization space. While muta-

FIG. 1. Uniform crossover for a six-variables problem. The offspring is
built up from variables randomly chosen between parent 1 and parent 2.

FIG. 2. Modelization of crossover and mutation operators for a two-
variables fitness function. The thin lines represents isocontours of fitness
function.
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tion was considered in the early years of GA as nothing but
a background operator,1 recent works tends to consider mu-
tation to be as important as the other operators.18

One of the most simple method for the implementation
of the mutation operator is to randomly select a position on
the genetic code of an individual, and to enforce a random
value to that position. The mutation operator is applied sto-
chastically to each individual with a probability ranging in
most cases between 1023 and 1021.

The same operator is also used in a deterministic way to
enforce constraints on the population for several reasons.
The first application is for eliminating duplicate genetic
codes in the population. Whenever two duplicate individuals
are detected, one of them is modified using a forced muta-
tion. A second reason for using forced mutations is to en-
force boundaries on the optimization space. Whenever an
individual moves to a position out of the optimization space
boundaries, it is eliminated and replaced by a randomly cre-
ated one.

Forced mutations can also be used to impose problem-
dependent constraints. For example, in the present case of
optimization of mass positions on a vibrating plate, the non-
collocation of two masses must be imposed, in order to avoid
trivial solutions.

C. Algorithm refinements

The canonical GA described above contains theoreti-
cally all the elements required to ensure convergence to a
globally optimal solution as demonstrated by several conver-
gence studies.19–22 However, several refinements have been
introduced by theoricists as well as practitioners of GA in
order to solve two main problems:~1! Increasing the rate of
convergence, and~2! Avoiding premature convergence to a
local optimum. For that purpose, three aspects have been
considered in the present application:

1. Selective pressure

Selective pressure defines the degree of severity the se-
lection operator is against weaker individuals. In the GA
used in this paper, selective pressure is introduced as a modi-
fication of the fitness function as:

Pi5
Fi

p

( j 51
N F j

p
, for 0,Pi,1, ~1!

wherePi is the probability of the individuali to be selected,
Fi is the fitness value of this same individual,N is the popu-
lation size and the exponentp is a constant value defining the
selective pressure. Using a high selective pressure means that
highly fit genetic codes are going to rapidly dominate the
whole population, ensuring a fast convergence. However,
such a fast convergence may be attained before a path to the
global optimum has been found, leading to a nonoptimal
solution. On the other hand, using a low value of the selec-
tive pressure gives better chances of selection to less fit in-
dividuals, slowing down the convergence rate, but ensuring
that a thorough exploration of the optimization space is per-
formed. Consequently, a compromise must be made between

the rate of convergence and the probability of reaching the
optimal solution.

2. Rank selection

In the cases where the fitness function is highly irregu-
lar, with very sharp extrema, a common situation is when a
single individual placed on the top of a sharp ‘‘hill’’ domi-
nates the whole population. An alternative formulation of the
problem can help avoid these situations. Instead of using the
fitness value as a selection factor, the population is first clas-
sified with respect to the fitness value of each individual, and
a new fitness value proportional to its rank in the classifica-
tion is attributed to each individual.10 Following this proce-
dure and using a population ofN individuals, the best fit is
given a fitness value ofN, the second best,N21, and the
worst, 1. This transformation has a smoothing effect over the
fitness function, allowing us to deal with highly irregular
functions. Rank selection is also useful for dealing with non-
positive functions, since a negative fitness would result in an
erroneous value of the probability of selection,Pi .

3. Elitism

Following the canonical form of GA, each new genera-
tion is composed of new individuals created by manipula-
tions of the previous generation. However, a potential draw-
back of this procedure is that an excellent solution found in
early generations might be disrupted by crossover at the next
generation. An efficient way to deal with that situation is by
using elitist selection. Such a selection model implies that
the best solution of each generation is left untouched for the
next generation, allowing the most fit individual to survive
with a probability of 100%. Care must be taken however
since an elitist selection scheme might lead to premature
convergence in the direction of a highly fit individual, which
is not necessarily on the way to the global optimum.

II. VIBROACOUSTIC RESPONSE OF A PLATE
CARRYING POINT-MASSES

In this section, the vibroacoustic behavior of a simply
supported plate is considered. The plate is excited either by
point-forces or by plane acoustic waves with oblique inci-
dence, and the plate carries a numberR of point-masses. The
system considered is illustrated in Fig. 3. The vibratory re-
sponse as well as sound radiation in the half-spacex3.0 are
considered, under the hypotheses of infinite baffle and neg-

FIG. 3. Description of the plate-mass system considered in the present ap-
plication.
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ligible fluid loading. In the following analysis, plate damping
is implicitly taken into account through the use of a complex
elastic modulus, e.g.,E5Er(11 j h), whereEr is the real
part of the elastic modulusE, h is the so-called loss factor
and j is the imaginary unit.

A. Rayleigh–Ritz approach

Application of the Rayleigh–Ritz approach to a flexural
plate with no fluid loading leads to the following equation of
motion:

@2v0
2@M #1@K##$A%5$F%, ~2!

where@M# and @K# represent the mass and stiffness matrix,
while $A% and$F% are the displacement and load vectors pro-
jected over the Rayleigh–Ritz basis functions, andv0 is the
excitation frequency. Using appropriate basis functions, cor-
responding to the natural vibration modes, the response of a
simply supported plate excited by a point-forceF applied at
the point (x1

0 ,x2
0), and without any added point-mass is given

by a set of decoupled equations, allowing an independent
calculation of each modal amplitude:

Amn5
Fwmn~x1

0 ,x2
0!

~ab/4! rh~vmn
2 2v0

2!
, ~3!

wherea, b andh are the plate length, width and thickness,r
is the fluid density andvmn is the natural frequency of the
mode (m,n). In the case of a simply supported plate, the
basis functionswmn(x1 ,x2) and the total displacement field
w(x1 ,x2 ,t) are given with respect to the physical coordi-
nates (x1 ,x2) and timet by the following equations:

wmn~x1 ,x2!5sinS mpx1

a D sinS npx2

b D , ~4!

w~x1 ,x2 ,t !5 (
m51

M

(
n51

N

Amnwmn~x1 ,x2!ej v0t. ~5!

However, for a plate connected to other structural elements,
the stiffness and mass matrix become full in general. Con-
sideringR point-massesmr , 1<r<R, fixed to the plate at
the points (x1

r ,x2
r ), 1<r<R, the mass matrix is expressed

as:

@M #53
ab

4
rh1(

r 51

R

mrw11
2 ~x1

r ,x2
r ! ••• ••• ~symmetric!

(
r 51

R

mrw12~x1
r ,x2

r !w11~x1
r ,x2

r ! � A

••• � A

(
r 51

R

mrwmn~x1
r ,x2

r !w11~x1
r ,x2

r ! ••• •••

ab

4
rh1(

r 51

R

mrwmn
2
4 . ~6!

The stiffness matrix is left unchanged in this case, being
a diagonal matrix containing the terms1

4abrhvmn
2 on its di-

agonal. For a problem where the number of modes consid-
ered is large, the CPU time required for solving Eq.~2! can
grow to an unacceptable value, especially when using an
optimization method where a large number of fitness func-
tion calls are required.

B. Substructuration method for a point-loaded plate
carrying point-masses

The proposed genetic algorithm optimization method
makes use of a large number oftrials, each one requiring the
solution of the equation of motion, Eq.~2!. It points out the
need for a minimization of the required CPU time for each
trial. A new approach is proposed in this section for solving
the equation of motion in a more efficient way. The proposed
substructuration method has the effect of diagonalizing the
mass and stiffness matrix, thus allowing an easier and faster
solution of the equation of motion. The mechanical substruc-
turation method relies on the definition of adequate boundary
conditions between parts of the structure. Figure 4 illustrates

the principle of equivalent forces connecting the point-
masses to the base plate.

Using the notion of mechanical admittance, the plate
displacement at an arbitrary pointq(x1 ,x2) can be expressed
as a function of the excitation force,F0 , the interface force
applied on the plate by the mass,Fm , and the admittances of
the plate without masses, denotedA :

w~x1 ,x2!5Af qF01AmqFm . ~7!

In the general case, the admittanceAi j is defined as the
ratio of the displacement at pointj divided by the force ap-
plied at pointi . Subscriptsf andm refer, respectively, to the
excitation point and to the mass position. Using the same

FIG. 4. Equivalent forces used for the mechanical substructuration method.
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principle, the plate displacement at the application point of a
discrete mass can be written as:

w~x1
m,x2

m!5Af mF01AmmFm . ~8!

On the other hand,

w~x1
m,x2

m!52AmFm . ~9!

In the latter equations,Am denotes the mechanical admit-
tance of the isolated mass whilew(x1

m,x2
m) is the plate dis-

placement at the location of the mass. For a point-mass,Am

is equal to21/(mv0
2). Equation~9! ensures continuity of

displacements between the base plate and the isolated mass
under the action of the interface forceFm . From Eqs.~8! and
~9!, the interface force is found to be:

Fm52S Af m

Amm1Am
DF. ~10!

For a simply supported plate excited by a point-force at
the point (x1

0 ,x2
0), the frequency-dependent mechanical ad-

mittance between the excitation point and point (x1 ,x2), de-
notedA(x1 ,x2 ,v0), is obtained as a function of position
(x1 ,x2), plate dimensionsa and b, plate densityr, angular
frequencyv0 and natural frequencies of the plate without
massesvmn :

A~x1 ,x2 ,v0!5 (
m51

M

(
n51

N wmn~x1
0 ,x2

0!wmn~x1 ,x2!

~ab/4! rh~vmn
2 2v0

2!
. ~11!

Using this expression for calculatingAf m andAmm in Eq.
~10!, the modal amplitudes for the plate carrying a point-
mass are finally obtained as:

Amn5
F0@wmn~x1

0 ,x2
0!2@Af m /~Amm1Am!# wmn~x1

m,x2
m!#

~ab/4! rh~vmn
2 2v0

2!
.

~12!

The mechanical substructuration method can be easily
extended to the multiple-masses case, by replacing each
mass by an equivalent interface force. For the general case
whereR masses are connected to the plate, theR equivalent
forces are calculated by solving anR3R matrix equation,
given by:

~Ai i 1Ai !Fi1 (
j 51,j Þ i

R

Ai j F j52Af iF0 . ~13!

In this equation,Fi (F j ) is the interface force between
the ith ~jth! mass and the plate,Ai represents the admittance
of the isolatedith mass@Ai521/(miv0

2)# andAi j andAi i

are the transfer and direct admittances of the plate without
masses, respectively. Since the dimension of the linear sys-
tem to be solved is equal to the number of added masses, the
mechanical substructuration method will generally be faster
than the direct resolution of the linear system of Eq.~2!,
whose dimension isM3N, the total number of modes.

C. Substructuration method for acoustically excited
plate with point-masses

This section presents the response of a plate carrying an
arbitrary number of point-masses under an acoustic excita-

tion. Assuming an excitation by a plane acoustic wave with
incidence angles (u,f) ~Fig. 3!, harmonic time dependence
with pulsationv0 and wave amplitudeP0 and wave number
k5v0 /c0 , wherec0 is the sound velocity, the incident pres-
sure wave is described by the following expression:

Pi~x1 ,x2 ,x3 ,t !5P0e2 jkx1 sin u cosfe2 jkx2 sin u sin f

3e1 jkx3 cosuej v0t. ~14!

Using the blocked pressure hypothesis, the surface pres-
sureP(x1 ,x2,0,t) exciting the plate is approximately equal
to 2Pi(x1 ,x2,0,t). Assuming no mass on the plate in a first
instance, the modal amplitudes of the plate are given as a
function of the generalized modal forcesFmn by

Amn5
Fmn

~ab/4! rh~vmn
2 2v0

2!
. ~15!

The generalized forces are obtained as

Fmn5E
0

aE
0

b

2Pi~x1 ,x2,0!wmn~x1 ,x2! dx2 dx1 . ~16!

Using the following coordinates transform:

l5k sinu cosf, m5k sinu sinf, ~17!

the generalized forces are finally given by the following
equation:

Fmn5E
0

aE
0

b

2P0e2 j lx1e2 j mx2wmn~x1 ,x2! dx2 dx1

52P0w̃mn~l,m!, ~18!

where w̃mn(l,m) is the space-wave number Fourier trans-
form of the modal shape functionwmn(x1 ,x2). Considering
now the case of a plate excited by an acoustic plane wave
and carrying a single point-mass, the plate displacement can
be obtained using the substructuration approach, Eq.~8!, and
substituting for the excitation point a continuous distribution
of infinitesimal forces, representing the surface sound pres-
sure field on the plate:

w~x1
m,x2

m!52AmFm

5AmmFm1E
0

aE
0

b

@2P0Af m~x1 ,x2!e2 jkx1 sin u cosf

3e2 jkx2 sin u sin f# dx2 dx1 . ~19!

Introducing the expression of the mechanical admit-
tances@Eq. ~11!# into ~19!:

w~x1
m,x2

m!52AmFm

5AmmFm1E
0

aE
0

bF(
m,n

wmn~x1
m,x2

m!wmn~x1 ,x2!

~ab/4! rh~vmn
2 2v0

2!
2P0

3e2 jkx1 sin u cosfe2 jkx2 sin u sin f dx2 dx1 . ~20!
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By rearranging, and using the coordinate transformation~17!:

w~x1
m,x2

m!52AmFm5AmmFm12P0(
m,n

wmn~x1
m,x2

m!*0
a*0

bwmn~x1 ,x2!e2 j lx1e2 j mx2 dx2 dx1

~ab/4! rh~vmn
2 2v0

2!
. ~21!

The double integral being again equal to the space-wave
number Fourier transform of the modal functions, the latter
equation can be simplified as:

w~x1
m,x2

m!52AmFm5AmmFm12P0Ãf m , ~22!

where the quantityÃf m is defined as:

Ãf m52(
m,n

wmn~x1
m,x2

m!w̃mn~l,m!

~ab/4! rh~vmn
2 2v0

2!
. ~23!

Using Eq. ~22! to calculate the interface forceFm ap-
plied by the mass on the plate, the modal amplitudes of the
plate-mass system can be expressed as a set of decoupled
equations:

Amn5
2P0w̃mn~l,m!1Fmw~x1

m,x2
m!

~ab/4! rh~vmn
2 2v0

2!
, ~24!

whereFm is given by22P0Ãf m /(Amm1Am). Generalizing
this equation to the case of a plate carryingR point-masses
applied at the points (x1

r ,x2
r ) is a straightforward task, adding

to the numerator of Eq.~24! another interface force term
Fmw(x1

m,x2
m). Interface forces are obtained by solving anR

3R system similar to Eq.~13!:

~Ai i 1Ai !Fi1 (
j 51,j Þ i

R

Ai j F j52Ãf iF0 . ~25!

D. Vibroacoustic optimization criteria

In the present work, the mean square velocity of the
plate is used as an optimization criterion, as well as the far-
field sound pressure in a prescribed direction. For a simply
supported rectangular plate, the mean square velocity is de-
fined as:

^ẇ2~v!&5
v2

8 (
m,n

Amn
2 . ~26!

The far-field sound pressure radiated in the far field is given
by the following equation~see for example Junger and
Feit23!:

p~R,u,f,v!52r0v2w̃~l,m!
ejkR

2pR

52r0v2
ejkR

2pR(
m,n

Amnw̃mn~l,m!, ~27!

wherel5k sinu cosf andm5k sinu sinf.

E. Comparison of structural analysis algorithms

An estimate of the relative performance of both meth-
ods, the substructuration approach and the direct solution,
can be obtained by calculating an order of complexity, de-
fined by the summation of all the basic operations required
for each algorithm, as a function of the variable quantities:
the number of modes,MN, and the number of masses,R.24

Such a measure cannot be taken as a direct estimate of the
actual CPU time, but rather as a comparative quantity be-
tween two competing algorithms. A reasonable estimate is to
consider that a floating point addition, substraction, multipli-
cation, or division takes one unit of time while a sine or
cosine takes six units. Experiments on a personal computer
have shown that the approximation is correct. Although this
parameter is partially machine-dependent, its influence on
the global order of complexity is small, as it will be shown.
Calculating a modal functionw(x1 ,x2) at one point, follow-
ing Eq. ~4!, requires 2 sines and 7 multiplications or divi-
sions. Therefore, 19 units of time are required.

The total number of operations required for calculating
the mean square velocity of a plate carryingR masses and
excited by a point-force is equal, for the Rayleigh–Ritz
method, to the values given in Table I. The same analysis for
the substructuration algorithm is found in Table II.

Summing up the terms of Tables I and II, the complexity
of the Rayleigh–Ritz algorithm is expected to be:

O~ 19
2 ~MN13!1MN@R~MN11!161~MN!3# !, ~28!

TABLE I. Analysis of the Rayleigh–Ritz resolution algorithm.

Algorithm step w(x1 ,x2) 1 or 2 3 or 4

@M # 1
2(MN)(MN11)

1
2R(MN)(MN11)

1
2R(MN)(MN11)

@K# 0 MN MN
$F% MN MN MN
Amn 0 1

2(MN)3 1
2(MN)3

^ẇ2(v)& 0 MN MN
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while the substructuration algorithms has a complexity order
given by:

O~MN 19
2 R~R11!1„101R~R11!…#1R3). ~29!

The substructuration method is therefore expected to be
faster than the direct Rayleigh–Ritz method by the ratio of
Eq. ~28! divided by Eq.~29!. Since this ratio is a machine-
independent quantity, it can be compared with experimental
results obtained using any computer. Both theoretical and
experimental results are presented in Fig. 5, as a dimension-
less ratio of the CPU time required for the substructuration
method divided by that required for the direct method. A
ratio smaller than one means that a shorter time is required
by the substructuration approach.

For a plate carrying a single point-mass, results pre-
sented in Fig. 5 shows that the substructuration method is
always faster, for any number of modes considered. For a
larger number of masses, the substructuration method is still
faster, but only when a larger number of modes is taken into
account. The modal order given here corresponds to the
number of modes considered over one direction of the plate.
The total number of modes is hence the square of the modal
order.

It can also be seen from Fig. 5 that the theoretical analy-
sis is a very conservative bound over the real efficiency of
the substructuration method for the five masses problems,
while the theoretical curve for the one mass problem is
slightly optimistic. Therefore, the theoretical curves taken
together give correct upper and lower bounds over the ex-
pected performance of the substructuration algorithm. Some
error is inherent to these curves since everything but floating
point operations have been neglected. It is also obvious from
Eqs.~28! and~29! that the sine-dependent terms, that is, the
terms related to the 19/2 factor have a small influence for
largeM andN. Therefore, the relative CPU time required for

calculating a sine compared to another operation has a small
influence on the global complexity. Using these results, it
can also be forecast that CPU times required for solving
optimization problems with a genetic algorithm will be re-
duced by one or two orders of magnitude with the substruc-
turation approach, compared to a direct Rayleigh–Ritz solu-
tion.

III. SINGLE POINT-MASS OPTIMIZATION

The genetic algorithm optimization method has been
tested on a rectangular plate carrying up to five point-masses.
However, a simpler test case is studied first, using the GA for
optimally positioning a single point-mass. The system con-
sidered here is described in Table III. The single-mass prob-
lem is useful for evaluating the performance of the optimi-
zation algorithm since in this case, an exhaustive search over
all possible mass locations can be performed and the results
can be plotted as a surface representing the fitness value in
three-dimensional space. This plotting would not be possible
for the general case ofR masses because it would require
plotting a function in a (2R11)-dimensional space.

Two test cases are presented here. In both cases, the
plate is excited by a point-force of 1 Newton at the point
(17a/64,23b/64), and the mean square velocity averaged
over a given frequency band is used as the optimization cri-
terion. The value of the point-mass is equal to 30% of the
plate mass. For the first case, the frequency band, from 50 to
70 Hz is centered around the first natural frequency of the
plate ~60 Hz!. For the second case, the 0–600 Hz band is
considered, including 12 vibration modes of the plate.

Figure 6 shows the mean square velocity averaged over
the 50–70 Hz band as a function of the mass location, while
the same results for the 0–600 Hz band are presented in Fig.
7. In both cases, the plate was discretized into 64364 posi-
tions and the axis scaling therefore represents the values of
the discretized positions, between 0 and 64. Average values,
in all cases, were calculated using a frequency increment of 1
Hz, in order to take into account sharp resonance peaks.
Decibels values for the mean square velocities are always
calculated using a reference velocity of 1 m2/s2.

Comparing both figures, it can be seen that the optimal
mass position with respect to the selected criterion~mean
square velocity! is a function of the excitation point as well
as of the maximum displacement points of the excited
modes. For a narrow band excitation, including only the first

TABLE II. Analysis of the substructuration algorithm.

Algorithm step w(x1 ,x2) 1 or 2 3 or 4

Ai j
1
2R(R11)MN

1
2R(R11)MN

1
2R(R11)MN

Fm 0 1
2R3 1

2R3

Amn 11R 6MN 2MN

^ẇ2(v)& 0 MN MN

FIG. 5. Comparison of relative CPU times for the substructuration method
and the direct method, for the plate carrying a single mass and five masses.

TABLE III. Structural and acoustic data of the test case.

Plate properties:

Length a 0.7 m
Width b 0.5 m
Thickness h 5 mm
Elastic modulus E 210 GPa
Loss factor h 1023

Poisson ratio n 0.3
Density r 7850 kg/m3

Fluid properties:

Density r0 1.22 kg/m3

Sound velocity C0 340 m/s
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vibration mode~Fig. 6!, the optimal position tends to be
close to the point of maximum displacement for the domi-
nant mode~plate center!. However, for a large number of
modes, the maximum displacement points of the various
modes tend to average out and the optimal position of the
mass drifts to the excitation point, as can be seen in Fig. 7.
The excitation point is indicated by an arrow in Fig. 7.

The same results are presented in Fig. 8 under the form
of a frequency response function for the best solution in each
case. As can be seen on this figure, optimizing the response
into the 50–70 Hz band by placing the mass at the center of
the plate effectively creates a ‘‘hole’’ in that band, while the
best average reduction is achieved by placing the mass on
the excitation point.

A. GA behavior for the single mass optimization

The GA have been tested on the two cases presented
above. Selection of the best GA parameters for a given prob-
lem is far from a straightforward task. In some cases, when
interested in exploiting the maximum of the possibilities of
GA, this task might become as complicated as requiring a
meta-GA for optimizing the GA parameters.25 However, in
the present case, only the parameters described in Sec. I are
considered:

d Integer numbers coding;
d Uniform crossover;
d Mutation rate: 1/40;
d Rank selection, due to the irregular nature of the fitness

functions;
d Elitist selection, in order to prevent the best solution found

at a given generation from being lost at the next genera-
tion.

The stopping criterion for the genetic algorithm was
chosen as a maximum number of generations to be per-
formed. Since the 50–70 Hz fitness function is quite smooth
while the 0–600 Hz function is highly irregular~as can be
seen in Figs. 6 and 7!, a larger population size and a greater
number of generations must be used for the second case.
These parameters were selected respectively as 25 individu-
als and 20 generations for the 50–70 Hz case, and 40 indi-
viduals and 50 generations for the 0–600 Hz case.

The effect of the selective pressure, Eq.~1! has been
studied for the two cases. Results obtained from an average
of five GA runs are shown in Fig. 9 for the 50–70 Hz case
and in Fig. 10 for the 0–600 Hz case. Both curves show the
fitness value~mean square velocity! of the best solution
found at each generation as a function of the total number of
function calls. It can be seen from Fig. 9 that a high value of

FIG. 6. Mean square velocity averaged over the 50–70 Hz band for all the
possible positions of a point-mass on the plate. The frequency band includes
only the first vibration mode of the plate.

FIG. 7. Mean square velocity averaged over the 0–600 Hz band for all the
possible positions of a point-mass on the plate. The frequency band includes
12 vibration modes, and the global minimum is indicated by an arrow.

FIG. 8. Mean square velocity versus frequency for the plate alone, for the
plate carrying a single mass optimized to reduce vibration level in the 50–70
Hz band, and in the 0–600 Hz band.

FIG. 9. Effect of selective pressure on the rate of convergence for the
minimization of mean square velocity of the plate carrying a single point-
mass in the 50–70 Hz band.
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selective pressure~2.0! significantly increases the rate of
convergence, but at the expense of a slightly suboptimal so-
lution. Selective pressure corresponds to the exponentp in
Eq. ~1!. However, in this case, the difference between the
three curves is small enough that even the worst case gives
an acceptable solution. In all of the runs, the solution found
by the GA was very close to the optimal solution, in the
middle of the plate, giving a variability in the resultant vi-
bration reduction of less than 0.5 dB.

For the 0–600 Hz case, the algorithm is getting more
sensitive to the correct selection of parameters. In this case,
due to the highly irregular nature of the fitness function, a
high value of selective pressure induces premature conver-
gence to nonoptimal solution. Only the lowest value of se-
lective pressure ensures convergence to the optimal solution.
Optimal positions found by the GA with a higher selective
pressure were somehow far from the true optimal point, e.g.,
close to the excitation point, due to entrapment into local
minimums.

It should also be noted that the CPU times required for
the 0–600 Hz case was about 120 times that of the 50–70 Hz
case. This huge difference can be explained by several fac-
tors: ~1! the total number of fitness function calls,~2! the
larger frequency integration bandwidth of the fitness function
and ~3! the larger number of modes that must be taken into
account for an adequate representation of the plate response,
growing from 52 to 82.

IV. MULTIPLE MASSES OPTIMIZATION

The case considered now consists of determining the
optimal positions of five masses on the plate, each one rep-
resenting 20% of the plate mass. Adding the five point-
masses is thus equivalent to doubling the total mass. This
case represents a much more difficult optimization problem
compared to the single mass problem, due to the large num-
ber of possible combinations. For a plate spatially discretized
into K possible positions withR nondistinct masses, it can be
shown that the total number of possible combinations is
given by the binomial coefficient:

S K

RD 5
K!

R! ~K2R!!
. ~30!

By nondistinct masses, it is meant that the permutation
of two masses is not considered as a distinct combination.
This applies when all masses are identical. Otherwise, using
differently sized masses, the size of the search space would
be multiplied by (R!), the number of permutations ofR
masses. In order to maximize the efficiency of the search, a
redundancy-checking step should be added to the basic ge-
netic algorithm, for rejecting duplicate solutions, in order to
maintain population diversity. With this aspect in mind, so-
lutions are considered to be duplicates if they bear the same
coordinate values, even if these coordinates are not placed in
the same order on the genetic code. It should also be noted
that for multi-modal functions, the same position on the ge-
netic code from two parents may be occupied by different
locally optimal solutions. Crossover necessarily causes the
loss of one of these two solutions. However, by the virtue of
selection, if both solutions are good enough, many copies of
them will be used as parents, ensuring that no relevant infor-
mation is lost.

Using K564364 discrete positions, the single mass
problem has 4096 possible combinations, while the 5 identi-
cal masses problem yields as many as 9.631015 possibilities,
making an exhaustive search impractical. For this reason, the
five masses problem must be dealt with using a larger popu-
lation and a greater number of generations. Values of 100
individuals and 200 generations have been chosen. Several
cases were considered, using various excitations and optimi-
zation criteria. It should be noted that in all cases, repeated
GA runs have given different values of the optimal positions,
but these positions corresponded to very similar values of the
fitness function. Since the masses coordinates were dealt
with using integer numbers, there is no possible accumula-
tion of numerical roundoff error. Therefore, variations in op-
timal solution from one run to another suggest either that the
solution to the problem is not unique, or that slightly subop-
timal solutions were attained in each case.

A. Mean square velocity minimization under point-
force excitation

The case considered here is the minimization of the
mean square velocity over the 200–250 Hz frequency band,
an intermediate case including two vibration modes, under
excitation by a point-force at the point (17a/64,23b/64). In
order to reduce as much as possible the plate mobility at the
excitation point, one could think about placing all of the
concentrated masses right on that point. The optimal posi-
tions of the five point-masses after running the GA is shown
in Fig. 11~a!. This configuration does not correspond to the
intuitive solution of putting all the masses at the excitation
point. It should be noted that other runs gave significantly
different positions, but small differences in fitness values.
The effect of the optimization is shown in Fig. 12 by plotting
the mean square velocity of the plate without masses, of the
plate with optimally placed masses and with all masses
placed on the excitation point. Since the total mass of the
plate plus point-masses is twice that of the plate alone, a
comparison is done with the frequency-response of a double
thickness plate. It can be seen that the optimal solution actu-
ally represents a minimum in the frequency range of interest,

FIG. 10. Effect of selective pressure on the rate of convergence for the
minimization of mean square velocity of the plate carrying a single point-
mass in the 0– 600 Hz band.
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compared to placing all the masses on the excitation point,
although the plate response may be increased at other fre-
quencies. The optimal solution gives an average reduction of
70 dB in the 200–250 Hz band by rejecting all the resonant
frequencies out of that band, while the intuitive solution
gives only 56 dB of reduction. Doubling the thickness has
the effect of shifting resonances to higher frequencies, but
does not yields any important reduction compared to the op-
timal placement of point-masses.

B. Far-field sound pressure minimization under point-
force excitation

The case considered now is that of a plate excited by a
point-force, using an acoustical optimization criterion: the
far field sound pressure radiated in the far-field in direction
(u,f)5(p/4,p/4). Using the genetic algorithm, resulting
optimal positions of the five masses are those shown in Fig.
11~b!. It can be seen that these positions are somewhat dif-
ferent from those found when minimizing a vibratory crite-
rion. The effect of mass position optimization is illustrated
by plotting the far-field sound pressure in the direction
(u,f)5(p/4,p/4) with and without masses~Fig. 13!. In this
figure, the far-field sound pressure is plotted as a normalized
directivity value, dividing the effective sound pressure by a
factor ofr0v2. The reference value for the calculation of the
normalized far-field sound pressure is thus one~dimension-
less!. Figure 13 shows that the optimal solution is actually
better than placing all the masses on the excitation point, by
rejecting the modes out of the frequency band of interest and
introducing two sound pressure minima in this band.

Some physical insights into the sound radiation minimi-
zation can be gained by observing the modal redistribution of
the displacement field after using the optimally placed
masses. The most interesting phenomenon arises at the fre-
quency of 212 Hz, corresponding to a minimum of sound
radiation in Fig. 13. Without any added mass, plate displace-

ment at this frequency is mainly contributed by mode 3-1, a
symmetric, and efficiently radiating mode. Using the opti-
mally placed masses, contribution has been mainly trans-
ferred to modes 1-2 and 2-1, which are asymmetrical and
therefore have a lower radiation efficiency than mode 3-1.

In order to reduce the cost of computing the frequency
response in a relatively large frequency band, a ‘‘quick and
dirty’’ fitness function has been tried out using a single fre-
quency of 220 Hz instead of integrating the function over the
whole frequency band. It can be seen that great care must be
taken for the choice of the fitness function since in that case,
the 200–250 Hz function gives a 58 dB reduction while the
single-frequency fitness function gives an overall reduction
of only 42 dB. However, this reduction is still better than the
intuitive solution~all the masses on the excitation point! with
a 28 dB reduction.

FIG. 12. Mean square velocity of the plate carrying five masses on optimal
positions. Optimization with respect to the mean square velocity in the 200–
250 Hz band.

FIG. 11. Optimal positions of five
point-masses in the 200–250 Hz band.
Each mass represents 20% of the plate
mass.3: excitation point, in case of a
point-force excitation.~a! Point-force
excitation on coordinates (17a/64,
23b/64), minimization of the mean
square velocity.~b! Point-force excita-
tion, minimization of sound pressure
radiated in the direction (u,f)
5(p/4,p/4). ~c! Plane wave excita-
tion at an angle (u,f)5(p/4,p/4),
One-point pressure reduction.~d!
Plane wave excitation, minimization
of the average far-field sound pressure.
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C. Far-field sound pressure minimization under plane
wave excitation

In the previous cases, reduction of noise radiated by a
mechanically excited plate has been studied, giving insights
into the control of structure-borne sound. However, another
important aspect of the problem is the control of sound trans-
mission through a plate. This latter aspect can be dealt with
in the exact same framework, by considering the case of a
plate excited by an acoustical plane wave in the direction
(u,f)5(p/4,p/4). Minimization of the sound transmitted in
the same direction in the 200–250 Hz band has been consid-
ered as an optimization criterion. Optimal positions of five
masses on the plate were found using the genetic algorithm,
and these positions are shown in Fig. 11~c!. It can be seen
that the optimal positions are different from those obtained
for the mechanically excited plate, indicating that the optimal
solution strongly depends on the excitation as well as on the
structure itself.

The sound pressure radiated by the plate without masses,
and by the plate with optimally placed masses is shown in
Fig. 14. The solution of placing all the masses at the center
of the plate is also presented in Fig. 14. According to the
results, placing all the masses at the center of the plate is
actually harmful, giving an average increase of 4 dB in the

200–250 Hz band while the optimal solution found by the
GA gives a reduction of 4 dB. These values also indicate that
the control of acoustic transmission with added masses
seems to be, at least for the present case, much less efficient
than the control of structure-borne noise.

D. Selection of an optimization criterion

A question arising at this point is whether an optimiza-
tion based on a vibratory criterion can help reduce noise
radiation or not, and on the other hand, whether an acoustic
optimization can contribute to the reduction of structural vi-
brations or not. An indication on this is provided by calcu-
lating both vibratory and acoustical responses using the op-
timal mass positions found for both criteria. Results shown
in Fig. 15 for the sound radiated, and in Fig. 16 for the
mechanical response indicate that, in both cases, some reduc-
tion is obtained using either criterion, but the maximum re-
duction cannot be attained unless the correct criterion is
used. For the noise reduction, using the appropriate criterion
gives a 58 dB reduction compared to 38 dB with the vibra-

FIG. 13. Normalized far-field sound pressure~directivity! in the direction
(u,f)5(p/4,p/4) for the plate without masses and with five masses opti-
mally placed for reducing the sound radiation in this direction. Point-force
excitation.

FIG. 14. Normalized far-field sound pressure~directivity! in the direction
(u,f)5(p/4,p/4) for the plate alone, with five masses placed at the center
of the plate, and with masses optimized for reducing the sound pressure in
the direction (u,f)5(p/4,p/4). Plane wave excitation.

FIG. 15. Normalized far-field sound pressure~directivity! in the direction
(u5p/4,f5p/4) for the plate without masses and with five masses opti-
mized for: ~1! sound pressure minimization in the direction (u,f)
5(p/4,p/4) point and~2! mean square velocity minimization. Point-force
excitation.

FIG. 16. Mean square velocity for the plate without masses and with five
masses optimized for:~1! sound pressure minimization in the direction (u
5p/4,f5p/4) and~2! mean square velocity minimization. Point-force ex-
citation.
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tory criterion, and for the vibration reduction, using the right
criterion gives a reduction of 70 dB compared to 56 dB using
the acoustic criterion.

In the case presented in this paper, the characteristic
quantityka, wave number times characteristic length of the
vibrating structure, is in the range of 1 to 5. For such an
intermediate range ofka, directivity effects must be taken
into account, and minimizing the mean square velocity may
help reducing radiated noise or not, as well as minimizing
volume velocity. No conclusion may therefore be drawna
priori . Another aspect of the same question concerns the
potential reduction of the overall sound pressure radiated
when minimizing the sound pressure in a prescribed direc-
tion. The average sound pressure is in this case proportional
to the integral of the sound pressure over the half-space
above the plate:

pave~v!5E
0

p/2E
0

2pFr0v2 (
m51

M

(
n51

N

Amnw̃mn~l,m!Gdf du.

~31!

As can be seen in Fig. 17, average sound pressure re-
duction using the solution obtained for minimization of
sound radiation in one direction gives a reduction of 21 dB,
while the trivial solution that consists in placing all the
masses on the excitation point gives 28 dB of reduction.
However, when the optimization is properly done using the
overall sound pressure as an optimization criterion, a maxi-
mal reduction of 41 dB is attained as shown in Fig. 17. The
case presented here is for a point-force excitation. Such an
increased reduction is obtained at the expense of a~numeri-
cally speaking! very expensive fitness function, since it is
required to integrate the sound pressure over the frequency
range and over the whole half-space above the plate.

V. CONCLUSION

Genetic algorithms have been presented in the context of
structural design optimization for vibroacoustic reduction. It
has been shown that the use of such an optimization proce-
dure can help in finding original solutions that would not
have been found by any intuitive means. In these cases, a
serious advantage of GA is that noa priori bracketing of the

optimal solution is needed, allowing a completely open
search over the whole optimization space. Therefore, GA are
well-suited for vibroacoustics problems for their ability to
deal with highly irregular functions. Performing such an
open search can be done using GA at a very low cost, when
compared to the cost of an exhaustive search, especially for
problems having a large number of dimensions. In the five-
masses problem considered in this paper, an optimal solution
has been found after running the GA for 23105 function
calls while an exhaustive search in this case requires about
1016 function calls.

Numerical results also demonstrated that great care must
be taken for the choice of an optimization criterion, since a
compromise must always be made between the computa-
tional efficiency and the quality of the solution. This quality
is influenced by several factors, including the choice of an
appropriate frequency band corresponding to a given appli-
cation and the choice of the most suitable vibroacoustic pa-
rameter. This vibroacoustic parameter must also be com-
puted using an appropriate algorithm, since an improvement
in computation time of two orders of magnitude have been
attained in some cases by selecting the most appropriate al-
gorithm.
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Active control can be applied to a vibrating structure to attenuate the acoustic radiation from the
structure. In this paper, active structural acoustic control~ASAC! techniques are applied to a ribbed
plate in order to minimize the structurally radiating sound fields. Using feedforward control
strategies, multiple control forces are applied to the reinforcing beam. Modifying the structural
response results in attenuation of the radiating sound fields. Cost functions are developed for the
minimization of the far-field radiating sound pressure and far-field sound power. Optimization of the
control system is achieved by using information on the structural coincidence conditions, and in
determining the optimal error sensor location. Results demonstrate that significant reduction in the
far-field sound pressure and sound power can be achieved in a large range away from the grazing
angles. The effect of the control system on the structural response is also investigated. ©1998
Acoustical Society of America.@S0001-4966~98!03412-2#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Many structures containing discontinuities can be found
in a wide variety of applications such as ship and submarine
hulls, aircraft structures, and as large panels in acoustic en-
closures. These discontinuities scatter the structural vibra-
tions that primarily exist due to mounted machinery or en-
gines, and the scattered vibrations generate wave types that
subsequently result in sound fields radiating from the struc-
ture. Although sound radiation from ribbed plates has been
extensively researched in the last few decades,1,2 there has
been very little consideration given to the attenuation of the
sound radiation from such structures using active control
methods.

Active structural acoustic control is the relatively new
approach to actively attenuate the structurally radiated sound
fields. It is achieved by the more practical approach of ap-
plying control inputs to the structure, instead of in the sur-
rounding fluid field. Reduction of the far-field sound radia-
tion can be achieved by modifying the structural response.
Previous work concerned with the control of sound radiation
from fluid-loaded structures have mainly been concerned
with homogeneous structures.3 However, it is important to
recognize that discontinuities in structures can result in dif-
ferent wave types that may subsequently lead to the far-field
radiation of sound. More recently, some work has been di-
rected toward the active control of the far-field radiated
sound fields resulting from the scattering of vibrational
waves due to discontinuities on fluid-loaded plates.4 Gu and
Fuller4 have investigated the active control of sound radia-
tion due to subsonic wave scattering from discontinuities
represented by a line constraint or a uniform reinforcing rib
positioned on a fluid-loaded plate. They consider a subsonic
incident flexural wave normal to the discontinuity. The rib
discontinuity is described by a lumped mass system that has
both translational and rotational inertia, which is approxi-
mated as exerting a reaction force and moment on the plate.

The far-field pressure is evaluated using the stationary phase
approach on the Fourier wave number transformation. Active
control is achieved by adding secondary line forces applied
to the plate near the discontinuity.

In this paper, the acoustic fields resulting from the scat-
tering of a structural wave field across a beam discontinuity
are attenuated using ASAC methods. The active control sys-
tem consists of multiple control forces applied to the rein-
forcing beam in order to modify the structural response. It is
shown that significant reduction of the far-field sound pres-
sure and sound power can be achieved by directly modifying
the structural waves that contribute to the far-field sound
radiation. The control application is optimized by using in-
formation of the structural coincidences. The effectiveness of
the control system is evaluated by comparing the control
performance due to an arbitrarily located error sensor with
that of an optimally located error sensor. The effect of the
control system on the structural response and near-field
sound pressure is also investigated.

I. PRIMARY SOUND PRESSURE RADIATING FROM A
RIBBED PLATE

The ribbed plate consists of an infinite homogeneous
thin plate lying in thex-y plane which is symmetrically re-
inforced by two identical rectangular beams lying along they
direction atx50, as shown in Fig. 1. The coupled structure
is loaded with an acoustic fluid of densityr0 and sound
speedc0 on the upper side of the plate forz.0, and isin
vacuofor z,0. If the fluid loading acting on the structure is
considered to be light, then it can be assumed that the fluid
loading does not affect the structural vibrations.

Figure 1 shows a subsonic flexural plane wave of am-
plitude Ain traveling in thex-y plane at a frequencyv and
wave numberkp in the direction of its propagation, imping-
ing obliquely at an anglew to the x axis on the beam. The
subsonic traveling plane wave can be described by
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Win~x,y,t !5Aine
2 j ~kp cosw!xej ~kp sin w!yeivt; x<0. ~1!

The plate flexural wave numberkp is related to the plate
parameters by

kp5AvS rph

D D 1/4

, ~2!

where D5Eph3/12(12n2) is the flexural rigidity of the
plate, andrp , h, D, Ep , andn are, respectively, the density,
thickness, flexural rigidity, Young’s modulus, and Poisson’s
ratio of the plate. At frequencies well below critical, the
speed of sound of the subsonic incident wave is less than the
sound speed in the adjacent fluid~that is,cp,c0), and there-
fore no energy is radiated into the far field of the surrounding
fluid. When the flexural wave motion in the plate impinges
on the beam discontinuity, both flexural and torsional mo-
tions are induced in the beam, which results in transmitted
and reflected subsonic propagating waves of coefficientsTp

andRp , respectively, and transmitted/reflected near-field de-
cay waves of coefficientsTn /Rn in the plate. The scattering
of the structural wave field produces supersonic structural
waves, which contribute to the radiation of sound fields into
the far field. To facilitate the discussion of the structural
response, the ribbed plate system is separated as plate 1 for

x,0 and plate 2 forx.0, as shown in Fig. 1. For an infinite
plate, there are no waves reflected from the infinities, and the
resulting flexural displacement in plate 1~on the same side
of the beam as the incoming incident wave! consists of three
wave components along thex direction: the subsonic inci-
dent wave, the subsonic reflected propagating wave, and the
supersonic near-field reflection:

W1~x,y,t !5@Aine
2 j ~kp cosw!x1Rpej ~kp cosw!x

1Rneknx#ej ~kp sin w!y1 j vt, x<0, ~3!

where the coefficientsRp and Rn are the amplitudes of the
reflected propagating and near-field waves, respectively, and
kn5kp(11sin2 w)1/2 is the wave number of the near-field
decay term in the plate.1 Similarly, the flexural displacement
in plate 2 can be described by

W2~x,y,t !5@Tpe2 j ~kp cosw!x1Tne2knx#

3ej ~kp sin w!y1 j vt, x>0, ~4!

whereTp andTn are the amplitudes of the transmitted propa-
gating and near-field waves, respectively. For continuity of
the plane waves in they direction, the beam-plate system has
the same periodicity of motion along they direction. The
coefficients Tp , Rp , Tn , and Rn have been determined
previously,5 by making use of the equations of motion of the
structural vibrations and the coupling conditions at the beam-
plate boundaries.

An expression for the primary sound pressure field has
also been determined previously,6 using the acoustic wave
equations and the coupling conditions between the structure
and the fluid at the surface of the structure. The expression
consists of a constant in terms of the scattered structural
waves, and an integration of the structural wave number
spectrum:

pp~x,y,z!52
v2r0ej ~kp sin w!y2~kp

2
2k0

2
!1/2z

2~kp
22k0

2!1/2 @Aine
2 j ~kp cosw!x1Rpej ~kp cosw!x1Tpe2 j ~kp cosw!x1Rneknx1Tne2knx#

2
j v2r0ej ~kp sin w!y

2p E
2`

` FAin~kp cosw2gxp
!2Rp~kp cosw1gxp

!2Tp~kp cosw2gxp
!

kp
2 cos2 w2gxp

2

2
Rn~ jkn2gxp

!1Tn~ jkn1gxp
!

kn
21gxp

2 G ej gxp
x2gzp

z

gzp

dgxp
, ~5!

where gxp
is the primary structural wave number in thex

domain.gzp
represents the primary acoustic wave number of

the pressure field in thez direction and is defined asgzp

5Agxp

2 2(k0
22kp

2 sin2 w), where k05v/c0 is the acoustic

wave number of the fluid. The sound pressure field is evalu-
ated in a cylindrical coordinate system defined byx
5r cosu, z5r sinu, andy50, as shown in Fig. 2.

The wave number spectrum of the sound pressure field

can be separated into supersonic and subsonic wave number
spectrums. The supersonic wave number spectrum directly
contributes to the far-field radiating sound pressure, whereas
the subsonic wave number spectrum dominates the near-field
response. The supersonic wave number spectrum is defined
by: gxp

<Ak0
22kp

2 sin2 w, which results in gzp

5 jAk0
22kp

2 sin2 w2gxp

2 . The supersonic wave number spec-

trum is further restricted by a limiting range for the incident

FIG. 1. Beam-plate structure separated into three subsystems: plate 1, beam,
and plate 2, showing the flexural plane wave in plate 1 incident at the beam
boundary.
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angle, wherew must be less than the critical incident angle,
wc , which is defined bywc5sin21(k0 /kp).

The far-field primary sound power is obtained by inte-
grating the far-field radiated acoustic intensity over a semi-
cylindrical surface centered at the beam discontinuity in the
half-filled fluid space. The acoustic intensityI p , is related to
the square of the sound pressure byI p5upu2/2r0c0 . There-
fore the primary sound power radiated per unit length in the
y direction is expressed as7

Pp5E
0

p uppu2

2r0c0
r du, ~6!

and only corresponds to far-field distances. The analysis and
results of the primary sound pressure and sound power radi-
ating from a lightly fluid-loaded ribbed plate has been previ-
ously discussed in great detail.6

II. ACTIVE CONTROL OF THE SOUND RADIATION

A. Secondary sound pressure field

The relatively new active control technique known as
active structural acoustic control~ASAC! is employed to at-
tenuate the radiating structure-borne sound. The control in-
puts are located on the surface of the structure, while the
error sensing devices are represented as microphones which
are located in the surrounding fluid field. The control system
consists of multiple point control forces applied to the rein-
forcing beam. As shown in Fig. 3, the point forces are
equally distributed by a distanceD, and generate secondary
flexural waves in the beam. The complexity of this control
application is initially reduced by grouping the actuators to-
gether to have the same amplitudes,Fs , and a certain pre-
fixed phase relationship with each other. This strategy is
known as biologically inspired control.8 In order to optimize
the system performance, the control system is then further
modified using information on the structural coincidences. It
has been previously shown that the greatest transmission of
the plate flexural waves through the reinforcing beam occurs
at the structural coincidences.9 Structural coincidences occur
when the trace wave number of the incident flexural waves in
the plate match either the natural flexural wave number in
the beam~flexural coincidence!, or the natural torsional wave
number in the beam~torsional coincidence!. The coincidence
conditions occur at an angle of incidence corresponding to
wB5sin21(kB /kp) for flexural coincidence, and wT

5sin21(kT /kp) for torsional coincidence, wherekB ,kT are,
respectively, the natural flexural and torsional wave numbers
in the beam~see Table I!. However, at the structural coinci-
dences, the far-field primary sound pressure level is slightly
decreased.6 This is due to the fact that at the coincidences,

there is a large amount of flexural wave transmission through
the reinforcing beam, thereby resulting in a more balanced
distribution of the structural waves along thex direction~per-
pendicular to the beam!. It has been previously shown that an
imbalance in the structural response along thex-direction
will generate a greater number of supersonic wave number
components, which will thereby result in an increase in the
far-field sound pressure level.6 Due to the symmetry of this
control application, the secondary flexural waves generated
by the forces radiate away equally in plates 1 and 2. This
initially results in a uniform distribution of the secondary
flexural waves in the plates. The phases of the control forces
are pre-fixed such that the forces have a spatial phase varia-
tion with each other at the flexural coincidence condition.
Hence, the secondary waves generated by the control forces
radiate away equally from the beam into plates 1 and 2 at the
flexural coincidence anglewB . Although the primary struc-
tural response may be either at coincidence or off-
coincidence, the secondary structural response is always gen-
erated by forces with the phase delay in the beam
corresponding to that of the flexural coincidence condition.
Hence, at flexural coincidence, the total far-field sound pres-
sure due to the superposition of the primary and secondary
sound fields is optimized. At any off-coincidence condition,
the superposition of the primary and secondary sound fields
will result in the least increase in the supersonic wave num-
ber components to be attenuated.

The control approach described above has been previ-
ously applied to a ribbed plate, in order to achieve significant
reduction of the flexural energy transmission in the far field
of plate 2.9 For 2N11 forces, the control forces are de-
scribed by

Fn
s5 (

n52N

N

Fse
jkBnDd~y2nD!, ~7!

where Fs is the complex amplitude of the control forces.
Using this control approach, the total spectral response of the
secondary waves in the plates is derived in the Appendix,

FIG. 2. Primary sound pressure field evaluated in thex2z cylindrical co-
ordinate system.

FIG. 3. Application of multiple point control forces to the reinforcing beam.

TABLE I. Material properties.

Material
Young’s modulus

~N/m2! Poisson’s ratio
Density
~kg/m3!

Free wave
speed~m/s!

Aluminum E56.931010 n50.33 r52700 cp5v/kp

Air ¯ ¯ r051.21 c05343
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and described in~A8!. A general expression for the second-
ary sound pressure in wave number space can be obtained
as6

P~gxs
,gys

;z!52
v2r0

gzs

W̃~gxs
,gys

!e2gzs
z, ~8!

wheregzs
5Agxs

2 1gys

2 2k0
2 is the acoustic wave number of

the secondary sound pressure in thez direction. The second-
ary sound pressure field can be obtained by taking a double
inverse Fourier transform ofP(gxs

,gys
;z).7 For an infinite

number of control forces (2N11→`), and using the fol-
lowing expressions:10

lim
K→`

sin Kx

x
5pd~x!, ~9!

lim
x→0

sin x

x
51, ~10!

yields the following expression for the secondary sound
pressure described by a constant, and a wave number inte-
gration in thex domain:

ps~x,y,z!52Fs

v2r0

2EbI
H~kB!ejkByFA1 cos~Akp

22kB
2x!

e2~kp
2

2k0
2
!1/2z

Akp
22k0

2
1A2 cos~Akp

21kB
2x!

e2 j ~kp
2

1k0
2
!1/2z

jAkp
21k0

2 G
2Fs

v2r0

2pEbI
H~kB!ejkByE

2`

` S Akp
21kB

2A2

kp
21kB

21gxs

2 2
jAkp

22kB
2A1

kp
22kB

22gxs

2 D ej gxs
x2gzs

z

gzs

dgxs
, ~11!

whereA1 andA2 now become

A15
Akp

21kB
2

Akp
21kB

22 jAkp
22kB

2

and

A252 j
Akp

22kB
2

Akp
21kB

22 jAkp
22kB

2
;

H~kB!5
1

~2 jD /EbI !~kp
42kB

4 !@~kp
22kB

2 !21/21 j ~kp
21kB

2 !21/2#
,

and

gzs
5Agxs

2 2~k0
22kB

2 !.

It can be clearly observed in Eq.~12! that only the struc-
tural near-field decay waves~of coefficientA2), and the sec-
ondary supersonic wave number spectrum~corresponding to
gxs

<Ak0
22kB

2) will contribute to the far field of the second-
ary sound pressure. There are also two pole locations in the
wave number spectrum in Eq.~12!, which are similar to
those in the expression for the primary sound pressure field
@Eq. ~5!#. The first pole is located in the supersonic wave
number spectrum and corresponds to the zero ofgzs

. The
second pole is contributed by the structural response, and
corresponds togxs

5Akp
22kB

2. This second pole lies in the
subsonic wave number spectrum, and only contributes to the
near-field sound pressure.

B. Minimization of the far-field sound pressure

The cost function chosen for the minimization of the
far-field sound radiation from the ribbed plate is the square
of the total sound pressure at an error sensor location

(r e ,ue). The total sound pressure is the superposition of the
primary and secondary sound fields, and can be expressed as:

ptot~r ,u!5pp~r ,u!1ps~r ,u!, ~12!

where both sound fields are evaluated by the cylindrical co-
ordinate system. By rewriting the secondary sound pressure
field asps5FsGs , then the only variable to optimize is the
complex amplitude of the control force. Hence, with this
control arrangement, only a single control signal is required
to drive the control actuators. Using standard methods, the
cost function can be expressed as a quadratic function of the
control force amplitude,Fs , by11

uptot~r ,u!u25FsApFs* 1BpFs* 1FsBp* 1Cp , ~13!

whereAp5GsGs* , Bp5Gs* Pp , andCp5PpPp* . The solu-
tion for the optimal control force for the minimization of the
total pressure field squared can be obtained as:11

Fs
puopt52

Bp

Ap
, ~14!

resulting inuptot(r,u)u2umin50.

C. Minimization of the radiated sound power

The total radiated sound power is obtained by the inte-
gration of the square of the total sound pressure, and can
therefore also be expressed as a quadratic function of the
secondary control force amplitudeFs as:

P tot5FsAPFs* 1FsBP* 1Fs* BP1CP , ~15!

where

AP5
1

2r0c0
E

0

p

Apr du,
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BP5
1

2r0c0
E

0

p

Bpr du,

and

CP5
1

2r0c0
E

0

p

Cpr du.

CP represents the primary sound power as previously de-
scribed by Eq.~7!. The optimal control force for the minimi-
zation of the total sound power is

Fs
Puopt52

BP

AP
~16!

and the attenuated sound power becomes

P totumin5CP2
BP* BP

AP
. ~17!

D. Control results and discussion

Numerical simulations are performed using the material
properties of aluminium for the plate of thickness 1.6 mm,
and reinforcing beams of both width and height of 2 cm. Air
representing the acoustic fluid results in light fluid loading on
the structure for all frequencies. The material and acoustic
properties are listed in Table I. The parameters of the rein-
forcing beams are listed in Table II, where the torsional ri-
gidity of the rectangular beams was calculated using the
analysis of Wang.12 The internal distributed damping in the
structure is included in the complex Young’s modulus by
Ẽ5E(11 j h), whereh50.001 is the structural loss factor.
In previous work, the authors have determined the coinci-
dence angles using the same system properties and dimen-
sions, an amplitude of the incident waveAin51024 m, and
for an excitation frequency of 500 Hz.wB511.5° andwT

51.5°, respectively, correspond to the flexural and torsional
coincidence angles.9 The critical angle has also been previ-
ously determined for the same material parameters and di-
mensions, resulting inwc515°. Since both coincidence
angles are less than critical, they both contribute to the ra-
diation of sound into the far field.

It has been previously shown that the radiation directiv-
ity of the primary sound pressure at a far-field dimensionless
radius ofk0r 510 increases at the directivity angles close to
the surface of the structure (0°<u,5° and 175°,u
<180°).6 This is due to the fact that even at a far-field ra-
dius, directivity angles close to the surface of the plate cor-
respond to the near field, which is dominated by the struc-
tural propagating waves. Therefore, in order to accurately
represent the radiating sound power, these ‘‘grazing’’ angles

were discluded from the integration of the sound intensity.
The sound power was evaluated over the hemispherical
range of 5°<u<175°.

The far-field sound pressure and sound power are ana-
lytically evaluated for three angles of incidence less than
critical: w55° corresponds to an off-coincidence condition,
w511.5° corresponds to an incident angle at flexural coin-
cidence, andw514.5° corresponds to an incident angle close
to critical. In a previous paper on the sound fields radiating
from a lightly fluid-loaded ribbed plate due to an obliquely
incident structural wave, the authors have shown that the
far-field sound pressure level differs for different incident
angles.6 At coincidence, the far-field sound pressure level is
reduced due to a more uniform distribution of the structural
waves across the rib. The critical incident angle corresponds
to the pole location in the supersonic wave number spectrum
of the primary sound pressure field. Hence, at an incident
angle near critical, the far-field sound pressure is dramati-
cally increased. Similarly, the primary sound power levels
have been previously evaluated over the far-field directivity
range of 5°<u<175°, and correspond to 112 dB, 105 dB,
and 120 dB for the incident angles of 5°, 11.5°, and 14.5°,
respectively.6 As expected, the radiated sound power is a
minimum at the flexural coincidence angle, and a maximum
at the incident angle near critical.

Figure 4~a!–~c! shows the normalized magnitudes of the
optimal control forces for the minimization of the local
sound pressure as defined by Eq.~14!, for the incident angles
of 5°, 11.5°, and 14.5°, respectively. The sound pressure was
minimised at a far-field error sensor location ofk0r e510,
and at eachue . At the off-coincidence angle of 5°, the non-
dimensional force magnitude is around 0.85, in a large range
away from the grazing angles. At the flexural coincidence
angle of 11.5°, a smaller control force amplitude is required,
and the nondimensional optimal control force magnitude is
only around 0.33. Incident angles approaching critical result
in the optimal coupling between the structural and acoustic
fields, and hence a larger force amplitude is required to at-
tenuated the primary sound pressure field. Atw514.5°, the
normalized force magnitude is dramatically increased to up
to 1.95, as shown in Fig. 4~c!.

It is now of interest to select the optimal error sensor
location that will result in the maximum global attenuation of
the acoustic fields. This can be best achieved by initially
investigating the total sound power resulting from the mini-
mization of the far-field sound pressure. Figure 5~a!–~c!, re-
spectively, displays the attenuated sound power as a function
of the error sensor locationue for the three incident angles of
5°, 11.5°, and 14.5°. The curves in each figure compare the
attenuated sound power resulting from the minimization of

TABLE II. Beam parameters.

Flexural
wave number

kB (m21)

Torsional
wave number

kT (m21)

Mass moment
of inertia
~kg/m!

Flexural
stiffness
~Nm2!

Polar moment
of inertia

~kgm!

Torsional
rigidity
~Nm2!

AvS rbA

EbI D
1/4

vS rbI p

GJ D 1/2

rbA EbI rbI p GJ
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the sound power as described by Eq.~18!, and the attenuated
sound power resulting from the minimization of the far-field
sound pressure at each local error sensor location in the
range of 5°<ue<175°. That is, the optimal control forces
obtained in Fig. 4~a!–~c! are used to determine the total
sound power for the corresponding local error sensor loca-
tion, in a large range away from the grazing angles. Using
the sound power as the cost function results in significant
levels of attenuation of 23 dB, 16 dB, and 36 dB for the
incident angles of 5°, 11.5°, and 14.5°, respectively. Similar
levels of sound power attenuation can be achieved by mini-
mizing the far-field sound pressure at the error sensors lo-
cated in the range of 45<ue<55° and 125<ue<135°, as
shown in Fig. 5~a!–~c!. The exact location for the optimal
error sensor differs slightly for each incident angle of the
incoming structural wave. In comparison, at an arbitrary er-
ror sensor location ofue590° for the minimization of the
local sound pressure, the attenuation levels of the sound
power are 18 dB, 11 dB, and 32 dB for the incident angles of
5°, 11.5°, and 14.5°, respectively. The phenomenon shown in
Fig. 5~a!–~c! also gives some initial insight into the effect of
the reinforcing beam on altering the directivities of the radi-
ating acoustic fields.

The error sensor location for the minimization of the
local sound pressure can be optimized by choosing an error
sensor location that results in the maximum attenuation of
both the radiated sound power and local sound pressure. Fig-
ure 6~a!–~c!, respectively, shows the primary and attenuated

sound pressure fields using a localized control system for the
incident angles of 5°, 11.5°, and 14.5°. The attenuated sound
pressure field for the optimally located error sensors is com-
pared with the control performance of an arbitrarily located
sensor atue590°. The optimally located error sensors are at
ue551°, 48°, and 45°, respectively, for the incident angles
of 5°, 11.5°, and 14.5°. These error sensor locations are op-
timal as they result in the maximum attenuation of the sound
power from the minimization of the local sound pressure.
However, due to the symmetry of Figs. 4 and 5, optimally
locating the error sensors at 129°, 132°, and 135° for the
incident angles of 5°, 11.5°, and 14.5°, respectively, results
in the same levels of attenuation achieved for both the far-
field sound pressure and sound power. Also, Fig. 6~a!–~c!
shows that the influence of the error sensor location on the
attenuated sound fields is to alter the radiation directivity
from a half-dipole~at an arbitrary location ofue590°) to a
half-quadrupole~at the optimal error sensor location!, which
results in the reduction of the radiation efficiency. Hence,
optimizing the control system greatly increases the control
performance in two ways:~i! maximum attenuation of the
radiated sound power is achieved through the minimization
of the local sound pressure at an optimal sensor location; and
~ii ! the radiation efficiency of the controlled sound pressure
is decreased.

In all Fig. 6~a!–~c!, there is a large reduction in the
sound pressure away from the grazing angles. At off coinci-

FIG. 4. ~a!–~c! Normalized magnitudes of the optimal control forces for the
local minimization of the far-field sound pressure at each error sensor loca-
tion ue .

FIG. 5. ~a!–~c! Attenuation of the sound power as a function of the local
error sensor locationue , comparing the control performance usingFs

Puopt

~———! andFs
puopt ~—l—l—!.
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dence (w55°) in Fig. 6~a!, there is an increase in the total
sound pressure level at the grazing angles mainly due to the
imbalance in the propagating waves along thex-direction. At
flexural coincidence (w511.5°) in Fig. 6~b!, significant glo-
bal attenuation also results in a large range away from the
grazing angles, and with very little change in the total pres-
sure level at the grazing angles. Atw514.5° @Fig. 6~c!#,
global attenuation of the far-field sound pressure level is
achieved, although the reduction at the grazing angles is in-
significant. For each case, the sound pressure level is com-
pletely minimized at the error sensor location, as well as
symmetrically attenuated about the beam.

The control system can be designed with an optimal cost
function and a corresponding error sensor location to achieve
the best performance. Maximum attenuation of the acoustic
fields can be achieved by using the far-field sound pressure
as the cost function, and optimally locating the error sensor
corresponding to a given angle of incidence. This reduces the
complexity of the control system, since using the sound
power as the cost function requires multiple error sensors
located in a hemispherical range around the ribbed plate.
Also, optimally locating the error sensor in the minimization
of the sound pressure, results in significant attenuation of the
radiated sound power.

E. Effect of the ASAC system on the structural
response

It is of interest to investigate the effect of the ASAC
system designed to minimize the radiating acoustic fields on
the structural response. This is achieved by using the optimal
control forceFs

puopt obtained from the minimization of the
far-field sound pressure at the optimal error sensor location,
to determine the total structural response at the correspond-
ing incident angle. The primary and total averaged flexural
energy distributions along thex direction in plates 1 and 2
are evaluated, starting from a far-field location in plate 1 at
x5210lp to a far-field location in plate 2 ofx510lp

~wherelp52p/kp).
The primary flexural displacement in plate 1 is described

by Eq. ~3! and only corresponds to those values ofx for x
<0, and similarly, the primary flexural displacement in plate
2 is described by Eq.~4! for x>0. The energy distribution in
the plates is then obtained by averaging the square of the
primary plate flexural displacements, where the square of the
displacement is obtained by multiplying the displacement by
its complex conjugate. The squared flexural displacement is
averaged overM discrete locations along they direction in
the range of (22lB,2lB), wherelB52p/kB .

The total flexural displacement at a location (6x,y) in
the plates is the superposition of the primary and secondary
plate displacements at that location. The secondary flexural
displacement in the plates can be analytically derived using
the expressions in Eqs.~10!, ~11!, and in~A6!. The second-
ary flexural displacement in plate 1 can be expressed as:

W1s
~x,y!5

Fs

2EbI
H~kB!@A1ej ~kp

2
2kB

2
!1/2x

1A2e~kp
2

1kB
2

!1/2x#ejkBy; x<0, ~18!

and similarly, plate 2 can be described by:

W2s
~x,y!5

Fs

2EbI
H~kB!@A1e2 j ~kp

2
2kB

2
!1/2x

1A2e2~kp
2

1kB
2

!1/2x#ejkBy; x>0. ~19!

Due to the arrangement of the control forces, the secondary
waves in the plates radiate away from the beam at an angle
corresponding to that at the flexural coincidence condition.
After superimposing the primary and secondary structural
responses, the total energy distribution is obtained by the
square of the total flexural displacement. The averaged total
energy distribution is then obtained by averaging the square
of the total flexural displacement over theM discrete loca-
tions along they direction in the range (22lB,2lB), and is
described by:

JF5
1

M (
i 51

M

@Wtot
p ~x,yi !1Wtot

s ~x,yi !#

3@Wtot
p ~x,yi !1Wtot

s ~x,yi !#* . ~20!

Figure 7~a!–~c! shows the primary and total flexural energy
distributions in the plates corresponding to the incident
angles of 5°, 11.5°, and 14.5°, respectively, and forM
5401 discrete locations. The energy distribution in plate 1

FIG. 6. ~a!–~c! Primary~———! and attenuated sound pressure fields, com-
paring the attenuated sound pressure levels for an arbitrarily located
~L—L—L! and optimally located~l—l—l! local error sensor.
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can be observed for the range of210<x/lp<0, and simi-
larly, the energy distribution in plate 2 corresponds to the
range of 0<x/lp<10. At the incident angle corresponding
to off coincidence (w55°) in Fig. 7~a!, local control of the
far-field sound pressure at the optimal error sensor location
of ue551° has the effect of increasing the total flexural en-
ergy in the plates. Previously at the off-coincidence angle,
there was very little transmission of the primary waves in
plate 2. Superimposing the primary and secondary waves,
results in the total transmitted structural energy dramatically
increasing by as much as 9 dB. The total flexural energy
distribution in plate 1 exhibits strange behavior, with the
energy oscillating about its slightly increased value.

Figure 7~b! corresponds to the structural flexural coinci-
dence condition (w511.5°), at which there is maximum
transmission of the primary plate flexural waves through the

reinforcing beam. Arrangement of the ASAC system using
information on the flexural coincidence condition results in
the secondary flexural waves in plate 2 having their optimal
coupling with the primary transmitted flexural waves. Hence,
attenuation of the local sound pressure still results in a de-
crease in the transmitted energy distribution in plate 2, al-
though a even stranger phenomenon can be observed in plate
1. This phenomenon in plate 1 can be attributed to the fact
that the secondary waves in plate 1 do not have the optimal
phase match with the incoming incident waves, which carries
most of the energy in plate 1.

At w514.5° in Fig. 7~c!, the total structural energy dis-
tribution due to the ASAC system shows only an increase in
the transmitted energy in the positivex direction in plate 2.
The increase in the transmitted energy also arises from the
fact that away from the structural coincidence, there is very
little transmission of the flexural waves in plate 2. Hence,
w514.5° also corresponds to an off-coincidence angle, and
the secondary flexural waves result in an increase in the total
flexural response in plate 2. The secondary waves also ap-
pear to have insignificant effect on the total energy distribu-
tion in plate 1, although close examination reveals that there
is slight oscillation of the total energy slightly above its pri-
mary value, and hence parallels the phenomenon in Fig. 7~a!.
The decrease in the sound pressure level atw514.5° at the
grazing angles may possibly be attributed to the more bal-
anced distribution of the total structural waves propagating
along thex direction.

It has also been observed for each incident angle that
altering the location of the local error sensor by using an
arbitrary error sensor location atue590° for the minimiza-
tion of the far-field sound pressure, has no significant effect
on the total structural energy distribution in both plates 1
and 2.

III. CONCLUSIONS

In this paper, an analytical study to attenuate the acous-
tic fields radiating from a ribbed plate has been presented
using active structural acoustic control techniques. Using
previous work on the sound fields radiating from a ribbed
plate due to a structural incident wave, it was possible to
design the feedforward ASAC system to maximise the con-
trol performance. Optimization of the control system was
achieved in two ways: first by pre-fixing the phases of the
control forces to have a spatial phase variation with each
other corresponding to the flexural coincidence condition,
and also by optimally locating the local error sensor in the
surrounding fluid field. From the minimization of the local
far-field sound pressure, the following observations were
made:

~i! optimizing the error sensor location altered the direc-
tivity of the attenuated sound field from a dipole to a
quadrupole, and hence reduces the radiation effi-
ciency;

~ii ! significant reduction in the far-field sound pressure
can be achieved for all incident angles in a large range
away from the grazing angles;

FIG. 7. ~a!–~c! Primary ~———! and total~l—l—l! flexural energy
distributions in the plates.
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~iii ! minimization of the far-field sound pressure at an op-
timal error sensor location results in significant at-
tenuation of the radiated sound power;

~iv! the effect of the ASAC system on the structural re-
sponse is to slightly increase the overall energy in
plate 1, and dramatically increase the transmitted en-
ergy in plate 2, except at the flexural coincidence
angle;

~v! at flexural coincidence, the primary transmitted waves
have their optimal spatial phase match with the sec-
ondary waves, thereby reducing the total transmitted
energy in plate 2.

APPENDIX: SPECTRAL RESPONSE OF THE
SECONDARY FLEXURAL WAVES IN THE PLATES

The secondary flexural motion in the beam of a ribbed
plate system generated by the multiple point control forces as
described by Eq.~8!, is given by the following fourth order
differential equation:

EbI
]4us

]y4 1rbA
]2us

]t2 5FBR1 (
n52N

N

Fse
jkBnD

3d~y2nD!. ~A1!

FBR is a result of the backward reaction from plates 1 and 2
on either side of the beam, and is described as the net vertical
shear force acting at the boundaries between the beam and
the plates.13 There are no external forces acting on the plates,
hence the equation of motion for the secondary flexural
waves in the plates is simply:

D¹4Ws1rph
]2Ws

]t2 50. ~A2!

Taking the Fourier transform of Eq.~A1! results in the fol-
lowing expression for the spectral response of the secondary
flexural waves in the beam:

ũs~gys
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4 2kB
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21gys
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, ~A3!

wheregys
is the secondary structural wave number in they domain. Using the following relationship:10

(
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N
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simplifies Eq.~A3! to:
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where
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The spectral response of the total secondary flexural dis-
placement in the plates can be obtained by taking a double
Fourier transform, in terms of the secondary wave number
spectrums in thex- andy domains:
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wheregxs
is the secondary structural wave number in thex

domain.
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2 2 jAkp
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A252 j
Akp
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2

Akp
21gys

2 2 jAkp
22gys

2
,

respectively, represent the amplitudes of the structural propa-
gating and near-field decay waves. Due to the symmetry of
the control arrangement,A1 and A2 are the same for both
plates 1 and 2, and are obtained from the coupling conditions
between the beam and plates at the beam-plate boundaries.
Using the following formula:10
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results in an expression for the total spectral response of the secondary flexural waves in the plates described by
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In recent studies on active noise control in open space, a multichannel active-control system was
used to create the largest quiet zone with the least increase of total sound-power output when its
sensors and actuators were optimally arranged. This control system was also applied to increase the
insertion loss of noise barriers. The control system was arranged to create quiet zones on the top of
the barrier; thus, the sound diffraction along the barrier top was reduced and the insertion loss of the
barrier increased. It was found that the control system significantly increases the insertion loss of the
noise barrier at low frequencies when the ground on both sides of the barrier is totally nonreflective.
In practice, a nearby reflective ground may deteriorate the performance of the active noise-control
system. The effects of ground reflection on the effectiveness of the active-noise barrier are
considered in this paper. Both simulation and experimental results show that the reflective ground
significantly reduces the effectiveness of the active noise-control system on the barrier. Reflection
from the ground on the noise-source side has the greatest influence on the control efficiency. This
suggests that passive reduction of the reflection from the ground on the source side should be
incorporated in the design of the active-control system. Experiments were made for noise with
multiple-frequency components in a low-frequency band. The results suggest that the active-control
system can be effective at improving the performance of the noise barrier for noise with
multiple-frequency components. ©1998 Acoustical Society of America.
@S0001-4966~98!04412-9#

PACS numbers: 43.50.Ki, 43.50.Gf@MRS#

INTRODUCTION

Noise barriers are classical and practical noise-control
devices. When a noise barrier is interposed between a noise
source and a receiver, the direct sound from the source is
blocked. The sound field at the position of the receiver re-
sults mainly from sound diffraction at the top of the barrier.
As the diffracted sound is relatively weak compared with the
direct sound in the area behind the barrier, the sound attenu-
ation occurs in this area. The area experiencing significant
sound attenuation after the insertion of the barrier is called
the ‘‘dark area’’.

According to the theory of diffraction, the strength of
the diffracted field is proportional to the wavelength of the
sound.1 In other words, while the barrier is effective at
blocking high-frequency noise, it is less effective, or even
useless, in the case of low-frequency noise, especially when
the frequency of the noise is so low that its wavelength is
comparable to the height of the barrier. Increasing the height
of the barrier is an obvious way to improve the low-
frequency performance of the barrier, but it is usually not
practical. As a result, the improvement of the performance of
a barrier, especially for low-frequency noise, has been a re-
search topic in the field of acoustics for more than 20
years.2–5

Studies on active noise control~ANC! have demon-

strated that ANC is effective for low-frequency noise.6,7 It is
reasonable to believe that the low-frequency performance of
a barrier may be improved by this technique. Ise first applied
a single-channel adaptive control system to a 1:2 scale model
of a passive barrier.8 In Ise’s system, a loudspeaker acting as
a monopole control source was positioned on the top of the
barrier and an error microphone was set in the desired area
immediately behind the barrier. A ‘‘quieter’’ area around the
error microphone was obtained at very low frequencies~125
Hz or lower!. Omoto took a different approach.9 In his sys-
tem, a multichannel-control system was used to cancel the
noise around the barrier top, rather than the diffracted noise
in the dark area. His research applied to pure-tone noise and
nonreflective ground. For the specific configuration studied,
Omoto concluded that when the separation of distance be-
tween the error microphones on the diffraction edge is less
than half of the wavelength, the active-noise barrier works
effectively. Omoto then extended his work to barriers on
reflective ground, and found that the efficiency of the control
system was seriously affected by the reflective ground.10

The application of the active noise-control system to the
noise barrier is, in fact, the problem of active noise control in
open space. The present authors studied the active-noise bar-
rier with a different approach. They have developed an active
noise-control system for open space that can create the larg-
est quiet zone with the least total power output increase
when optimally arranged~the interval of the control sources
and error microphones is not necessary less than half of the
wavelength!,11 and then applied the developed optimal local

a!Present address: Occupational Hygiene Program and Department of Me-
chanical Engineering, University of British Columbia, 3rd Floor, 2206 East
Mall, Vancouver, British Columbia V6T 1Z3, Canada.
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control system to noise barriers with nonreflective ground.12

It has been found that their active local-control system sig-
nificantly improves the performance of the noise barrier by
creating a large~relative to the wavelength! area of noise
attenuation in the dark area. The extra insertion loss of the
active-noise barrier can be as high as 10 dB or more.

In this paper, the efficiency of an active noise barrier
will be further investigated in two more practical aspects.
First, reflection from the grounds on either side of the barrier
is considered. It has been found that, for most control-system
arrangements, reflection from the rigid ground near the
sources reduces the size of the quiet zone created by the
active noise-control system in open space.13 It is necessary to
determine the effect of ground reflection on the performance
of the active-noise barrier. Secondly, the effectiveness of the
active-noise barrier at controlling noise consisting of several
frequency components within some frequency range will be
investigated.

I. INSERTION LOSS OF NOISE BARRIERS

Many theories can be used to predict and describe the
sound-insertion loss of noise barriers. The basic ones are
Huygen’s principle and Kirchhoff’s diffraction
formulation.14,15 For the reflective noise barrier shown in
Fig. 1, if the noise source is a point source that radiates a
sound-pressure field in open space as described by,

P05
A

kr
eikr , ~1!

the diffracted field arriving at the receiver position in the
dark area can be approximately expressed as,16

Pd52A 2

pkR1
Ae2 ip/4

3H sgn~p1a2f!
eikR

Ak~R11R!
F@Ak~R12R!#

1sgn~p2a2f!
eikR

Ak~R11R8!
F@Ak~R12R8!#J ~2!

for kR1@1, wherek is the wave number of the sound,R and
R8 are, respectively, the distances from the receiver to the
source and to the source mirror-image in the barrier.R15r
1r 0 is the shortest distance from the source to the receiver
over the barrier top,A52 iZ0q, whereq is the strength of
the source,Z05v2r0/4pc0 , and

F~m!5E
m

`

eix2
dx ~3!

is the Fresnel integral.
The sound-insertion loss of the barrier is then defined as,

DL520 log~ uPdu/uP0u!, ~4!

whereP0 is the sound pressure at the receiver position when
the barrier is absent, as expressed by Eq.~1!. The relation-
ship between the insertion losses of the barrier and the fre-
quency of the noise is shown in Fig. 2 for a typical case, for
which the barrier is 1 m high. Located on different sides of
the barrier, the noise source and receiver are both 0.5 m high,
and 2 m away from the barrier.

Figure 2 shows that the insertion loss of a noise barrier
decreases with increasing frequency. While the sound attenu-
ation at a point in the dark area is only 5 dB (DL
525 dB) at low frequencies, it can be more than 10 dB
(DL,210 dB) at high frequencies. This characteristic of
noise barriers has stimulated much research to improve the
performance of the noise barrier at low frequencies.

II. ACTIVE-NOISE BARRIER

A multichannel active noise-control system has been de-
veloped by the authors, in whichN control sources andN
error microphones are equally spaced in two parallel lines,
with r ss5r ee, as shown in Fig. 3. The sum of the squared
sound pressures at the error-microphone positions was se-
lected as the cost function of the control system. The source

FIG. 1. Schematic of a noise barrier.

FIG. 2. Sound insertion loss of a specific barrier as a function of frequency.

FIG. 3. A multichannel active noise-control system in open space.
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strengths of theN control sources were adjusted to drive the
total sound pressures at theN error microphones to a mini-
mum ~to zero, theoretically! as expected by,

qs52Zse
21Zpeqp , ~5!

whereZse is anN3N matrix of acoustic transfer impedance
from the control sources to the error microphones,Zpe is the
vector of acoustic transfer impedance from the primary
source to the error microphones, andqp is the strength of the
primary source. A quiet zone is thus created in the area
around the error microphones. The quiet zone is defined as
the area in which the sound pressure has been attenuated by
more than 10 dB.

It has been found that there exists an optimal range of
spacing of the adjacent control sources and error micro-
phones for this control system. The upper and lower limits of
this optimal range are given by:11
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The lower limit for N52 is a special case discussed in Ref.
10. Only when the spacing of the adjacent control sources
and error microphones of the control system is arranged
within this range, does the control system generate the larg-
est area of quiet zone with the least increase of total power
output. If the control system is arranged outside the optimal
range, the control either causes a large increase of total
power output, with increase of sound pressure in some
places, or it becomes ineffective at creating the quiet zone. It
has been found that the quiet zone created by this control
system with optimal arrangement has the shape of a wedge,
with its edge at the position of the control source array; its
size is proportional to the wavelength of the noise and the
number of control channels.11 This means that the lower the
frequency of the noise and the more control channels, the
larger the size of the quiet zone. The fact that the optimal
spacing of control sources and error microphones is given by
a range also suggests that the optimally arranged control sys-
tem is effective not only for a specific frequency, but for a
frequency range. It has been found that the developed
optimal-control system is also applicable when the primary
source is not a point source, or not placed in the central
position.17

Since the sound field around the barrier top contributes a
diffracted sound field in the dark area behind the barrier, it is
reasonable to believe that, if the sound around the barrier top

can be canceled, the diffractive sound in the dark area behind
the barrier should also be attenuated. This approach should
have the equivalent effect of increasing the height of the
noise barrier. Consequently, the insertion loss of the barrier
can be increased.

The multichannel-control system developed for active
noise control in open space was applied to a noise barrier.
The control system consisted ofN control sources andN
error microphones, as shown in Fig. 4. The control sources
and error microphones were equally spaced in two parallel
lines. The array of error microphones was located immedi-
ately on top of the barrier. The control-source array was
located between the primary source and the error-
microphone array, and in the same plane containing both the
primary source and the error-microphone array. The effi-
ciency of active-noise barrier was investigated for two
ground conditions: nonreflective and totally reflective.

A. Nonreflective ground

When reflection from the ground on both sides of the
barrier is negligible, the sound field in the dark area propa-
gates directly from the noise source by diffraction over the
barrier top; the total diffracted sound pressure at the receiver
is:

P5Ppd1(
i 51

N

Psd
~ i ! , ~8!

where Ppd is the diffraction caused by the primary noise
source only~this also represents the diffracted sound while
the active control system is off!, and Psd

( i ) is the diffraction
caused by theith control source. BothPpd andPsd

( i ) are pre-
dicted using Eq.~2!. The extra sound-insertion loss created
by the multichannel active noise-control system can thus be
written as:

DL520 log~ uPu/uPpdu!. ~9!

It has been found that the optimal configuration of the
control system in open space also applies to the active-noise
barrier, and that the control system can significantly increase
the insertion loss of the noise barrier (DL,0 dB) when it is
within the optimal range, but may decrease the insertion loss
(DL.0 dB) when it is outside the optimal range.12 Figure 5
shows the extra insertion loss in the dark area behind the
barrier caused by an active noise-control system with 11 con-
trol sources and 11 error microphones. The ground is con-

FIG. 4. Active noise-control system on a noise barrier.
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sidered to be nonreflective. For this example, the height of
the barrier is 2 m, and the coordinates of the primary source,
the control sources, and the error microphones are, respec-
tively, ~24,0,1!, @22,(i 26)r ss,1.5#, and @0,(i 26)r ss,2# ( i
51,...,11), in meters. The frequency of the noise is chosen as
f 5200 Hz, the intervalr ss of the control sources is opti-
mally arranged within the range defined by Eqs.~6! and ~7!
as r ss51.0 m. The simulated results were obtained for the
x-y plane, which is 1 m in height and immediately behind
the receiving side of the barrier. It has been found that a
large extra insertion loss (DL,210 dB) is obtained over a
large area behind the barrier not only in thex-y plane for this
particular simulation height, but in allx-y planes with
heights lower than that of the noise barrier.

B. Totally reflective ground

Practically, ground always provides a certain amount of
sound reflection. At low frequencies, the reflection can be
very large. It has been found that the nearby reflective
ground reduces the size of the quiet zone created by the
active control system in open space for most
configurations.13 The effect of reflection from the ground on
the extra-insertion loss of an active-noise barrier should also
be analyzed.

When the ground on both sides of the barrier is reflec-
tive, there are four pathways from each noise source to the
receiver over the barrier top, as shown in Fig. 6. They are:
~1! direct from the source to the receiver,~2! via the reflec-
tive ground on the source side, which is equivalent to the
path from the source image to the receiver,~3! via the reflec-
tive ground on the receiving side, which is equivalent to the
path from the source to the receiver image, and~4! via the
reflective ground on both sides, which is equivalent to the
path from the source image to the receiver image. If the
ground is regarded as rigid, and total reflection is assumed~it
is often the case for low-frequency noise!, the total diffracted
sound pressure at the receiver expressed by Eq.~8! becomes,

P5(
j 51

4

Ppd~ j !1(
j 51

4

(
i 51

N

Psd
~ i !~ j !, ~10!

where j represents thejth pathway. The extra insertion loss
of the barrier can be then calculated by,

DL520 log~ uPu/uPpu!, ~11!

FIG. 6. Four pathways of sound diffraction over the barrier on reflective
ground.

FIG. 7. Extra sound attenuation due to the active noise-control system with
11 control sources when the rigid ground is on~a! the receiving side only,
~b! the side where the sources are located only, and~c! both sides of the
barrier.

FIG. 5. Extra insertion loss caused by the active control system.
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where

PP5(
j 51

4

Ppd~ j !

is the diffracted sound from the primary source only. Both
Ppd andPsd are expressed in the form of Eq.~2!.

The effect of nearby reflective ground on the effective-
ness of the control system in increasing the insertion loss of
the noise barrier has been studied. The insertion losses of the
noise barrier for four different circumstances, where~1! the
ground is nonreflective,~2! only the ground on the receiving
side is reflective,~3! only the ground on the side where the
sources are located is reflective, and~4! the ground on both
sides of the barrier is reflective, are calculated and compared.
It has been found that reflection from the ground signifi-
cantly reduces the extra insertion loss of the barrier. This
effect is mainly attributed by the reflection from the ground
on the source side.

The extra insertion loss of the active-noise barrier with
11 control sources is shown in Fig. 7, when~a! only the
ground on the receiving side is reflective,~b! only the ground
on the source side is reflective, and~c! the ground on both
sides is reflective. Here, all of the simulation parameters are
the same as those in the previous nonreflective ground simu-
lation. Compared with Fig. 5, it is obvious that reflection
from either side of the ground reduces the extra insertion loss
of the active-noise barrier. Figure 7 also indicates that the
reduction of extra insertion loss caused by the reflection from

the ground on the receiving side is relatively small; the extra
sound attenuation is still more than 10 dB (DL,210 dB)
over most of the area. However, the reflections from the
ground on the source side can significantly reduce the extra
sound attenuation of the active-noise barrier, as shown in
Fig. 7~b!. Although the extra insertion loss of the noise bar-
rier can also be achieved over most of the area, it becomes
relatively small for this case. There are some areas in which
the extra insertion loss is positive (DL.0 dB). Comparing
Fig. 7~b! to the case where the ground on both sides is rigid,
shown in Fig. 7~c!, it can be seen that there is not much
difference in the extra insertion losses for these two cases.
This indicates that reflection from the ground on the source
side contributes most significantly to the reduction of the
extra insertion loss of the active-noise barrier.

In order to allow comparison with the experimental re-
sults, results for another active-noise barrier are presented in
Fig. 8 which demonstrate the effect of rigid ground on the
control efficiency; here, the noise barrier is 1 m high and
located along they axis. The control system consists of three
control sources and three error microphones. The location of
the primary source is~21.38,0,0.5!, the control sources are
at @20.69,(i 22)r ss,0.75#, and the error microphones are at
@0,(i 22)r ss,1# ( i 51,2,3). The operating frequency is cho-
sen as 500 Hz. It can be calculated from Eqs.~6! and~7! that
the optimal range ofr ss is @0.22l,0.98l# for this control sys-
tem; r ss is selected within the range asr ss50.75l. The
simulated results are obtained in thex-y plane, which is 0.5

FIG. 8. Extra sound attenuation due to the active noise-control system with three control sources when~a! the ground on both sides of the barrier is
nonreflective,~b! reflective ground on receiving side only,~c! reflective ground on source side only, and~d! reflective ground on both sides.
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m in height and immediately behind the barrier.
It is clear that when the ground is nonreflective, the ac-

tive noise-control system can effectively improve the inser-
tion loss of the barrier; the extra sound attenuation of the
barrier due to the control system is more than 10 dB in the
area behind the barrier. The study of the effect of reflections
from the rigid ground on the extra insertion loss leads to the
same conclusion as that of the control system with 11 control
sources: reflection from the ground on the side where the
sources are located contributes most significantly to the re-
duction of the extra insertion loss of the barrier. The mecha-
nism involved is that the extra insertion loss of the barrier is
mainly determined by the size of the quiet zone created on
the barrier top. According to Ref. 13, for the control system
arranged as shown in Fig. 6, the reflection from the ground
on the source side reduces the quiet zone created at the bar-
rier top. This is because the presence of the reflective ground
on the source side reduces the wavefront matching between
the primary and control sources at the barrier top, and the
size of the quiet zone is determined by the wavefront match-
ing between the primary and control sources. As a result, the
extra sound attenuation in the area behind the barrier is de-
creased. Figure 9 demonstrates that rigid ground does reduce
the size of the quiet zone at the barrier top created by the
active noise-control system. The sound-pressure attenuation
is shown in they-z plane ~2.032.0 m! immediately above

the barrier top. The ground on the source side is nonreflec-
tive in Fig. 9~a! and totally reflective in Fig. 9~b!. It can be
seen that the control system greatly attenuates the sound
pressure at the barrier top (DL,215 dB over most of the
area! when the ground is nonreflective. Figure 9~b! shows
that, when the rigid ground is present, the size of the quiet
zone at the barrier top decreases significantly. The sound
pressure in some areas even increases (DL.0 dB).

It can thus be concluded, that for the practical applica-
tion of active noise-control system to the noise barrier, the
efficiency of the active control system can be significantly
increased if appropriate nonreflective treatment is applied to
the rigid ground on the side where the sources are located.

Although only two specific control systems~3 control
sources and 11 control sources! were illustrated here to dem-
onstrate the efficiency of active-noise barriers, the above
conclusions are drawn from numerical simulations with vari-
ous configurations of multichannel active control system.

III. EXPERIMENTS

Experiments were carried out in an anechoic chamber
with a dimension of 4.234.234.2 m. The barrier was made
of two plywood plates sandwiched with a foam layer. The
barrier, 0.05 m thick, 1.0 m high, and 4.2 m long, was placed
on the suspended metal-grid floor of the anechoic chamber.
For the ‘‘nonreflective’’ experiments, the metal-grid floor
was fully covered with a thick carpet; for the ‘‘reflective’’
cases, several metal plates were used to cover the floor on
either side as the rigid ground. The primary noise source was
1.38 m away from the barrier, 0.5 m above the floor and
along the central axis of the chamber. The control system
consists of three half-enclosed speakers as control sources,
three microphones as error sensors, and a multichannel EZ-
ANC as the controller. The arrangement of the control sys-
tem is shown in Fig. 10.

To show that the control system is also effective for
noise with multiple-frequency components, the sound signal
used in the experiment was a ramp wave with the fundamen-
tal frequency of 130 Hz. A low-pass filter with a cutoff fre-
quency of 500 Hz was used to eliminate the high-frequency

FIG. 9. Sound attenuation in they-z plane immediately above the barrier
top when~a! the ground on both sides of the barrier is nonreflective, and~b!
reflective ground on source side only.

FIG. 10. Experiment setup in an anechoic chamber.
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components. This signal from the filter was fed directly into
the primary source, and was also provided to the controller
as a reference signal. Three control channels of the controller
were used to cancel the total sound pressure at the positions
of three error microphones. The coordinates of the control
sources and error microphones are the same as those used in
the computer simulation discussed above:@(20.69,(i
22)r ss,0.75)# and @0,(i 22)r ss,1#, respectively, in meters,
wherei 51,2,3. Using the upper limit of the frequency range,
f 5500 Hz, to calculate the optimal range, the interval of the

control sources is also chosen within the optimal range as
r ss50.75l.

The 1/3-octave spectra of the sound-pressure level of the
noise at one of the microphones on the barrier top, before
and after the control, are presented in Fig. 11. The figure
shows that the noise consists of several components~130,
260, 390, and 520 Hz! in the frequency range from 0–630
Hz. The control system attenuated about 20-dB sound-
pressure level at the error microphone. This sound-pressure
reduction is achieved for all components of the spectrum.

The extra insertion losses caused by the active control
system for four arrangements,~1! the ground on both sides of
the barrier is nonreflective,~2! only the ground on the receiv-
ing side is reflective,~3! only the ground on the source side
is reflective, and~4! the ground on both sides of the barrier is
reflective, were measured in thex-y plane that is 0.5 m in
height and immediately behind the receiving side of the bar-
rier. The experimental results on the overall band are pre-
sented in Fig. 12.

Figure 12 demonstrates that reflections from the ground
do reduce the efficiency of the active noise-control system
used for improving the low-frequency performance of the
noise barrier. The extra insertion loss caused by the control
system is greatest when the ground on both sides is totally
nonreflective, as shown in Fig. 12~a!. Figure 12~b! indicates
that, although the increased reflection from the ground on the

FIG. 11. 1/3-octave spectra of sound-pressure levels at an error microphone
before and after control.

FIG. 12. Extra insertion loss of the active-noise barrier when~a! nonreflective ground on both sides,~b! reflective ground on receiving side only,~c! reflective
ground on source side only, and~d! reflective ground on both sides.
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receiving side decreases the extra insertion loss, this decrease
is relatively small. However, reflection from the ground on
the source side significantly reduces the efficiency of the
active-noise barrier, as shown in Fig. 12~c!. The reduction of
the extra insertion loss in this case is more than 5 dB over
most of the area in the measuring plane. Figure 12~d! shows
the extra insertion loss of the active-noise barrier when the
ground on both sides of the barrier is totally reflective. It is
obvious that the difference between the two cases, as shown
in Fig. 12~c! and~d! in terms of extra insertion loss, is small.
This demonstrates that the effect of the reflective ground on
the efficiency of active noise control in increasing the inser-
tion loss of the barrier comes mainly from reflection from the
ground on the source side. It can be concluded that when the
active noise-control system is applied to increase the inser-
tion loss of the noise barrier, some passive treatment in re-
ducing reflection from the ground on the source side can
significantly improve the performance of the active-noise
barrier.

The 1/3-octave spectra of the noise at a position located
at ~0.9,0,0.5! in the observation plane, before and after con-
trol, are given in Fig. 13. Figure 13~a! and~b! show the cases
when the ground on both sides of the barrier is totally non-
reflective and totally reflective, respectively. It can be seen
that the total extra sound attenuation at that position is more
than 10 dB for the case of nonreflective ground; each com-

ponent of the noise achieves some level of reduction. For the
case of reflective ground, the total sound-pressure level is
attenuated by only about 5 dB. While some peak components
of the noise are reduced to some extent, the levels of the
other components of the noise may even increase after the
control.

IV. CONCLUSIONS

The insertion loss of the noise barriers can be signifi-
cantly increased by introducing a multichannel active noise-
control system in which the sensors and actuators of the sys-
tem are optimally arranged. The optimal spacing of the
control sources and error microphones is not necessary less
than 1/2 wavelength,9 but is given as a range expressed by
Eqs.~6! and~7!. For the multichannel active-control system,
the more control sources are used, the larger the size of the
improved dark area. As the size of the improved dark area is
proportional to the wavelength of the noise, it can be con-
cluded that the active-noise barrier is more useful in the low-
frequency range where the passive-noise barrier is not effec-
tive.

Reflection from the ground significantly reduces the ef-
fectiveness of applying an active noise-control system to im-
prove the performance of the barrier. This conclusion was
also obtained previously.10 However, it has been demon-
strated in this paper that this reduction is due to the reduction
of sound attenuation on the barrier top by the reflective
ground. It has also been demonstrated in this paper that re-
flection from the ground on the source side contributes most
significantly to this reduction. This suggests that, in practice,
the extra insertion loss of the active-noise barrier can be
increased by reducing reflection from the ground on the
source side.

The experiments in this research indicate that the active-
noise barrier is also effective for noise with multiple-
frequency components. When the system is optimally ar-
ranged with respect to a specific frequency, the system is
also able to increase the insertion loss of the barrier for a
range of frequency components around the specified fre-
quency.
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This paper presents an active noise control system with a combined feedback–feedforward
configuration, which may be useful when the location and directivity of the primary source in a
room are not known. Using the combined system, the need to choose between a feedforward or a
feedback system configuration beforehand is avoided. The optimum performance of feedforward,
feedback, and the combined active control systems have been calculated from measurements taken
in a 73633 m3 room with various primary source positions. Internal model control~IMC! together
with optimal Wiener filtering are used in the design of the optimum controllers, which was
performed for each primary source position and also included robust stability to guarantee the
stability of the controllers in face of plant uncertainty. The performance of the feedforward
controller alone was much more dependent on the position of the primary source than that of the
feedback controller alone, but the combined system always performed better than either of those
systems. The results also suggested that the combined system could obtain good performance even
if the response of its feedback controller was fixed, independently of the primary source location,
but the response of its feedforward controller was adapted for different primary source positions.
© 1998 Acoustical Society of America.@S0001-4966~98!05111-X#
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INTRODUCTION

Active techniques to control sound have recently at-
tracted considerable attention compared to passive
techniques.1,2 Active noise control~ANC! systems for head-
sets, air ducts, and aircraft cabins are now commercially
available. In general, ANC systems use one of two broad
control strategies: feedforward or feedback. A feedforward
system uses the input from a reference sensor to produce the
control signal, which then drives the secondary actuator to
cancel the primary field at the position of an error sensor. A
feedforward control system can give good control perfor-
mance if a reference signal can be obtained which is well
correlated with a single primary source, and gives time-
advanced information about the primary waveform. Feedfor-
ward control has been successfully used for the active con-
trol of sound in air ducts and propeller aircraft cabins,2–4 for
example. However, it is not always possible in practice to
obtain a reference signal which is coherent with the primary
noise source and is guaranteed to give time advanced infor-
mation. This situation can arise when the position of the
primary source is unknown, or there are multiple primary
sources. In this case, a feedback control system can be em-
ployed which uses the signal from the error sensor to pro-
duce the control signal, and does not require a separate ref-
erence sensor. This method has been successfully applied to
noise reducing headsets and vibrating panels,5–8 for example.

In some situations it is not clear whether a good refer-
ence signal can be obtained, because of uncertainties about
the primary field. Consider, for example, a room with several

noise sources, e.g., open windows, open doors, machines in-
side the room, etc. It is not apparent whether a reference
sensor placed at one position in the room will always provide
a good reference for the primary disturbance, as measured in
the location of an error sensor. In this case it is not clear
whether to use a feedback system with error sensors only, or
a feedforward system with one~or more! reference sensors.
For these situations a combined feedback–feedforward sys-
tem is suggested in this work, which has the ability to oper-
ate in a feedforward mode, a feedback mode, or a combined
mode, thus avoiding the need to choose the system configu-
ration beforehand. The system is designed as a single unit,
and its feedback or feedforward characteristics are decided
automatically.

Active noise control systems which use both the error
and the reference sensor in a multi-channel configuration
have previously been suggested for air ducts9,10 and plates.11

In this paper we analyze the performance of such a system in
a room, for various locations of the primary noise source.
Internal model control~IMC!12 has been used for the con-
figuration of both the feedforward and feedback
controllers,13 in which each controller is constructed from a
control filter and a plant model. The optimal finite impulse
response~FIR! control filter which minimizes the mean-
squared error was calculated using Wiener filtering.14,15 The
need for robust stability of both controllers in the face of
plant uncertainty has been emphasized.

An experimental system which included a primary loud-
speaker, a secondary loudspeaker, a reference microphone,
and an error microphone was designed and placed in a room.
The effects of different primary source positions on the per-
formance of the combined system have been investigateda!Electronic mail: wkt@isvr.soton.ac.uk

3417 3417J. Acoust. Soc. Am. 104 (6), December 1998 0001-4966/98/104(6)/3417/9/$15.00 © 1998 Acoustical Society of America



through computer simulations with data measured using the
experimental system. The performance of the combined sys-
tem was compared to that of separate feedback and feedfor-
ward control systems for a random disturbance of limited
bandwidth produced by the primary loudspeaker. The results
show that the performance of the combined feedback–
feedforward system was better than the performance of the
separate feedback and feedforward systems for all primary
source positions.

The paper is presented as follows: in Sec. I we introduce
the control systems and the controllers design method. The
experimental setup is described in Sec. II, and the results are
presented in Sec. III. The paper is then concluded in Sec. IV.

I. CONTROL METHODS

In this section we present the configuration of the feed-
forward, feedback, and combined feedback–feedforward
controllers, and the method used to design the control filters.

A. Feedforward control

The feedforward active noise control system as used
here is shown in Fig. 1~a!. A reference microphone is used to
detect the signal from the primary source, which is then used
as the controller input. The controller output signal drives the
secondary source~loudspeaker! to cancel the primary noise.
An error microphone detects the residual noise, or error sig-
nal, which is used in the design of the controller. The behav-
ior of the feedforward system can be described in terms of an
equivalent electrical block diagram with discrete signals and
frequency response functions as shown in Fig. 1~b!. Herex is
the reference signal measured from the reference micro-
phone,u is the output of the controller,d is the disturbance
signal measured by the error microphone when only the pri-
mary source is operating,e is the error signal measured by
the error microphone when both the secondary and primary
sources are operating,H is the frequency response of the
control filter, andP is the frequency response of the plant,
i.e., the response from the secondary source to the error mi-
crophone.

It is assumed that all the electrical, acoustic, and elec-
troacoustic elements of the physical system are linear and

time invariant. The controller and plant in Fig. 1~b! can then
be transposed with no effect on the error signal, as shown in
Fig. 2. The filtered reference signal can be written in the
sampled time domain as

r ~n!5pTx~n!, ~1!

wherer (n) is the current sample of the reference signal,p is
the vector ofN coefficients of the plant impulse response,
and the vectorx(n) represents the current and past samples
of the reference signal, which can be written as

p5~p0 p1 p2 ¯ pN21!T, ~2!

x~n!5„x~n! x~n21! ¯ x~n2N11!…T. ~3!

The error signal can be written in terms of the filtered refer-
ence signal and the control filter impulse response as

e~n!5d~n!2hTr ~n!, ~4!

whereh is the vector of control filter coefficients of lengthI:

h5~h0 h1 h2 ¯ hI 21!T, ~5!

and r (n) represent the current and past samples of signalr.
The system in Fig. 2 can be recognized as an optimal

filtering problem with r as the input signal,d the desired
signal, andh the filter.14,15 A control filter that minimizes a
cost function of the formJ5E@e2# can therefore be com-
puted as follows.

The cost function can be written using Eq.~4! as

J5E@e2~n!#5E@e~n!eT~n!#

5hTE@r ~n!rT~n!#h22hTE@r ~n!d~n!#

1E@d2~n!#5hTAh22hTb1c. ~6!

The optimal filterhopt can now be found by setting the de-
rivative of J with respect toh to zero, and is given by

hopt5A21b, ~7!

where hopt is the optimal filter,A21 is the inverse of the
autocorrelation matrix of signalr, and b is the cross-
correlation vector of signalsd and r. Equation~7! was used
in this paper in the design of the optimal feedforward con-
troller.

The Wiener solution was used here to investigate the
performance of a feedforward system through computer
simulations with data measured using an experimental sys-
tem. If a real-time system was to be implemented, an adap-
tive algorithm such as the least-mean square~LMS! could be
used, which under optimal conditions will converge to the
Wiener filter.15

In the feedforward active noise control system presented
above, the secondary loudspeaker generates a cancelling
sound which propagates also in the direction of the reference
microphone as well as in the direction of the error sensor.

FIG. 1. The configuration of a feedforward active noise control system.~a!
Experimental setup;~b! block diagram.

FIG. 2. A feedforward system with the controller and plant changed places.
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The path from the secondary source input to the reference
microphone output is referred to as the feedback path. The
existence of a feedback path can result in a corrupted refer-
ence signal and may cause instability to the controller if the
controller is not carefully designed. This problem can be
reduced by using a cancellation filter, or neutralization
filter,16,17which is connected in parallel to the feedback path
and reduces its effect. In this paper, a cancellation filterF0

was used within the controller to cancel the effect of the
feedback path, as shown in Fig. 3. In the feedforward sys-
tems designed in this paper a fixed cancellation filter was
used, even though the physical feedback path varied to some
extent with conditions in the room. It was found, however,
that because the feedback path in this case was relatively
weak, the stability and performance of the feedforward con-
troller were not significantly affected when a fixed cancella-
tion filter was used. If, however, the feedback path did affect
the system stability, even with the cancellation filter in place,
due to a strong feedback path subject to large changes, for
example, a robust control filter could still be designed, using
techniques similar to the robust feedback controller design
described bellow.

B. Feedback control

The feedback active noise control system used in this
paper is shown in Fig. 4~a!, in which the signal from an error
microphone is fed back to a secondary source through a con-
troller C. The behavior of the system in Fig. 4~a! can be
described in terms of an equivalent electrical block diagram
as shown in Fig. 4~b!, whereP is the frequency response of
the plant which is again the response from the secondary
loudspeaker to the error microphone,C is the frequency re-
sponse of the feedback controller,d is the disturbance signal
measured by the error microphone with only the primary
source operating,e is the error signal measured by the error
microphone when both the primary and secondary sources
are operating, andu is the controller output.

The feedback system shown in Fig. 4~b! can be imple-
mented using an internal model control~IMC! architecture
with an internal model of the plant within the controller,
which is driven by the same signal as the plant, as shown in
Fig. 5. HereH is the frequency response of the control filter,
P0 is the frequency response of the plant model, andx is the
input to the control filter.

The frequency response of the feedback controller can
be written as

C5
H

12P0H
. ~8!

If the plant model is perfect so thatP05P, then the
IMC controller ~as in Fig. 5! reduces to a pure feedforward
system as shown in Fig. 1~b!.13 This is since the path from
the controller output back to its input through the plant is
cancelled by a similar path, but opposite in sign, through the
plant model. With the feedback path cancelled, the IMC con-
troller is equivalent to a feedforward system. In this case the
signalx is equal to the disturbance signald, and the design of
the feedback controller can be reduced to a standard optimal
filtering problem, similar to the feedforward case presented
above. However, since in practicePÞP0 , the feedback con-
troller must be designed to be robustly stable for some given
uncertainty in the plant response. This is achieved by adding
an effort term to the cost function, as follows:

J5E@e2~n!#1bhTh, ~9!

whereb is the effort coefficient. A similar approach to in-
crease robustness is found in linear quadratic Gaussian
~LQG! controller design methods.18 The optimal control fil-

FIG. 3. A block diagram of a feedforward system which includes a model of
the feedback pathF0 .

FIG. 4. The configuration of an active noise control system which uses
feedback control.~a! Schematic diagram;~b! electrical block diagram.

FIG. 5. Block diagram of an internal model controller in a feedback control
system.
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ter can now be found in a similar way to the feedforward
case presented above, and is given by

hopt5~A1bI !21b, ~10!

whereA is the autocorrelation matrix of the filtered reference
signalr ~the signalx filtered by the plant model filter!, andb
is the cross-correlation vector of the filtered reference signal
r and disturbance signald.

Althoughb is used here to increase system robustness, a
measure to system robustness is still required for choosing an
appropriate value forb. A multiplicative model for the plant
uncertainty is used to derive the robust stability
condition.12,19It is assumed that the set of all possible plants,
representing the system in various conditions, is described by
a multiplicative uncertainty model and can be written as

P5P0~11DP!, ~11!

whereP0 is the nominal plant response andDP is the frac-
tional change in the plant response. The limit of the magni-
tude of DP, which can be found from measurements, for
example, is given by

uDP~ j v!u<l ~v!, ~12!

wherel ~v! is a real function of frequency.
The robust stability condition for the feedback controller

can now be written as19

uHP0l u,1, for all v, ~13!

which can be written in terms of thè-norm as

iHP0l i`,1. ~14!

Equations~10! and ~14! can be used to design the feedback
controller as follows:

~a! Compute H using hopt5(A1bI )21b for increasing
values ofb.

~b! Repeat ~a! until the robust stability condition,
iHP0l i`,1, is satisfied with the smallestb.

The configuration and design method for the combined
feedback–feedforward system are presented in the following
section.

C. Combined feedback–feedforward control

Active control system which uses a combined
feedback–feedforward configuration is shown in Fig. 6~a!, in
which the signale1 from the error microphone is fed back to
a secondary source through the controllerC1 , and the signal
e2 from the reference microphone is used to drive a second-
ary source through the controllerC2 . The behavior of the
system in Fig. 6~a! can be described in terms of an equiva-
lent electrical block diagram as shown in Fig. 6~b!, whered2

andd1 are the disturbance signals, as detected by the refer-
ence and error microphones respectively.

The combined system shown in Fig. 6~b! can be imple-
mented using internal model control, as shown in Fig. 7,
where H1 and H2 are control filters,P1o and P2o are the
plant models, andx1 andx2 are inputs to the control filters. If
the plant models are perfect so thatP15P1o and P25P2o ,
then the inputs to the control filtersH1 andH2 are equal to
d1 and d2 , respectively, and the system can be represented
as shown in Fig. 8. Since the objective here is to minimize
the signale1 from the error sensor, only a part of the com-
bined system need be considered. It has also been assumed
that the plant and controller responses are linear and time
invariant, so we can commute their order, as shown in Fig. 8.
The inputs to the control filters are denoted byr 1 and r 2 ,
which can be written in the sampled time domain as

FIG. 6. The configuration of a combined feedback–feedforward system.~a!
Schematic diagram;~b! electrical block diagram.

FIG. 7. Block diagram of the combined system with an internal model
control configuration.

FIG. 8. A simplified configuration of the combined system with the control
filters and plants changed places, assumingP15P1o andP25P2o .
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r 1~n!5p1
Td1~n!, ~15!

r 2~n!5p1
Td2~n!, ~16!

wherer 1(n) andr 2(n) are the current samples of the filtered
reference signals,p1 is the impulse response vector of the
feedback plant, andd1(n) andd2(n) are the current and past
samples of the disturbance signals, which can be written in
the following form:

p15~p10 p11 ¯ p1N21!T, ~17!

d1~n!5„d1~n! d1~n21! ¯ d1~n2N11!…T,
~18!

d2~n!5„d2~n! d2~n21! ¯ d2~n2N11!…T.
~19!

The error signal can now be written in terms of the control
filters as

e1~n!5d1~n!2h1
Tr1~n!2h2

Tr2~n!, ~20!

whereh1 and h2 are the discrete impulse responses of the
control filtersH1 andH2 respectively, written as

h15~h10 h11 ¯ h1N21!T, ~21!

h25~h20 h21 ¯ h2N21!T, ~22!

andr1(n) andr2(n) are vectors representing the time history
of signal r 1 , r 2 , written as

r1~n!5„r 1~n! r 1~n21! ¯ r 1~n2N11!…T,
~23!

r2~n!5„r 2~n! r 2~n21! ¯ r 2~n2N11!…T.
~24!

Equation ~20! can also be expressed in the more compact
form as

e1~n!5d1~n!2hc
Tr c~n!, ~25!

where

hc5@h1
T h2

T#T and r c~n!5@r1
T r2

T#T. ~26!

We can now design the coefficients of both the feedback and
feedforward controllers, contained inhc , to minimize a cost
function of the form

J5E@e1
2~n!#1bhc

Thc , ~27!

which is similar to the design of the feedback system pre-
sented above, whereb is an effort coefficient, and the term
bhc

Thc is an effort term used to increase the robustness of the
controllers. The optimal set of filter coefficientshcopt, which
minimize the quadratic cost function described above, can
therefore be computed using

hcopt5~A1bI !21b, ~28!

where A is now the autocorrelation matrix of the filtered
reference signalr c , andb is now the cross-correlation vector
of the filtered reference signalr c and disturbance signald1 as
follows:

A5E@r c~n!r c
T~n!#5FA11 A12

A21 A22
G , ~29!

whereA11 is the autocorrelation matrix of the reference sig-
nal r 1 , A22 is the autocorrelation matrix of the reference
signalr 2 , andA12 andA21 are the cross-correlation matrices
of the reference signalsr 1 andr 2 . It is important to note that
the matrixA now includes not only the autocorrelation ma-
trices but also the cross-correlation matrices of the reference
signalsr 1 and r 2 . The vectorb can be written as

b5E@r c~n!d1~n!#5@b1 b2#, ~30!

whereb1 is the cross-correlation vector betweenr 1 andd1 ,
andb2 is the cross-correlation vector betweenr 2 andd1 . We
consider here robust stability of the feedback system only
~which simplifies the calculation!, since, as argued above, the
effect of the uncertainty in the feedback path of the feedfor-
ward system was found to be negligible. The combined sys-
tem was therefore designed as follows:

~a! Compute the optimal filters usinghcopt5(A1bI )21b.
~b! Repeat~a! to find the smallestb so thatH1 satisfies

iH1P1ol i`,1, which is the robust stability condition
for the feedback part of the combined system.

II. EXPERIMENTAL SETUP

In this experiment we investigate the active noise con-
trol of a random disturbance having limited bandwidth with
the feedforward, the feedback, and the combined feedback–
feedforward systems described above. To simulate a situa-
tion where the position of the primary source is not known in
advance, or is time varying, the performance of these sys-
tems was studied with a primary source at various angles,
ranging from 0 to 180 degrees relative to the error micro-
phone. The experimental setup as shown in Fig. 9 includes a
primary loudspeaker, a secondary loudspeaker, a reference

FIG. 9. The experimental setup with the primary source at different posi-
tions relative to the error microphone, i.e., 0 to 180 degrees.
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microphone, and an error microphone, placed close to the
center of a room of dimensions 73633 m3 with reverbera-
tion time of 450 ms at the center frequency of the distur-
bance. The distance between the primary loudspeaker and
the error microphone was 1.3 m and the distance between the
reference microphone and the error microphone was 1 m.

The primary loudspeaker was located in different posi-
tions, as shown in Fig. 9. A high-pass filter with a cutoff
frequency of 300 Hz and a low-pass filter with a cutoff fre-
quency of 350 Hz were connected between a white noise
generator and the primary loudspeaker, to generate a random
disturbance with 50-Hz bandwidth. The power spectral den-
sity of this disturbance measured at the error microphone is
shown in Fig. 10. The primary disturbance was measured
using both microphones, through low-pass filters with a cut-
off frequency of 900 Hz, and then sampled at a frequency of
2 kHz. The sampled signals were acquired into a PC; 20 000
samples were acquired for each microphone signal in each
measurement. The disturbance signals were used later in the
design of the controllers.

In a separate experiment, a second white noise generator
was connected to the secondary loudspeaker through a low-
pass filter and an amplifier as shown in Fig. 9, and was used
for the measurement of the frequency response functions be-
tween the loudspeaker and microphones. The control simu-
lations described below used the measured frequency re-
sponse and signals to investigate the performance of the
various controllers. If a real-time digital system was to be
implemented, then other system components such as the con-
verters and filtering delay would have to be included in the
frequency response measurements.

In the design of the feedback controllers a model of the
plant response, obtained from measurements, was used rather
than that of the real plant. In practice, however, there will be
some variation between the response of the plant and that of
the model, due to measurement errors and changes in the
acoustic environment, for example. These may cause the sys-
tem to become unstable when the controller designed for the
plant model is used, and, therefore, must be considered in the
design. To establish the plant uncertainty, the response of the
plant was measured when the system was placed in different

locations in the room and when a 30320315 cm3 box was
placed at various positions near the error microphone. These
conditions simulated real situations where the system loca-
tion might vary, or when listeners approach the microphones.
The system located at the center of a room was used as a
nominal plant response. The measured frequency response of
the nominal plant for the feedback system is shown in Fig.
11~a! and ~b!. Then, the plant response with the system
placed at ten different positions in the room was measured,
after which the plant response was measured when the box
~described above! was placed around the error microphone at
ten different positions, at a distance varying from 10 to 150
cm from the error microphone. The maximum multiplicative
plant uncertaintyl for all the conditions described above
was calculated using

l ~v!5max
PP P̃

U P~v!

P0~v!
21U, ~31!

whereP0 is the response of the plant model, andP̃ repre-
sents the set of the plant response measurements in the vari-
ous conditions. The maximum plant uncertaintyl is shown
in Fig. 12. This uncertainty was used later in the design of
robust feedback controllers. The uncertainty of the feedback
path in the feedforward system was analyzed in a similar
way to that of the plant of the feedback system. It was found
to be relatively small, and did not affect the stability or per-
formance of the feedforward system. It was therefore ne-
glected in the design presented below.

FIG. 10. The power spectral density of the disturbance signal.

FIG. 11. The frequency response of feedback plant.~a! Magnitude; ~b!
phase.
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III. RESULTS

The data as measured using the experimental setup was
used in the design of the controllers as described in Sec. I.
The performance of the various controllers was then pre-
dicted using simulations with the measured data, where the
optimal controllers were calculated for each different pri-
mary source position. Figure 13 shows the overall attenua-
tion of the resulting feedforward, feedback, and combined
systems, as a function of primary source location. As can be
seen, the performance of the feedback controller is similar
for all primary source locations, while the feedforward sys-
tem performs well only when the primary source is located
in the direction of the reference microphone. The combined
system, however, performs better than both the feedback and
the feedforward systems, and is therefore advantageous in
this case.

The optimal feedback controller, as presented in Sec. I,
depends only on the disturbance power spectrum, measured
at the error microphone, which was similar for the various

primary source positions, which explains why the perfor-
mance was relatively independent of the primary source po-
sition. The performance of the feedback system was, how-
ever, limited by the delay of the plant, which was about 2.4
ms in this case, since the optimal filter has to perform a
prediction of the narrow band disturbance. The performance
of the feedforward controller, however, depended signifi-
cantly on the position of the primary source. As described in
Sec. I, the computation of the feedforward controller de-
pends not only on the power spectrum of the disturbance, but
also on the cross correlation between the output of the two
microphones@see Eq.~7!#. A simple interpretation of the
effect of this cross-correlation term is that good performance
is achieved as long as the acoustic delay of the primary dis-
turbance, from the reference microphone to the error micro-
phone, is longer than the electronic delay of the feedback
plant, or error path, assuming the loudspeaker and error mi-
crophone are colocated.14 The acoustic delay can be calcu-
lated using the geometric scheme in Fig. 14. Here,l 1 repre-
sents the distance between the primary source and reference
microphone,l 2 represents the distance between the primary
source and the error microphone, andu represents the angle
between the primary source and the error microphone, as
illustrated in Fig. 14. The distance between the reference
microphone and the error microphone was 1 m,l 2 was 1.3 m,
and l 1 increased asu increased. It was found that at a pri-
mary source position of 21 degrees, the acoustic delay cal-
culated by (l 22 l 1)/c0 , wherec0 is the speed of sound, was
equivalent to the delay of the plant, which was about 2.4 ms.
Beyond this angle, the optimal controller would be noncausal
and will require to perform prediction. Indeed, Fig. 13 shows
that for angles above 21 degrees, the performance of the
feedforward system does drop, although gradually, since
some prediction of the narrow-band disturbance is still pos-
sible.

Figure 13 also shows that the performance of the feed-
forward controller is equal to that of the feedback controller
for a primary source position of about 67 degrees. Since the
feedback controller was shown to be equivalent to a feedfor-
ward controller with a reference signal equal to the distur-
bance signal@see Sec. I B#, it is expected that both control-
lers will have similar performance when these two signals

FIG. 12. The multiplicative uncertainty bound of the feedback plant calcu-
lated as maxp up(v)/p0(v)21u.

FIG. 13. The variation of noise attenuation with the angle of the primary
source for the feedforward system, feedback system, and combined system.
Feedforward system~---!; feedback system~-.-.-.!; combined system
~———!.

FIG. 14. The geometric arrangement of the primary source relative to the
microphone positions.
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are similar. This will occur whenl 15 l 2 in Fig. 14, in which
caseu567 degrees. This results is in agreement with the
attenuation values presented in Fig. 13.

Figure 13 shows that the combined feedback–
feedforward system always performed as well as either sys-
tems when operated independently. At a source position of 0
degrees, the combined system thus had a predominantly
‘‘feedforward’’ nature, while at source position of 180 de-
grees it had more ‘‘feedback’’ nature. Therefore, by using
the combined system approach, one does not need to decide
in advance whether to use feedback or feedforward control,
but the design process, which takes account of the primary
sound field conditions, determines the best configuration.

It is interesting to note that the combined system actu-
ally performed somewhat better than the feedforward system
for primary source angle near 0 degrees. The power spectral
density of the disturbance before and after control was cal-
culated at 0 degrees for the feedback system, feedforward
system, and combined system, and is presented in Fig.
15~a!–~c!, respectively. The overall attenuation was 8.4 dB
for the feedback system, 23.4 dB for the feedforward system,
and 26.5 dB for the combined system. In this case the power
spectral density of the disturbance after control with the
combined system was more uniform than that with the feed-
forward system. The improvement of the combined system
over the feedforward system in this case can be explained by
the fact that the performance of the feedforward system is
limited by the coherence between the disturbance signal and
the filtered reference signal, which is dependent on the exact
excitation frequency and source and microphone positions in
the room, and can be poor for some excitation frequencies in
any particular geometry. This leads to the rather peaky na-
ture of the residual disturbance for the feedforward controller
observed in Fig. 15~b!. The feedback controller alone is able
to suppress spectral peaks in the disturbance by predicting
their waveform, even though the level of suppression is lim-
ited by the delay in the plant, as shown in Fig. 15~a!. The
feedback part of the combined controller is therefore able to
suppress the relatively narrow spectral peaks in the residual
spectrum of the feedforward controller to give the more uni-
form residual spectrum shown in Fig. 15~c!, and hence
achieve a further 3.1 dB of overall attenuation.

The effect of the primary source position on the perfor-
mance of the combined system was also investigated for
fixed feedback and feedforward control filters, i.e., control
filters which did not vary as a function of source location.
The feedback and feedforward control filters in the combined
system were set to the average value over all source posi-
tions. Figure 16 shows the noise attenuation curves of the
combined system with varying and fixed feedback and feed-
forward control filters. From Fig. 16 it is clear that the per-
formance of the combined system with a fixed feedback con-
trol filter and a varying feedforward control filter is similar to
that with both control filters varying. However, the perfor-
mance is poor when both the feedforward and feedback con-
trol filters are fixed. This is because the optimal feedforward
control filter in the combined system depends significantly
on source position, whereas the optimal feedback filter does
not as argued above. Therefore, a practical combined

feedback–feedforward system could be implemented using a
fixed, analog, or digital feedback controller part, and an
adaptive feedforward controller part, using the filtered-x
LMS algorithm, for example.15

IV. CONCLUSION

In this paper a combined feedback–feedforward active
noise control has been suggested for situations in which the
location and directivity of the primary sources are not
known. Optimal feedforward, feedback, and combined con-
trollers have been designed for the active control of sound in
a room with various primary source locations. The design of
the optimal feedback controller included robust stability and
thus the predictions of performance are felt to be realistic in
representing a practical control system. It has been shown
that in this case a combined feedback–feedforward system

FIG. 15. The power spectral density of the disturbance, before control~-.-.-.!
and after control~———!. ~a! The feedback system;~b! the feedforward
system; and~c! the combined system with the primary source at 0 degrees.
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performs better than either a separate feedback or a separate
feedforward system. The use of the combined system avoids
the need to decide in advance between these two configura-
tions. It has also been found that the optimal design of the
feedforward controller is very dependent on primary source
position, whereas that of the feedback controller is not.

A practical combined system could thus be designed
with a fixed feedback controller part, and an adaptive feed-
forward controller part, which ‘‘tracks’’ primary source lo-
cation. The real-time implementation of a combined system,
and the use of other multi-input–multi-output~MIMO ! de-
sign techniques to obtain robust stability in the combined
system are suggested for future research.
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Sound exposure level of railway bridge noise
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A train is considered to be a homogeneous line source; therefore, the concept of the linear density
of the A-weighted sound power,WA , is used. The process of noise generation on a bridge is
characterized by the product,a•WA , and that beyond a bridge byb•WA , where a@b.
Geometrical spreading is considered to be the only wave phenomena that governs noise
propagation. The theory presented here requires measurements at two locations in the vicinity of the
bridge in question and makes possible the calculation of the sound exposure level,LAE . The
obtained experimental values are consistent with the theoretical values. ©1998 Acoustical Society
of America.@S0001-4966~98!05312-0#

PACS numbers: 43.50.Lj, 43.50.Vt@MRS#

INTRODUCTION

For common rolling stock at speeds less than 250@km/
h#, the main source of noise is wheel–rail interaction, i.e.,
rolling noise.1 The time history of noise from a train indi-
cates that at the perpendicular distance from the track ex-
ceeding 10@m#, the model of the line of incoherent point
sources with dipole directivity can be used.2–4 Due to the
uniformity of the line source, the concept of the linear den-
sity of the A-weighted sound power,WA , expressed in Watts
per meter, is applied. The increase in noise due to a bridge is
caused principally by noise emission from the bridge struc-
ture itself.5–7 We assume the bridge increases the linear den-
sity of the A-weighted sound power,WA→a•WA .

In an open space, noise propagation is governed by geo-
metrical spreading, ground effect, refraction, air absorption,
and turbulence.8 During a sunny and windy day, turbulence
destroys the coherent interference between the direct and re-
flected waves.9,10 So, when the train is on an embankment or
at-grade, the only result of the ground effect is the virtual
change of sound power due to the noise reflection from the
ballast bed beneath the train,WA→b•WA .

The train noise due to a single passby can be assessed in
terms of the sound exposure level,

LAE510 lgH E

p0
2t0

J , ~1!

where p0520mPa andt051 s. The sound exposure,E, is
given by an integral of the A-weighted squared sound pres-
sure,

E5E
2`

1`

pA
2 ~ t !dt. ~2!

Within 100 @m# from the track, under the circumstances
mentioned above,LAE depends mostly on geometrical
spreading, which is described in Sec. I. We consider two
cases. The general case, with noise reaching the receiver

from the whole track, i.e., from two track segments on both
sides of the bridge, and the bridge itself. In the special case,
we assume one track segment passes through an urban area.
Thus, the main contribution to noise at the receiver is made
by the train on the bridge and on the second segment of the
track. In Sec. II we study the noise increment due to the
bridge, and in Sec. III we demonstrate how to assess the
accuracy of noise prediction. Finally, in Sec. IV, comparison
between the predicted values of the sound exposure level and
the experimental results is made.

I. THEORY

When a unit length line source (l 051 m) of dipole di-
rectivity is on a bridge, the A-weighted squared sound pres-
sure is given by11,12

pAb
2 5

3

4p

a•WAl 0rc

r 2 cos2 Q, ~3!

whereQ denotes the angle between the source–receiver line
and they axis ~Fig. 1!, the product,WA• l 0 , expresses the
A-weighted sound power,rc is the characteristic impedance
of air, and r is the source–receiver distance. In the above
equationa@1 accounts for the noise enhancement due to the
bridge structure. For the unit length line source on an em-
bankment or at-grade, we write,

pAe
2 5

3

4p

b•WAl 0rc

r 2 cos2 Q, ~4!

whereb describes the noise reflection from the ballast bed.
The A-weighted sound power,WAl 0 , is assumed to be con-
stant when on the bridge and also constant when on the
embankment. This is not always valid, e.g., when train is on
jointed track. The objective of this study, however, is not the
time history of noise,LA(t), but the numerical value of the
sound exposure level,LAE .

Assuming the train moves with a steady speed,V, along
the x axis, we introduce the new variable,F5tan21(Vt/y)
~Fig. 2!. For nearly horizontal propagation close to the

a!On leave from: Institute of Acoustics, A. Mickiewicz University, 60-
769 Poznan, Matejki 48, Poland.
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ground surfacex2y, we can write Q'F ~Figs. 1, 2!.
Hence, the sound exposure for the train of length,l, is given
by11,12

E5
yl

Vl0
E

2p/2

1p/2 pA
2~F!dF

cos2 F
, ~5!

wherey is the perpendicular distance between the track and
receiver,O. Figure 2 illustrates the relationship betweeny
and the horizontal distance,d5y/cosF.

A. General case

The noise event related to a single passby consists of
three parts: train motion on the left-hand side of the bridge
from x52` to x52L, then comes the bridge crossing
from x52L to x50, and finally, the train motion along the
track segment on the right-hand side of the bridge fromx
50 to x51`. Thus, the sound exposure is~Fig. 3!

E5
yl

Vl0
F E

2p/2

F1 pAe
2 dF

cos2 F
1E

F1

F2 pAb
2 dF

cos2 F

1E
F2

p/2 pAe
2 dF

cos2 F G . ~6!

From Eqs.~1! and~6!, the formula for calculating the sound
exposure level becomes

LAE5Lm110 lgH 3l 0

8y
@11~m21!•R~x,y!#J , ~7!

wherem5a/b is thebridge coefficientand

R5
1

p F tan21S x1L

y D2tan21S x

yD1
~x1L !y

~x1L !21y2

2
xy

x21y2G ~8!

quantifies the influence of the bridge length,L, and its loca-
tion in respect to the receiver,O(x,y). For example,R tends
to zero when the bridge is short as compared with the longi-
tudinal distance (L!x), the receiver is far away from the
bridge (uxu@L and/or uyu@L! or close to the track (uyu!
uxu). If x52L/2 and uyu!L/2, the value ofR achieves the
maximal value of 1. The first term of Eq.~7!,

Lm510 logH b
m

m0
J , ~9!

expresses thesound energy density level, where the ratio of
the train power,WA• l , and the train speed,V,

m5
WA• l

V
, ~10!

has the dimensions of Joules per meter. Therefore,m can be
interpreted as the linear density of sound energy. The refer-
ence quantity is defined bym05W0 /V0 , where W0

510212 W andV051 @m/s#.
Both free parameters of the model, i.e., the bridge coef-

ficient, m, and the sound energy density level,Lm , can be
estimated from two simultaneous measurements of the sound
exposure level,LAE , at longitudinal distances,x5x1 and x
5x2 , with the same perpendicular distance,y5D ~Fig. 4!.
Considering Eq.~7! as a theoretical prediction with two ad-
justable parameters, we arrive at

m5
12k

k•R~x2 ,D !2R~x1 ,D !
11, ~11!

where the quantity,

k510@LAE~x1!2LAE~x2!#/10, ~12!

is readily measured. By substitutingx5x1 , y5D, LAE

5LAE(x1), and bridge coefficient,m, into Eq.~7!, the sound
energy density level,Lm , is obtained. Both values ofm and
Lm depend on the rolling stock, the method of joining the rail

FIG. 1. Noise generation by a unit length line source (l 051 m) with maxi-
mum radiation along they axis.

FIG. 2. Location of the unit length line source,S, is determined by the
perpendicular distance,y, and the angle,F.

FIG. 3. Location of the bridge of length,L, is determined by the angles,F1 ,
andF2 .
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~welded or bolted!, the type of track system~wood ties with
or without ballast, concrete slab, steel plate deck, etc.!, the
construction of the bridge, and the train speed.13,14

B. Special case

When the left-hand side segment of the track,x,2L
~Fig. 3!, is shielded by buildings~urban area!, noise from the
track segment, (2p/2,F1), can be neglected@Eq. ~6!#. Thus,
the sound exposure can be calculated from,

E'
yl

Vl0
F E

F1

F2 pAb
2 dF

cos2 F
1E

F2

p/2 pAe
2 dF

cos2 F G . ~13!

Proceeding along the lines analogous to those in derivation
of Eq. ~7! we arrive at

LAE5Lm110 logH 3l 0

8y
@S~x,y!1m•R~x,y!#J , ~14!

where the functionR(x,y) is defined by Eq.~8! and

S~x,y!5
1

2
1

1

p F tan21S x

yD1
xy

x21y2G ~15!

describes the noise contribution from the track segment lo-
cated on the right-hand side of the bridge,x.0 ~Fig. 3!.
Close to the track,uyu!uxu, we getS→1 andR→0, which
means that noise radiation from the bridge is negligible.

The bridge coefficientm can be calculated from,

m5
S~x1 ,D !2k•S~x2 ,D !

k•R~x2 ,D !2R~x1 ,D !
, ~16!

wherek is determined by Eq.~12!. One can findLm by sub-
stituting x5x1 , y5D, LAE5LAE(x1) andm into Eq. ~14!.

II. BRIDGE COMPONENT OF NOISE

A. General case

Equation~7! yields the sound exposure level,LAE , for
the train moving fromx52` to x51`, and, in the pro-
cess, traversing the bridge. LetLAE

(e) be the sound exposure
level of noise from the same train on a plain track,2`,x
,1`, as if the bridge were absent. Fora5b @Eqs.~3!, ~4!#
we get the bridge coefficient,m51, and Eq.~7! simplifies to
the form,

LAE
~e!5Lm110 lgH 3l 0

8y J . ~17!

The difference,DL5LAE2LAE
(e) , gives the noise increase

due to the bridge itself,

DL510 lg$11~m21!•R~x,y!%, ~18!

whereR(x,y) is defined by Eq.~8!. It is seen that the noise
increase is a function of location~x,y!. Far away from the
bridge, uxu@L and/or uyu@L, and close to the track,uyu
!uxu, the bridge influence decreases,R→0, and the above
equation yields,DL→0. Whenx52L/2 and uyu!L/2, the
value of R tends to 1 and we obtain the maximal noise in-
crease,

DLmax510 lg$m%. ~19!

B. Special case

When noise produced by the bridge and only one track
segment,x.0 ~Fig. 3! reaches the receiver, the sound expo-
sure level,LAE , can be calculated from Eq.~14!. If the pro-
cess of noise generation is identical on the track and on the
bridge,m51, then Eq.~14! takes the form

LAE
~e!5Lm110 lgH 3l 0

8y
@S~x,y!1R~x,y!#J , ~20!

and the noise increase caused by the bridge is@Eqs. ~14!,
~20!#

DL510 lgH S~x,y!1m•R~x,y!

S~x,y!1R~x,y! J . ~21!

Here R(x,y) and S(x,y) are defined by Eqs.~8! and ~15!,
respectively. Similar to the general case considered above,
far away from the bridge and close to the track (R→0), we
get,DL→0. When the receiver is opposite to the bridge end
(x50, uyu!L/2!, the noise increase due to the bridge is,

DL* 510 lg$m11%23. ~22!

The value ofDL* shall be calculated in Sec. IV.

III. PREDICTION ACCURACY

We consider the standard deviation of the sound expo-
sure level,sL , as the measure of prediction accuracy. Owing
to differences among the cars, varying number of cars, and
different speeds, the bridge coefficient,m, and the sound
energy density level,Lm , are random. As a result, the sound
exposure level,LAE , is different for each train. Introducing
the means,m̄, L̄m , andL̄AE , we write for thej -th train,

mj5m̄1dmj , Lm j5L̄m1dLm j ,

and

LAEj5L̄AE1dLAEj . ~23!

If ^u& denotes an averaging operation with respect tou for
j 51,2,...,N trains, then the variance of the sound exposure
level is,

sL
25^@LAE2L̄AE#2&. ~24!

FIG. 4. Scenario ofLAE measurements close to the track: both microphones
at the same perpendicular distance,D, and the same height,z0 .
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Assuming that fluctuations of the bridge coefficient,m, and
the sound energy density level,Lm , are small,

udmu!m̄, ud l mu!L̄m , ~25!

the relationship@Eqs.~7!, ~14!#

LAE5 f ~Lm ,m!, ~26!

yields the average,

L̄AE5 f ~ L̄m ,m̄!, ~27!

and the variance of the sound exposure level,

sL
25S ] f

]Lm
D 2

sm
2 12

] f

]Lm
•

] f

]m
smm1S ] f

]mD 2

sm
2 . ~28!

Here the variances and the covariance ofLm and m are de-
fined as follows:

sm
2 5^@Lm2L̄m#2&, sm

2 5^@m2m̄#2&,
~29!

smm5^@Lm2L̄m#•@m2m̄#&.

Now we illustrate application of the above equations.

A. General case

When noise contribution is made by the bridge and both
track segments on its right- and left-hand sides, combination
of Eqs.~7!, ~27!, and~28! yields the average sound exposure,

L̄AE5L̄m110 lgH 3l 0

8y
@11~m̄21!•R~x,y!#J , ~30!

and its standard deviation,

sL5Asm
2 1

20

ln 10
•

R

11~m̄21!R
smm1F 10

ln 10
•

R

11~m̄21!RG2

sm
2 , ~31!

where ln 10'2.30. The above equations hold at any longitu-
dinal distance,2`,x,1`. Refraction and air attenuation
must not be neglected at a distance exceeding 100@m#. On
the other hand, at the distancey,10 @m#, a train cannot be
modeled by a line source. Therefore, the perpendicular dis-
tance of the receiver has to fulfill the condition, 10,y
,100@m#.

When uxu@L andR→0 @Eq. ~8!#, we getsL5sm , i.e.,
standard deviation of the sound exposure level,LAE , equal to
the standard deviation of the sound energy density level,Lm .
Close to the bridge end (x50, uyu!L/2! with R→1/2, S
→1/2, Eq.~31! yields the standard deviation,

sL'Asm
2 1

8.68

m̄11
smm1

18.9

~m̄11!2 sm
2 . ~32!

B. Special case

When noise from the left-hand side of the bridge,x
,2L, is suppressed by buildings or any other obstacles, the
average sound exposure level and its standard deviation can
be calculated from@Eqs.~14!, ~27!, ~28!#,

L̄AE5L̄m110 lgH 3l 0

8y
@S~x,y!1m̄•R~x,y!#J , ~33!

and

sL5Asm
2 1

20

ln 10
•

R

S1m̄R
smm1F 10

ln 10
•

R

S1m̄RG2

sm
2 .

~34!

Because of noise reflection and scattering from buildings
along the track segment,x,2L, the above equations can be
applied when2L,x,1` and 10,y,100@m#. Similar to
the general case, withuxu@L and R→0, S→1/2 @Eqs. ~8!,
~15!#, the above equation yieldssL5sm . Close to the bridge

end (x50, uyu!L/2!, with R→1/2 andS→1/2, the standard
deviation,sL achieves the value given by Eq.~32!.

IV. MEASUREMENTS AND CALCULATIONS

Close to the Nishitetsu Bridge Line, the north bank of
the Nakagawa River in Fukuoka~Japan! is an urban area
with relatively high buildings, so the conditions suits to the
special case~B! analyzed in previous sections.

Measurements were performed over ten days in summer,
1996. The bridge of length,L5141@m#, is made of four
parallel girders, supported by nine concrete columns, on to
which wooden sleepers are placed. To obtain the sound ex-
posure levels,LAE(x1) andLAE(x2), two microphones were
located at the height,z051.2 @m#, above the ground surface
at the perpendicular distance,D514 @m#, from the center of
the nearest track. The height of the embankment was 1.3@m#.
In order to separate the bridge noise component from that of
the train on the embankment, measurements were made close
to the bridge end (x150) with large value ofR @Eq. ~8!# and
in front of the embankment (x2550 m) with small value of
R ~see Fig. 4!. To verify the prediction of the model, a third
measurement ofL̃AE was made at the study point,x̃50 and
ỹ564 m.

We measured noise of 249 train passages. For each train,
the value of the sound energy density level,Lm , and the
bridge coefficient,m, were estimated@Eqs. ~14!, ~16!#. The
bridge coefficient is independent of the train speed,V ~Fig.
5!. The variance issm

2 526.9 and the average ism̄'17.1, so
the noise increase due to the bridge does not exceedDL*
'10 dB @Eq. ~22!#.

The sound energy density level,Lm , increases with the
train velocity,V ~Fig. 6!,

Lm516.2 lg$V/V0%184.7, V051 @m/s#. ~35!
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The above equation is typical of speed dependence found for
train noise.2 The variation and the covariance calculated
from Eq. ~29! aresm

2 53.70 andsmm524.95, respectively.
To validate the theory, we used the numerical values of

Lm andm for each train, and predicted the sound exposure,
LAE* , for the study point,x̃50, ỹ564 m @Eqs. ~8!, ~14!,
~15!#. The measured,L̃AE , and predicted,LAE* , sound expo-
sure levels at the study point are shown in Fig. 7. The diag-
onal line indicates the ideal relationship between the two
levels in which the prediction would correspond exactly to
the measured value. The difference,LAE* 2L̃AE , ranges from
an underprediction of22.6 dB to an overprediction of12.5
dB. The mean error for 249 measurements is20.45 dB, and
the standard deviations iss̃L51.2 dB. Now, making use of
Eq. ~32! with m̄517.1, sm

2 540.7, sm
2 53.74, and smm

524.95, we calculated the standard deviation of the sound
exposure level:sL* 51.7 dB. The theory yields a relatively
good prediction model.

Finally, for the bridge under consideration, with the re-
ceiver location given by, 2L,x,1` and 10,y
,100@m#, the mean value of the sound exposure level can
be calculated from@Eqs.~34!, ~35!#

L̄AE510 logH 3l 0

8y
@S~x,y!117.4•R~x,y!#J

116.2• lgH V

V0
J 184.7 dB, ~36!

where the functionsR(x,y) andS(x,y) are defined by Eqs.
~8!, ~15! and the bridge length,L5141@m#. The standard
deviation ofLAE should be less than 2 dB.

V. CONCLUSIONS

When noise comes from the bridge and both segments of
track,x,2L andx.0 ~Fig. 3!, the average sound exposure
level,LAE , is determined by Eq.~30!. When one of the track
segments is screened by buildings or any other obstacles, we
can apply Eq.~33!. In the general and special cases, Eq.~32!
yields the standard deviation ofLAE prediction.

Equations~30! and ~33! hold for the perpendicular dis-
tance, 10,y,100@m#, while a slight wind and/or thermal
radiation induce atmospheric turbulence. The above equa-
tions were derived with the following assumptions:

d turbulence destroys the coherent interference between the
direct and ground reflected waves,

d a train is modeled by a uniform line source with dipole
directivity and the linear density of the A-weighted sound
power,WA ,

d the products,a•WA , andb•WA , describe the process of
noise generation on a bridge and beyond the bridge, re-
spectively, where the ratio,m5a/b, defines the bridge
parameter.

Relatively good agreement between theory and experiment
were obtained~Sec. IV!. Because the theory validation was
performed at a single point, the further measurements are
necessary.
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Exposure-response relationships for transportation noise
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This article presents synthesis curves for the relationship between DNL and percentage highly
annoyed for three transportation noise sources. The results are based on all 21 datasets examined by
Schultz @J. Acoust. Soc. Am.64, 377–405~1978!# and Fidell et al. @J. Acoust. Soc. Am.89,
221–233~1991!# for which acceptable DNL and percentage highly annoyed measure could be
derived, augmented with 34 datasets. Separate, nonidentical curves were found for aircraft, road
traffic, and railway noise. A difference between sources was found using data for all studies
combined and for only those studies in which respondents evaluated two sources. The latter
outcome strengthens the conclusion that the differences between sources cannot be explained by
differences in study methodology. ©1998 Acoustical Society of America.
@S0001-4966~98!02012-8#

PACS numbers: 43.50.Qp, 43.50.Sr@MRS#

INTRODUCTION

Annoyance and sleep disturbance are the most important
health effects of environmental noise exposures if DNL is
below 70 dB. This can be concluded from two extensive
overviews prepared by an international committee of the
Health Council of the Netherlands~Gezondheidsraad, 1994!
and by Berglund and Lindvall~1995!. The range below 70
dB is usually considered when noise limits are established.
Therefore, information about the relationships between expo-
sure on the one hand, and annoyance and sleep disturbance,
on the other hand, is very relevant for the evaluation of en-
vironmental noise.

Sleep disturbancehas been quantified with various pa-
rameters, such as the number of EEG awakenings, the num-
ber of sleep stage changes, but also, for example, on the basis
of the self-reported sleep disturbance. Research conducted so
far does not provide sufficient evidence for quantitative
statements about the relationship between noise exposure
during sleep and sleep disturbance parameters. An attempt
~Pearsonset al., 1989! to integrate results from various stud-
ies on noise-induced awakenings has shown great variability,
and also a large difference between results from laboratory
and from field studies. Since then several new studies have
been initiated so that future overviews may reveal more defi-
nite quantitative results.

This paper concernsannoyancedue to environmental
noise. Existing data will be reanalyzed to establish functions
which summarize the relationship between annoyance expe-
rienced in and around the house and the incident noise at the
most exposed facade in steady state situations.

We use the term ‘‘dataset’’ for the data with respect to a
single noise source~aircraft, road traffic, or railway! from a
single survey. In datasets derived from the same survey, the
exposure and effect variables related to the noise source have
different values in each dataset while others variables, e.g.,
characterizing the respondent or his dwelling, have identical
values in each dataset. Note that more datasets are only de-

rived from a single survey when more than one noise source
is evaluated.

Table I gives an overview of the datasets that are used in
the present synthesis. Each dataset is identified by its code
from Fields’ catalogue of noise annoyance surveys~Fields,
1994b!. The datasets marked with an asterisk were also in-
cluded in the synthesis of Fidellet al. ~1991!. The 55
datasets in the present synthesis encompass information for a
total of 63 969 respondents~counting respondents twice if
they appear in two datasets!. They are derived from 45 sur-
veys with a total of 58 065 respondents. Only respondents
for whom DNL and an annoyance response are available are
counted.

Results from previous analyses on a part of the dataset
have been reported at the ICBEN conference in Nice by
Miedema ~1993!. Before our synthesis is discussed, some
previous syntheses will be reviewed.

I. STATE OF THE ART

Several authors~e.g., Alexandre, 1973; Finkeet al.,
1980, pp. 248–252; Fields and Walker, 1982! have at-
tempted to integrate results from individual exposure-
response studies. However, most publications used only a
limited number of studies, or did not pay much attention to
the comparability of the definition of variables in different
studies. Alexandre~1973! included five aircraft noise studies,
Finke et al. ~1980! included nine road traffic studies, and
Fields and Walker~1982! compared six studies~one on rail-
way, two on road traffic, and three on aircraft!.

A very influential attempt that included many more stud-
ies was Schultz’s synthesis~Schultz, 1978!. His paper was
followed by an intense discussion between Schultz and
Kryter ~Schultz, 1982; Kryter, 1982, 1983!. In his 1978 ar-
ticle Schultz discussed 24 noise annoyance surveys carried
out in several countries. These investigations concerned air-
craft, road traffic, and railway noise. In an attempt to make
the investigations comparable, Schultz used the available
data to estimate a common noise measure and a commona!Electronic mail: HME.Miedema@pg.tno.nl
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TABLE I. Datasets included in analyses in this paper. There are 45 surveys included with a total of 58 065 respondents. From these surveys 55 datasets are
derived with a total 63 969 respondents, counting respondents twice if they appear in two datasets. Our count of surveys is based on Fields~1994b! catalogue.
A study is counted as a separate survey if it is assigned there a separate code. This leads to small differences between our counts of surveys and counts based
on the grouping in Schultz~1978! or Fidell et al. ~1991!.

Number of respondents
Fields’ code Name of the survey ~for this source!

Aircraft
AUL-210 Australian Five Airport Survey~1980! 3288
CAN-168 Canadian National Community Noise Survey~1979! 631
FRA-016 French Four-Airport Noise Study~1965! 2000
FRA-239 French Combined Aircraft/Road Traffic Survey~1984! 565
NET-240 Schiphol Combined Aircraft/Road Traffic Survey~1984! 573
NOR-311 Oslo Airport Survey~1989! 1548
NOR-328 Bodo Military Aircraft Exercise Study~1991–1992! 702
NOR-366 Vaernes Military Aircraft Exercise Study~1990–1991! 391
SWE-035 Scandinavian Nine-Airport Noise Study~1969, 1970, 71, 72, 74, 76! 1662
SWI-053 Swiss Three-City Noise Survey~1971! 3934
UKD-024 Heathrow Aircraft Noise Survey~1967! 4515
UKD-242 Heathrow Combined Aircraft/Road Traffic Survey~1982! 1993
UKD-238 Glasgow Combined Aircraft/Road Traffic Survey~1984! 598
USA-022 U.S.A. Four-Airport Survey~phase 1 of Tracor Survey! ~1967! 3499
USA-032 U.S.A. Three-Airport Survey~phase II of Tracor Survey! ~1969! 2828
USA-044 U.S.A. Small City Airports~small City Tracor Survey! ~1970! 1954
USA-082 LAX Airport Noise Study~1973! 702
USA-203 Burbank Aircraft Noise Change Study~1979! 924
USA-204 John Wayne Airport Operation Study~1981! 1033
USA-338 U.S.A. 7-Air Force Base Study~1981! 874

Total Aircraft ~20 datasets! 34 214

Road Traffic
CAN-120 Western Ontario University Traffic Noise Survey~1975! 1149
CAN-121 Southern Ontario Community Survey~1975/1976! 1304
CAN-168 Canadian National Community Noise Survey~1979! 568
BEL-122 Antwerp Traffic Noise Survey~1975! 896
BEL-137 Brussels Traffic Noise Survey~1976! 297
FRA-092 French Ten-City Traffic Noise Survey~1973/1975! 975
FRA-239 French Combined Aircraft/Road Traffic Survey~1984! 524
FRA-364 French 18-site Time of Day Study~1993/1994! 895
GER-192 German Road/Railway Noise Comparison Study~1978/1981! 1649
GER-372 Ratingen-Dusseldorf Road Traffic/Aircraft Survey~1985/1986! 559
GER-373 Ratingen Road Traffic/Aircraft Study~1987! 440
NET-106 Dordrecht Home Sound Insulation Study~1974! 420
NET-240 Schiphol Combined Aircraft/Road Traffic Survey~1984! 473
NET-258 Amsterdam Home Sound Insulation Study~1975! 365
NET-276 Netherlands Tram and Road Traffic Noise Survey~1993! 697
NET-361 Netherlands Environmental Pollution Annoyance Survey~1983! 880
NET-362 Amhem Road Traffic Study~1984! 293
SWE-142 Stockholm, Visby, Gothenburg Traffic Noise Study~1976! 811
SWE-165 Gothenburg Tramway Noise Survey~1976! 464
SWI-053 Swiss Three-City Noise Survey~1971! 945
SWI-173 Zurich Time-of Day Survey~1978! 1371
UKD-071 B.R.S. London Traffic Noise Survey~1972! 2903
UKD-072 English Road Traffic Survey~1972! 1043
UKD-157 London Area Panel Survey~1977/1978! 364
UKD-242 Heathrow Combined Aircraft/Road Traffic Survey~1982! 410
UKD-238 Glasgow Combined Aircraft/Road Traffic Survey~1984! 536

Total Road Traffic~26 datasets! 21 228

Railway
FRA-063 Paris Area Railway Noise Survey~1972! 334
GER-192 German Road/Railway Noise Comparison Study~1978/1981! 1648
NET-153 Netherlands Railway Noise Survey~1977! 671
NET-276 Netherlands Tram and Road Traffic Noise Survey~1983! 265
NET-361 Netherlands Environmental Pollution Annoyance Survey~1993! 71
SWE-165 Gothenburg Tramway Noise Survey~1976! 464
SWE-228 Swedish Railway Study~1978–1980! 856
SWE-365 Swedish 15-site Railway Study~1992–1993! 2833
UKD-116 British National Railway Noise Survey~1975/1976! 1385

Total Railway~9 datasets! 8527
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annoyance measure, namely, DNL and the percentage of re-
spondents who could be considered to be highly annoyed.

For each of the investigations he drew a curve showing
the percentage highly annoyed persons as a function of DNL
~Schultz, 1978, Figs. 1 and 2!. On the basis of 11 individual
‘‘clustering’’ surveys he synthesized a single curve as the
‘‘best currently available estimate of public annoyance due
to transportation noise of all kinds.’’ Eight ‘‘nonclustering’’
surveys were not included in the synthesis. Five surveys
were obtained after the analyses and discussed in an adden-
dum. They were not included in the synthesis.

Kryter ~1982! cast doubt on the adequacy of the synthe-
sized curve. Most important are his comments with respect
to the criteria used for excluding investigations when draw-
ing up the synthesized curve, the definitions of the percent-
age highly annoyed persons for the different investigations,
and the methods used to estimate DNL from the data.

Kryter argued that for ground traffic~i.e., road and rail
traffic! and air traffic separate, nonidentical curves give a
significantly better representation of the data used by Schultz
~Kryter, 1982, Fig. 11!. According to Kryter, for a given
DNL the annoyance due to aircraft lies above the level speci-
fied by the synthesized curve, whereas the annoyance due to
ground transportation noise lies below that level. The argu-
ment between Kryter and Schultz regarding the adequacy of
a single curve for transportation noise did not lead to agree-
ment between them.

Fidell et al. ~1991! extended the original compilation of
Schultz and arrived at substantially the same curve. Their
curve was based on 26 datasets: the 11 datasets Schultz
~1978! used as a basis for his synthesis curve, 4 of the 5
datasets which he discussed in his addendum, and 11 addi-
tional datasets. Although their additional data appear to sup-
port Kryter’s point that at the same exposure level aircraft
noise is more annoying than ground transportation noise, the
authors ignored the discussion with Kryter in which this
point was brought forward.

Fields ~1994a! reviewed the abovementioned original
and updated synthesis. Although his review was not con-
ducted with the objective of identifying errors in the data, ‘‘a
few major errors and a large number of minor inaccuracies
have been identified’’~cf. his Sec. 2.5!. Fields criticizes,
among others, the selection process of studies for the synthe-
sis ~cf. his Secs. 3.4 and 3.5!, weaknesses in the data in-
cluded in the synthesis~cf. his Sec. 3.8!, the comparability of
the determination of the percentage highly annoyed for dif-
ferent studies~cf. his Sec. 4.1!, and the assignment of equal
weights to datapoints that represent different numbers of
cases~cf. his Sec. 4.2!. The scope of the problems will be
illustrated in Sec. III. The overall conclusion that can be
drawn from Fields’ review is that much can be improved in
the process of establishing synthesis curves.

This article presents a synthesis based on all studies ex-
amined by Schultz~1978! and Fidellet al. ~1991! for which
DNL and percentage highly annoyed meeting certain mini-
mal requirements could be derived, augmented with a num-
ber of additional studies. Consequently, the present synthesis
is more comprehensive. Moreover, the kind of errors and

inaccuracies Fields~1994a! found in the previous syntheses
are avoided.

II. DNL AND PERCENTAGE HIGHLY ANNOYED „%HA…

Following Schultz~1978! and Fidell et al. ~1991!, we
use DNL as a noise exposure measure and percentage highly
annoyed~%HA! as a noise annoyance measure. DNL is a
measure with a night-time penalty of 10 dB calculated from
LAeq for the daytime andLAeq for the night-time:

DNL510 lg~15.10LAeq~7222h!/10

19.10@LAeq~2227h!110#/10!/24 .

The LAeq’s are measured, or calculated with noise propaga-
tion models. As much as possible we derived theLAeq’s for
the incident sound at the most exposed facade of a dwelling
for the one year period preceding a social survey. However,
it is not a common practice to report information on these
aspects of the determination ofLAeq, so that often they were
unknown.

%HA is the percentage of annoyance responses which
exceed a certain cutoff point. To assess the percentage above
a cutoff point, the response alternatives have to be quantified.
This quantification is simplest when the following two as-
sumptions can be made:

d Equal intervals: each category from a set of response al-
ternatives occupies an equal portion of the annoyance con-
tinuum;

d Equal extremes: the extreme~lower and upper! category
boundaries from different sets of annoyance response al-
ternatives coincide.

Quantification of boundaries of annoyance categories based
on the above assumptions are given in Table II. They depend
only on the number of effective categories. The boundary
quantifications are determined as follows:

scoreboundaryi5100i /m,

where m is the number of effective categories andi
50,1,...,m is the rank of the boundary, starting with the
lower boundary of the lowest annoyance category.

To arrive at a percentage responses above a cutoff point
x, a score is assigned to each respondent in the following
way. LetL andU be the quantifications of the lower and the
upper boundary of the category selected by a respondent.
Then the score assigned to the respondent for the calculation
of the percentage is 0 if the respondent chose a category that

TABLE II. Boundary quantifications for different annoyance scales.

Number of effective
categories Boundary quantifications

3 0-33-67-100
4 0-25-50-75-100
5 0-20-40-60-80-100
6 0-17-33-50-67-83-100
7 0-14-28-43-57-72-86-100

10 0-10-20-..-80-90-100
11 0-9-18-..-82-91-100
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is below the cutoff pointx ~i.e.,U,x! and is 1 if the respon-
dent chose a category that is above the cutoff pointx ~i.e.,
x<L!. If the category chosen by the respondent encompasses
the cutoff point~i.e.,L,x<U!, then it is not known whether
this is a response below or above the cutoff point. The score
assigned to these respondents is the probability that the an-
noyance score for the respondent actually is above the cutoff
point, assuming that the annoyance score is uniformly dis-
tributed within a category.

The following example illustrates the above procedure
for the calculation of a percentage annoyed respondents.
Suppose that a ten-point scale is used and that the percentage
annoyed respondents is calculated for a cutoff at 72 on the
scale from 0 to 100. The respondents who chose one of the
seven categories corresponding to relatively low annoyance
are assigned 0 because the upper boundaries of these catego-
ries ~10, 20, 30, 40, 50, 60, and 70, respectively! are below
the cutoff point. Respondents who chose one of the highest
two annoyance categories are assigned 1 because the lower
boundaries of these category~80 and 90, respectively! are
above the cutoff point. The respondents who chose the two
but highest category~with boundaries 70 and 80!, which en-
compasses the cutoff at 72, are assigned (80-72)/(80-70)
50.8.

Schultz~1978! used a cutoff at 72~highest two catego-
ries of seven: see Table II! in his influential synthesis, and he
called the percentage obtained with this cutoff point the per-
centage ‘‘highly annoyed.’’ The interpretation of a percent-
age does not depend on this label, but on the value chosen as
the cutoff point, i.e., 72. We also use the label ‘‘highly an-
noyed,’’ if the cutoff is~sufficiently close! to 72. An advan-
tage of using a cutoff at 72 over lower cutoff values is that
percentages obtained with the cutoff at 72 are less affected
by differences between studies in the usage of a filter ques-
tion ~see Sec. IV!.

III. SURVEYS EXAMINED BY SCHULTZ „1978…, AND
FIDELL et al. „1991…

Schultz~1978! and Fidellet al. ~1991! derived DNL and
percentage highly annoyed~%HA! from a number of studies.
If DNL and %HA satisfy minimal requirements, possibly
after improvements, then a study examined in these publica-
tions is also included in the present synthesis. The minimal
requirements concerning DNL and %HA and the evaluation
of studies with respect to these requirements are discussed
here with the aid of Table III.

Schultz~1978! and Fidellet al. ~1991! gave a short de-
scription of the individual studies they examined and the way
they derived DNL and %HA. The pages where the reader
can find these descriptions are given in the first and second
column of Table III. A description is lacking for one study
~USA-082!. The third column gives the page in Fields
~1994a! where the reader can find a critical discussion of the
study concerned. The fourth column of Table III indicates
for which studies we used the original dataset in our synthe-
sis. For these studies additional information is given in the
next section.

We consider the following requirements concerning
DNL and %HA to be minimal requirements:

d Source specific:DNL and %HA pertain to one and the
same source of transportation noise~aircraft, road traffic,
or railway!;

d General noise annoyance question:%HA is directly de-
rived from the responses to a question about the general
noise annoyance from the source concerned. Thus it is not
based on, e.g., an index constructed from multiple ques-
tions concerning specific disturbances or a ranking of
sources by respondents;

d Consistent cutoff:%HA is derived with a cutoff point suf-
ficiently close to 72 on a scale from 0~no annoyance at
all! to 100 ~very high annoyance!.

A. Source specific

The fifth and seventh columns of Table III indicate
whether DNL and %HA were source specific or not. In one
study ~USA-102! neither DNL nor %HA pertained to a
single transportation noise source; in two other studies DNL
did not pertain to a single source~SWE-142 and USA-301!;
and in four more studies~AUS-093, CAN-121, DEN-075,
and FRA-041! %HA did not pertain to a single transportation
noise source. For this reason all but one of these studies are
excluded from the present synthesis. CAN-121 was not ex-
cluded because we could derive %HA specifically for the
source concerned~road traffic! on the basis of an annoyance
question other than the one used by Schultz~1978!. Thus six
studies had to be excluded on the basis of this criterion.

B. General noise annoyance question

For nine studies in the syntheses~DEN-200, FRA-041,
GER-034, SWE-021, UKD-008, UKD-024, USA-022, USA-
032, and USA-044! %HA is not based on a question about
general noise annoyance, but on an index constructed from
multiple questions concerning among others specific distur-
bances, or it is based on a ranking by respondents~see Table
III, eight column!. There is no clear relation between such a
‘‘%HA’’ and %HA as defined here@or by Schultz~1978! and
Fidell et al. ~1991! themselves#. Therefore these studies had
to be excluded from the present synthesis unless we were
able to derive %HA from a general annoyance question. This
was the case for four studies~UKD-024, USA-022, USA-
032, and USA-044! for which we have the original data.
Thus five studies had to be excluded on the basis of this
criterion.

C. Consistent cutoff

Schultz~1978! chose, in our terminology, 72 on a scale
from 0 ~no annoyance! to 100 ~highest annoyance! as the
cutoff point above which respondents are counted as highly
annoyed. Following Fidellet al. ~1991!, we adopted this con-
vention. For the studies not already excluded on the basis of
the above discussed criteria, we tried to determine %HA with
a cutoff point as close to 72 as possible~see Table III!. If this
led to another cutoff than the cutoff used in the previous
syntheses, this latter point is shown between parentheses. For
five studies~AUS-014, AUS-093, FRA-019, JAP-065, and
USA-250! with a cutoff point very different from 72~60, 50,
50, 50, and between 50 and 60, respectively! we could not
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derive percentages with a cutoff point closer to 72. Because
72 is by convention the cutoff to be used for determining
%HA, we excluded these five studies.

As mentioned above, Fidellet al. ~1991! based their
synthesis curve on 26 datasets, and Schultz~1978! examined

eight additional ‘‘nonclustering’’ datasets and one study in
his addendum which were excluded by them. After improve-
ments we still had to exclude 8 of the 26 datasets that were
included by Fidellet al. ~1991! because they did not meet the
minimal criteria discussed, but we could include four of the

TABLE III. For studies examined by Schultz~1978! and/or Fidellet al. ~1991!, represented by the code assigned to that study by Fields~1994b!, the pages
where they are described or discussed in three publications, an indication whether we used the original individual data, aspects of the DNL and percentage
highly annoyed~%HA! that determine the quality of these measures, the cutoff above which persons were counted as highly annoyed, and the inclusion or
exclusion of the studies. A point ‘.’ means that an aspect is not rated because the study is excluded~on the basis of other aspects!. Ratings for DNL and %HA
used by Schultz~1978! and/or Fidellet al. ~1991! are given between parentheses if they are different.

ID
Fields
~1991!

Page
Schultz
~1978!a

Page
Fidell
et al.

~1991!b

Page
Fields

~1994a:
Appendix

B!c

Original
individual

data
usedd

DNL
source

specifice

DNL
without
relations

other
studiesf

%HA
source

specificg
%HA

generalh
%HA
cutoffi

Dataset
includedj

AUL-210 222 76 1 1 1 1 72 ~80! 1

AUS-014 392 2 . 1? 2 1 1 60 2

AUS-093 400 2 . 1? 2 2 1 50 2

BEL-122,137 401 76,27 2 1 1 1 1 70 1

@daytime#
CAN-121 402 77 1 1 1 1~2! 1 72 ~60! 1

CAN-168 222 77 1 1 1 1 1 72 ~60! 1

road & air
DEN-075 400 77 . 1 .~1! 2 1 .~67! 2~1!
DEN-200 228 77 . 1 .~2! 1 2 .~?! 2~1!
FRA-016 392 78 2 1 2 1 1 72 ~75! 1

FRA-019 394 80 . 1 .~2! 1 1 .~50! 2

FRA-041 395 78 . 1 .~2! 2 2 .~?! 2~1!
FRA-063 398 78 2 1 2 1 1 72 1

GER-034 396 78 . 1 .~2! 1 2 .~?! 2~1!
JAP-065 398 2 . 1 .~1! 1? 1 @worst

case#
50 2

SWE-021 394 81 2 1 .~2! 1 2 .~?! 2

SWE-035 397 78 2 1 2 1 1 67–75 1

SWE-142 394 2 2 2 2 1 1 67–75 1~2!
SWE-165 225 78 2 2 .~1! 1 1 .~67–75! 1

SWE-228 226 2 2 1 2 1 1 67–75 1

SWI-053 396,29 78,29 2 1 2 1 1 73 1

road & air
UKD-008 391 79 . 1 .~2! 1 2 .~?! 2~1!
UKD-024 393 79 1 1 1~2! 1 1~2! 72~?! 1

UKD-071 399 2 1 1 1 1 1 72 ~67! 1

UKD-116 225 2 1 1 1 1 1 72 ~5! 1

USA-- 398 81 1 1 1~2! 1 1~2! 72 ~?! 1~2!
022,032,044
USA-082 2 2 79 1 1 1 1 1 72 ~60! 1

USA-102 399 79 . 2 1 2 1 .~60! 2~1!
USA-203 223 80 1 1 1 1 1 72 ~60! 1

USA-204 224 80 2 1 1 1 1 63–70 1

~50–60!
USA-250 225 80 . 1 1 1 1 .~50–60! 2~1!
USA-301 228 80 . 2 1 1 1 .~50–60! 2~1!
USA-338 227 80 2 1 1 1 1 70 1

aThe page where the description of the study in Schultz~1978! starts.
bThe page where the description of the study in Fidellet al. ~1991! starts.
cThe page where the discussion of the study in Appendix B of Fields~1994a! starts.
d‘1’ means that the original individual data are used, ‘2’ means we do not have the original dataset.
e‘1’ means that DNL pertains to noise from the source concerned, ‘2’ means that also other sources contributed substantially to the noise.
f‘1’ means that DNL was calculated from theLAeq’s for the day and night or estimated on the basis data aboutLAeq’s for other periods or data about sound
events. ‘2’ means that DNL is estimated from one or more other metrics using relations established in other studies or rules of thumb to convert these metrics
into DNL.

g‘1’ means that %HA is derived from responses to an annoyance question that refers to the source concerned, ‘2’ means that the question used was not
restricted to that source.

h‘1’ means that %HA is derived from responses to a question about general annoyance from the source concerned, ‘2’ means that an index constructed from
multiple questions or a ranking by respondents is used.

iThe cutoff point above which respondents are counted as highly annoyed.
j‘1’ means that a dataset is included, ‘2’ means that it is excluded.
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TABLE IV. Derivation of DNL and %HA from the datasets available in the TNO-archive~see text!.

Fields’ code DNL %HA

AUL-210
CAN-168
FRA-239
NET-240
NOR-311 EFN notice filter & responses for indoor and for outdoor

situation
general transformation rule

NOR-328 EFN notice filter
general transformation rule

NOR-366 EFN notice filter
general transformation rule

UKD-024 average PNdB, average log duration andN
for the periods 7 – 19h, 19– 22h, and 22– 7h
relation between LAmax and PNdB from this study
and event pattern model

UKD-238
UKD-242 LAeq(7 – 19h), LAeq(19– 23h), LAeq(23– 7h) notice filter

LAeq pattern model
USA-022 average PNdB andN for the periods 6 – 21h and 21– 6h notice filter

per site andN for three hour period for aggregated
over sites
relations betweenLAmax and PNdB, and between
duration and PNdB from this study,
event pattern model and traffic intensity model

USA-032 see USA-022 notice filter
USA-044 see USA-022 notice filter
USA-082
USA-203 DNL based on measurements during one week only
CAN-120
CAN-121 LAeq(7 – 19h), LAeq(19– 23h), LAeq(23– 7h) bipolar scale

LAeq pattern model
CAN-168
FRA-092 LAeq(8 – 20h), LAeq(20– 24h), LAeq(24– 5h), LAeq(5 – 8h)

staircase model
FRA-239
FRA-364 LAeq(6 – 22h), LAeq(22– 6h), LAeq(8 – 20h),

LAeq(20– 22h)
LAeq(6 – 7h)5LAeq(6 – 8h)

GER-192 for about half of the sites:
LAeq(6 – 22h), LAeq(22– 6h), N per hour
traffic intensity pattern model for the other sites:
LAeq(6 – 22h), LAeq(22– 6h)
LAeq pattern model based on above sites

GER-372 LAeq(6 – 22h)
linear regression model based on sites in same city
LAeq pattern model based on GER-192

GER-373 LAeq(6 – 22h)
linear regression model based on sites in same city

NET-240
NET-106 two nil annoyance labels
NET-258 two nil annoyance labels
NET-276 LAeq’s for variable periods

LAeq pattern model based on one site same study
NET-361 Letm

LAeq pattern model based on other studies
NET-362 LAeq(7 – 19h), LAeq(19– 23h), LAeq(23– 7h), N per hour

traffic intensity pattern model
SWI-173 responses for daytime and for night-time situation;
UKD-071 LAeq(8 – 20h), LAeq(22– 6h), LAeq(6 – 24h), LAeq(24h) bipolar with only endpoint labeled

staircase model
UKD-072 average of hourly NPL ands

for the periods 6 – 24h, 22:30– 7:30h, and 24h
staircase model

UKD-157 LAeq(6 – 24)
LAeq pattern model based on other study
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nine datasets that were previously excluded. Thus we in-
cluded on the basis of the above discussed criteria 22 of the
35 datasets examined by Fidellet al. ~1991! and Schultz
~1978!.

IV. ORIGINAL DATASETS INCLUDED IN THE
PRESENT SYNTHESIS

In the last seven years TNO in Leiden has compiled an
archive of original datasets from studies about annoyance
caused by environmental noise. These studies concerned dif-
ferent modes of transportation~aircraft, road traffic, and rail-
way! and were carried out in Europe, North America, and
Australia. As far as possible a common set of variables is
derived for all studies which includes, among others, noise
exposure measures and annoyance measures. Much effort
has been put into a the derivation of the variables from dif-
ferent studies. Studies are included in the archive if and only
if DNL @or LAeq(24h)# and %HA can be derived in such a
way that they satisfy the criteria presented in the section
about DNL and percentage highly annoyed. This section de-
scribes some aspects of the derivation of DNL and %HA
from the information in these datasets with the aid of Table
IV.

The first column in Table IV pertains to thederivation of
DNL. If DNL or LAeq(7 – 22h) andLAeq(22– 7h) were avail-
able, then a cell in this column is empty. Otherwise it indi-
cates from what data DNL was estimated~above the broken
line! and how it was estimated~below the broken line!. The
following types of estimation have been carried out.

For four aircraft noise datasets~UKD-024, USA-022,
USA-032, and USA-044! DNL has been estimated using av-
erage maximum perceived noise level~PNL!, average dura-
tion, and number of overflights~N!. First, average maximum
PNL was converted into average maximum A-weighted
sound level using relations between these quantities estab-
lished in the survey concerned, or a very similar survey.
Then sound exposure level~SEL! has been estimated from
average maximum A-weighted sound level and average du-

ration of events, using anevent pattern model. This assumes
a linear increase and a linear decrease at the same rate of the
A-weighted sound level during an event.

For three datasets~road traffic: FRA-364; railway: GER-
192; NET-153! LAeq(7 – 22h) and LAeq(22– 7h) were ob-
tained by combiningLAeq’s possibly after equating aLAeq to
a LAeq for a slightly different period. For a number of
datasets~aircraft: USA-022, USA-032, USA-044; road traf-
fic: GER-192, NET-362; railway: GER-192, NET-276,
SWE-365! LAeq(7 – 22h) and LAeq(22– 7h) have been esti-
mated from available or estimatedLAeq’s and information
about traffic intensity as a function of the time of the day. In
most cases thetraffic intensity modelsused were site specific,
i.e., they were based on traffic intensity data per site. In three
cases~road traffic: FRA-092, UKD-071, and UKD-72! a
staircase modelof the pattern ofLAeq as a function of the
time of the day was fitted to availableLAeq’s. This model
assumed a decrease ofLAeq in the evening and night until
about 3 to 5 a.m. with constant steps from hour to hour and
an increase with constant steps in the morning. Depending
on availableLAeq’s, the magnitudes of the downward steps
and upward steps were either equated or estimated indepen-
dently. Also, the point in the evening where the decrease
started, the time and width of the minimum, and the point in
the morning where the pattern leveled off, varied somewhat
depending on available information with respect to the pat-
tern. Not all details of the assumed pattern affected the esti-
mation of the targetLAeq’s. It was, e.g., not really necessary
to specify the pattern during daytime.

For a number of studies~aircraft: UKD-242; road traffic:
CAN-121, GER-192, NET-276, UKD-157, UKD-242; rail-
way: NET-361! anLAeq pattern modelwas used to derive the
differences between availableLAeq’s and targetLAeq’s. An
LAeq pattern model specifies differences betweenLAeq’s for
different time periods. Derivation of DNL from another met-
ric using a rule of thumb or a transformation rule established

TABLE IV. ~Continued.!

Fields’ code DNL %HA

UKD-238
UKD-242 LAeq(24h) notice filter

LAeq pattern model based on other study
GER-192 for about half of the sites:

LAeq(6 – 22h), LAeq(22– 6h), N per hour
traffic intensity pattern model
for the other sites:
LAeq(6 – 22h), LAeq(22– 6h)
LAeq(6 – 7h)5LAeq(6 – 22h)

NET-153 LAeq(7 – 19h), LAeq(19– 23h), LAeq(23– 7h) notice filter & bipolar scale
LAeq(22– 23h)5LAeq(19– 23h)

NET-276 LAeq(7 – 19h), LAeq(19– 23h), LAeq(23– 7h), N per hour notice filter & indoor situation evaluated
traffic intensity pattern model

NET-361 Letm

general transformation rule based on NET-153
SWE-365 LAeq(24h), N(6 – 18h), N(18– 22h), N(22– 6h) two nil annoyance labels

traffic intensity pattern model
UKD-116 notice filter
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in one or more other surveys is used for the following
datasets: aircraft: NOR-311, NOR-328, NOR-366; road traf-
fic: GER-372, GER-373: railway: NET-361.

The second column in Table IV pertains to thederiva-
tion of %HA. If the derivation of %HA could be carried out
with the procedure described in Sec. II, then a cell in this
column is empty. Otherwise the complications are indicated
and are discussed below.

Verbal labels used in questionnaires may lead to viola-
tions of the ‘‘equal intervals’’ and ‘‘equal extremes’’ as-
sumptions which underlie the derivation of %HA with dif-
ferent scales~see Sec. II!. In general, violations are expected
if labels deviate from a gradual transition from no annoyance
to very high annoyance. Especially bothersome are bipolar
scales with a neutral label for the middle category, scales

with only the endpoints labeled and a positive label~e.g.,
‘‘definitely satisfactory’’! instead of a no annoyance label at
one end, and scales with at one end two categories whose
labels express zero annoyance~e.g., ‘‘definitely not an-
noyed’’ and ‘‘not annoyed’’!. In order to adjust for the effect
of these labels categories are combined. The categories ob-
tained after the necessary adjustments are referred to as the
effective categories.

The general rules applied for these adjustments are as
follows. For bipolar scales all categories on the favourable
side of the scale up to and including the neutral category are
combined. For category scales with only the extremes la-
beled and one extreme category labeled favourably, this lat-
ter category is combined with the adjacent category. Finally,

FIG. 1. Percentage highly annoyed persons~%HA! as a function of DNL for aircraft~a!, road traffic~b!, and railway noise~c!. In addition to the curves from
individual datatsets, the synthesis curve for aircraft, road traffic, and railway noise, respectively, are shown.
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two categories with labels which both express no annoyance
are combined.

In several surveys the noise annoyance question was
preceded by a question about noticing the source or annoy-
ance from the source, and respondents who did not~or sel-
dom! notice the source or who were not annoyed skipped the
~more detailed! annoyance question. We assigned the re-
spondents who skipped the annoyance question on the basis
of such a so-called filter question to the lowest category of
the annoyance question. This procedure can be expected to
affect %HA less than annoyance percentages obtained with a
lower cutoff, because with a lower cutoff it becomes more
likely that the respondents who skipped the main annoyance
question would have chosen a response above the cutoff.

Some questionnaires do not contain a general annoyance
question, but only questions regarding complementary parts
of the situation in and around the house~e.g., questions with
respect to the situation with the windows open and closed, or
with respect to weekdays and weekends!. If questions re-
garding ‘‘all’’ complementary situations were available, then
they were combined. For some surveys only responses with
respect to the daytime or the indoor situation were available.

V. EXPOSURE-RESPONSE RELATIONSHIPS

To establish curves for each dataset showing %HA as a
function of DNL, DNL is divided into intervals of 5 dB. If
for a dataset such an interval contains less than 100 cases, it
is combined with the adjacent interval with the least obser-
vations. This step is repeated until every interval contains at

least 100 cases. For each resulting interval the average DNL
and %HA are determined and plotted. The curves are shown
for each dataset separately~Fig. 1! and combined in one
figure per mode of transportation~Fig. 2!. Synthesis curves
for aircraft, road traffic, and railway noise are determined in
two ways: with a straight forward least squares regression
analysis, and with a multilevel approach. The straight for-
ward regression analysis is the conventional, well-known
procedure. The curves determined through this approach are
also shown in the Figs. 1 and 2, and they will be discussed
first.

To determine the curves DNL is divided per mode of
transportation into intervals of 5 dB. Then for each mode of
transportation a quadratic ordinary least squares regression
was carried out, weighting each point according to the num-
ber of observation on which it is based. Extreme exposure
levels ~,45 and.75 dB! were excluded from this analysis.
It turned out that the three curves reached %HA50 at circa
DNL542 dB. Therefore a new analysis was conducted in
which the curves were forced through zero at 42 dB. Above
50 dB the ~absolute! %HA difference between the curves
forced through zero at 42 dB and the curves with a free
intercept is smaller than 0.8 for aircraft, 1.5 for road traffic,
and 0.3 for railway noise. The equations of the curves with
zero annoyance at 42 dB~A! are:

Aircraft: %HA50.53~DNL242!10.0285~DNL242!2;
Road traffic: %HA50.03~DNL242!10.0353~DNL242!2;
Rail: %HA50.01~DNL242!10.0193~DNL242!2.
The relationship for aircraft noise has a substantial linear
component while for road traffic and railway noise an equa-

FIG. 1. ~Continued.!
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tion with only a quadratic term would also give an adequate
description of the data.

Figure 3 shows the curves for the three modes of trans-
portation fitted with the ordinary least squares regression

procedure together with the data points. At a given exposure
level aircraft noise causes the highest %HA, followed by
road traffic and rail traffic, respectively.

Standard procedures for estimating confidence intervals
around regression curves are based on the assumption that
the cases have been drawn at random from a population.
Actually, however, the cases in these analyses are not drawn
at random, but can be thought of as having been drawn in
clusters defined by the studies. If this study level in the
sample is ignored and simple random sampling is assumed,
then the width of the true confidence intervals is underesti-
mated.

Therefore, curves were also fitted by a multilevel proce-
dure which takes into account that the cases are selected in
two stages: first the studies and then the cases within each
study. In the multilevel model~Goldstein, 1995! studies are
assumed to have a normally distributed effect on the param-
eters of the~quadratic! curves fitted. The parameters of the
curves, and the mean and standard deviation of the distribu-
tions of these parameters were estimated using the software
package MLn~Rasbash and Woodhouse, 1995!. The curves
and the confidence intervals found by this procedure are also
shown in Fig. 3. The equations of the curves are:

Aircraft: %HA520.02~DNL242!10.0561~DNL242!2;
Road traffic: %HA50.24~DNL242!10.0277~DNL242!2;
Rail: %HA50.28~DNL242!10.0085~DNL242!2.

The curves fitted with the two different procedures are simi-
lar except for aircraft noise at high exposure levels. The
curve for aircraft obtained with the multilevel procedure has
a stronger quadratic component, and predicts at high expo-
sure levels more annoyance than the other curve. The curve
obtained with the multilevel approach may be preferred be-
cause this approach takes the structure of the data better into
account. An important observation is that the confidence in-
tervals are mutually exclusive at higher levels. This is a
strong indication that the curves for the three modes of trans-
portation are different.

Figure 1~a!, ~b!, and ~c! for air traffic, road traffic, and
rail traffic, respectively, show a large variation between the
curves from different studies for the same mode of transpor-
tation. In order to determine whether the variation between
modes of transportation can be attributed to methodological
or other differences, studies in which the same respondents
evaluated more than one noise source were examined. Dif-
ferences between modes of transportation found with these
respondents cannot be attributed to study variables. The stud-
ies used in the comparison between aircraft and road traffic
noise are CAN-168, UKD-238, FRA-239, NET-240, and
UKD-242, and the studies used in the comparison between
road traffic and railway noise are: GER-192, NET-276, and
NET-361. Figure 4 shows the results.

Overall the road traffic curve in Fig. 4 lies below the
aircraft curve and above the railway curve, indicating a sys-
tematic and substantial difference between these sources.
Each data point contains at least 100 responses. Aircraft
noise and railway noise could not be compared directly, be-

FIG. 2. The same curves as shown in Fig. 1, here combined in three subfigures
for aircraft ~top!, road traffic~middle!, and railway noise~bottom!, respectively.
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cause no studies treating both sources were available. Figure
4 supports the interpretation that the differences between
modes of transportation found when analyzing all datasets
are indeed related to the mode of transportation and not
caused by differences between studies.

Variation between road traffic studies by type of road
was also investigated. For the majority of road traffic studies
we were able to distinguish three subclasses: local road traf-
fic, expressway traffic and all other road traffic, mainly traf-
fic on arterial and district roads. For the latter category it was
determined whether the traffic was free flowing or inter-
rupted, if possible. Sometimes this was coded as a variable in
the dataset, in other cases we used maps presented in articles,
reports, or readily available city maps. When there was no
crossing with a same level road or regulated by traffic lights
within 150 m, the traffic was assumed to be free flowing. If
no specific information about the traffic type was available,
the road traffic type was left ‘‘unspecified.’’ Figure 5 shows
the results for datasets with multiple road traffic types. Each
data points represents at least 100 cases.

No substantial systematic difference can be found in Fig.
5, other than differences which can be explained by a differ-

ence in exposure level. Thus it is not likely that differences
between road traffic studies in Fig. 1~b! are caused by a
difference in road type between studies.

VI. DISCUSSION

The percentage highly annoyed persons~%HA! is zero
below 40–45 dB, and increases at higher levels monotoni-
cally as a function of DNL. Different functions were found
for aircraft, road traffic, and railway noise. The rate of in-
crease is higher for aircraft noise than for road traffic noise,
which in turn has a higher rate of increase than railway noise.
The 95% confidence intervals around the different functions
are mutually exclusive at higher exposure levels. Moreover,
differences between sources were found using data for all
studies combined and for only those studies in which respon-
dents evaluated two sources. These outcomes justify the con-
clusion that the differences between sources cannot be ex-
plained by random factors or differences in study
methodology. Consequently, above 40–45 dB the %HA at a
given DNL depends on the mode of transportation that
causes the noise.

FIG. 3. Percentage highly annoyed persons~%HA! as a function of DNL. Two synthesis curves per mode of transportation, and the datapoints are shown. For
the curves obtained with multilevel analysis the 95% confidence intervals are shown.

FIG. 4. Comparison of curves giving
percentage highly annoyed persons
~%HA! as a function of DNL. They
are based on the responses of persons
who evaluated both aircraft and road
traffic noise~left!, or both road traffic
and railway noise~right!.
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There is a considerable variation between curves for
%HA as a function of DNL for different studies and for the
same mode of transportation. This variation is highest for
road traffic noise and appears to be lowest for railway noise.
The between-study variation for road traffic noise could not
be explained by a difference between the types of roads caus-
ing the exposures in different studies. Although the classifi-
cation of the type of road may have not always been accu-
rate, we believe on the basis of the results in Fig. 5 that type
of road is not an important variable for predicting the noise
annoyance.

The differences between the curves for the three modes
of transportation may be caused by acoustical as well as
nonacoustical factors. The exposure of an individual at home
to noise from a single source is complex and varies over

time, and between places in and around the dwelling. A met-
ric such as DNL summarizes this complex exposure of an
individual by one number. Theoretically it is possible that no
differences between sources would be found if this complex
exposure was summarized in another way, by a metric which
uses for example other weights for the time of day, or is
more sensitive to quiet periods. It may be important that
DNL is determined at the most exposed facade and therefore
is not sensitive to differences between noise levels in and
around the dwelling, notably indoor–outdoor differences and
differences between the most and the least exposed side of a
dwelling. In general, the latter differences, between sides of a
dwelling, may be higher for road traffic than for aircraft
noise. Consequently, a relatively quiet side for persons ex-
posed to road traffic noise may cause annoyance to be lower

FIG. 5. Percentage of highly annoyed persons as a function of DNL. Per dataset the results for different road types are shown.
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while DNL at the most exposed facade is equal. In addition
nonacoustical factors may contribute to the differences be-
tween sources. For example, fear of a crash may cause
people to focus more on noise from aircraft than on other
noise and, as a consequence, they may be more annoyed by
aircraft noise.

VII. CONCLUSIONS

The synthesis curves presented in this paper can be used
to obtain estimates of noise annoyance~%HA! on the basis
of noise exposure~DNL at the most exposed facade!. The
curves apply to steady state situations. If DNL is used as a
descriptor of the noise exposure, different curves have to be
used for different modes of transportation. The curves pre-
sented can be used to establish noise limits, and they can be
used to compare plans with respect to the noise impact on the
community.

To treat different transportation sources equally with re-
spect to the amount of noise annoyance tolerated, anoise
limit in terms of DNL at het most exposed facade must be
lower for aircraft noise than for road traffic noise, and the
limit for road traffic must be lower than for railway noise.
Which DNL values correspond to an equal %HA can be read
from the curves presented in this paper.

The noise impactof alternative traffic policies or alter-
native realizations of an infrastructural project~extending an
airport, building a new road or railway line! can be compared
by calculating the noise exposures for the dwellings in the
area concerned first. Then the curves presented in this paper
can be used to estimate the expected number of highly an-
noyed persons in the area~after the changed situation has
become the new steady state!. By doing this for each alter-
native the noise impacts of the alternatives on the community
can be compared.
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Ultrasonic tomographic imaging of temperature and flow fields
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A pair of air-coupled ultrasonic capacitance transducers with polished metal backplates have been
used to image temperature and flow fields in gases using ultrasonic tomography. Using a filtered
back-projection algorithm and a difference technique, cross-sectional images of spatially variant
changes in ultrasonic attenuation and slowness caused by the presence of temperature and flow
fields were reconstructed. Temperature fields were produced in air by a commercial soldering iron,
and the subsequent images of slowness variations used to reconstruct the air temperature at various
heights above the iron. When compared to measurements made with a thermocouple, the
tomographically reconstructed temperatures were found to be accurate to within 5%. The technique
was also able to resolve multiple heat sources within the scan area. Attenuation and velocity images
were likewise produced for flow fields created by an air-jet from a 1-mm-diam nozzle, at both 90
and 45 degrees to the scanning plane. The fact that temperature and flow fields can be measured in
a gas without the need to insert any measuring devices into the image region is an advantage that
may have many useful applications. ©1998 Acoustical Society of America.
@S0001-4966~98!00412-3#

PACS numbers: 43.58.Dj, 43.35.Zc, 43.38.Bs, 43.60.Rw@SLE#

INTRODUCTION

Tomographic reconstruction1 is a well-established imag-
ing technique that allows spatial variations of a physical vari-
able in a material to be determined using only measurements
made at the periphery of the area of interest. This may be
accomplished by propagating ultrasonic waves or x-rays
through the material in many different directions in the im-
aging plane, and using information extracted from this data
to reconstruct a cross-sectional image. In the case of ultra-
sonic tomography, measurements of wave amplitudes and
propagation delays are usually used to produce cross-
sectional images of ultrasonic attenuation and slowness.
These acoustic properties are in turn related to other material
properties of interest, such as temperature or flow velocity,
as will be demonstrated in this work.

Ultrasonic tomographic imaging has already been
widely investigated, especially for the inspection of solid
materials such as silicon dioxide ingots,2 wood,3 and solid
rocket propellants.4 Techniques for speeding up the collec-
tion of data have also been studied, including automated data
acquisition5–7 and noncontact wave transduction.8–11 One
promising form of noncontact transduction is the air-coupled
ultrasonic transducer,12–14 in which ultrasonic energy is

coupled to a material through an intervening air layer. Such
transducers have been shown recently by the authors to be
well suited for noncontact tomographic imaging of solids.15

Ultrasonic tomography has not yet been extended in any
appreciable way to the characterization and imaging of gases
themselves, which may be due in part to the lack of suitable
gas-coupled transducers in the past. However, the air-
coupled ultrasonic capacitance transducers used previously
by the authors for noncontact tomographic inspection of
solids15 are ideally suited for developing tomographic imag-
ing applications within gases themselves. As a direct result
of their ability to generate and receive ultrasonic waves in
gases over a large frequency bandwidth~,100 kHz to 2.25
MHz!, these devices are ideal for accurate measurements of
propagation delay and frequency content. It will be shown in
the work to be described here that such broadband air-
coupled transducers can now be used to image temperature
and flow fields in gases using ultrasonic tomographic imag-
ing.

I. THE TOMOGRAPHIC RECONSTRUCTION
THEOREM

Of the two main types of algorithm used to reconstruct
cross-sectional images from boundary data, iterative tech-
niques or series expansion methods are the most
popular.16–19 The widespread use of these algorithms arises

a!Now at Department of Electrical Engineering and Microelectronics, Uni-
versity College Cork, College Road, Cork, Ireland.
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from their ability to correct for ray bending, anisotropy, and
irregular sampling geometries, although such methods are
computationally intensive. Transform methods20–23 which
use Fourier analysis are quicker and more efficient, but are
not as versatile and require a precise sampling geometry. For
this reason, Fourier transform methods have been less popu-
lar. In the work to be presented here, a filtered back-
projection algorithm using Fourier transforms was used to
reconstruct tomographic images. This method has been de-
scribed in detail elsewhere,23 but for completeness a brief
outline of the technique will be given.

Consider the sampling geometry shown in Fig. 1, where
an ultrasonic source and receiver with a fixed separationab
are scanned together in a linear path over the object to be
imaged. At regular spatial intervalsDs, a waveform or ‘‘ray’’
is recorded by the receiver and the source–receiver propaga-
tion time-delaytab is extracted to form one point on a ‘‘sil-
houette’’ or projection at an angleu through the center of the
object ~the projection in Fig. 1 plots the result foru50!.
Assuming a linear ray path alongab, the propagation delay
tab is given by

tab5E
r a

r b dr

cr

, ~1!

wherecr is the sound speed at any distancer alongab. The
integrand is more commonly known as the slowness. When a
single projection has been completed, the transducer pair~or
the object of interest! is then rotated through small angular
incrementsDu, and the scanning process repeated at each
angle so that a series of projections is built up, each one
passing through the center of the object like the spokes of a
wheel. When a full 180 degrees has been scanned, the pro-
jections may then be reconstructed into a cross-sectional im-
age of all the slowness variations anywhere within the scan
area.

The projection theorem states that the one-dimensional
Fourier transform of a projection passing through the object
at an angleu is equal to a section through the two-
dimensional Fourier transform of the slowness function at
the same angle. By substitution and manipulation, this re-
duces to a filtered back-projection which is a simple convo-
lution of each projection with a kernel function in the Fourier
domain. If data is then taken in specific geometries, the result

of applying the filtered back-propagation algorithm is an im-
age showing spatial variations in slowness. Although tomog-
raphic imaging has been described in terms of propagation
delays and slowness function, other acoustic wave properties
such as signal amplitude and frequency content can be used
to reconstruct images of other useful functions such as at-
tenuation, as will be demonstrated.

II. TOMOGRAPHIC IMAGING IN CASES

In the specific case of ultrasonic tomographic imaging of
the properties of a gas, the ‘‘object’’ in Fig. 1 may consist of
a region with either~a! an appreciable flow velocity,~b! a
variation in the local sound speed~e.g., due to a change in
temperature or pressure!, or ~c! a combination of both~a! and
~b!. To consider these effects, the effective sound speedce at
any distancer along the lineab between the source and
receiver may be given approximately by

ce5cr1vO• r̂ , ~2!

wherecr is the local sound speed,vO is the local flow velocity
of the gas~a vector quantity!, and r̂ is a unit vector parallel
with the ray path and pointing in the direction of integration.
The dot-product in Eq.~2! ensures that the appropriate com-
ponent of flow velocity will be added to, or subtracted from
the local sound speed. Note that at high flow velocities,cr

will also vary with the gas flow speed, and so Eq.~2! is a
linear approximation which is reasonably accurate provided
that uvOu<0.3c.

With a substitution of Eq.~2!, Eq. ~1! thus becomes

tab5E
r a

r b dr

cr1vO• r̂
, ~3!

which shows that the propagation delaytab will vary with
spatial variations in both the local sound speed and gas flow
velocity. Since the local sound speedcr is known to vary
with temperature according to

cr5331.31A T

273.16
, ~4!

whereT is the air temperature in degrees Kelvin,24 spatial
variations in air temperature may also be extracted from the
information contained in the measurements of propagation
delay.

In most ultrasonic tomography experiments, absolute
measurements of propagation delay or signal amplitude
along known ray paths are usually required for the recon-
struction of images. However, unknown delays and attenua-
tion effects may be introduced by the pulser/receiver, while
the exact propagation path between the source and receiver
may be difficult to determine. In order to reduce the effect of
such uncertainties, a form of difference tomography was em-
ployed in this work, in which the values obtained from each
ray were normalized with respect to the first ray in each
projection ~taken in a region of ambient temperature and
negligible flow velocity!. In this way, a comparative image
would be formed of only thechangesin a physical variable
induced by the presence of local sound speed variations or
flow effects.

FIG. 1. The tomographic scanning geometry.
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In the present application, comparative measurement can
be included by rewriting Eq.~3! in the following form:

tab2t ref5E
r a

r b dr

cref1Dcr1~vO ref1DvO !• r̂

2E
r a

r b dr

cref1vO ref• r̂
, ~5!

wherecref andvO ref are the values ofcr andvO corresponding to
the first ray in each projection, andDcr and DvO are the
deviations from those values found atr along ab. Provided
that uDcr1DvO• r̂ u!ucref1vO ref• r̂ u, then to a good approxima-
tion Eq. ~5! further reduces to

tab2t ref'2E
r a

r b Dcr1DvO• r̂

~cref1vO ref• r̂ !2
dr, ~6!

which describes what will actually be recorded in the experi-
ments to follow.

In many applications of practical interest, the flow ef-
fects can be considered negligible such thatuvO refu!cref and
uDvO r u!Dcr . In such cases, Eq.~6! may be simplified to

tab2t ref'2
1

cref
2 E

r a

r b
Dcr dr, ~7!

where it has been assumed that the reference ray is chosen
well away from the region containing sound-speed varia-
tions. Equation~7! shows that a distribution in sound-speed
variation can, in principle, be imaged by means of ultrasonic
topography. One specific example in this case is the variation
in sound speed due to the existence of a temperature field in
air, where slowness variations may be converted to a recon-
struction of the actual temperature field using Eqs.~7! and
~4!.

There are also many gas flows of practical interest where
uDvO r u@uDcr u, i.e., where the variations in local sound speed
are negligible. In such cases, Eq.~6! reduces to

tab2t ref'2E
r a

r b DvO• r̂

~cref1vO ref• r̂ !2
dr, ~8!

which shows how tomographic reconstruction of a flow field
in a gas should also be feasible using only measurements
made around the periphery of the flow. It is important to
point out, however, that not all flow velocity fields can be
uniquely reconstructed using equations such as Eq.~8!.25,26

The flow field must be ‘‘divergenceless’’~which means that
the flow-velocity field must satisfy¹•vO50). Such a diver-
genceless flow field is ensured when the fluid is incompress-
ible and has no sources or sinks of flow within the image
plane. However, as air is a compressible fluid, not all flow
velocity fields in air can be uniquely reconstructed using
ultrasonic tomographic methods,25 although reconstruction
of other flow parameters such as vorticity is still
possible.26–28

In the preceding equations, only the expected effects of
temperature and flow on propagation delays have been con-
sidered, yet the amplitude of the ultrasonic waves will also
be affected as they traverse the temperature- or flow-affected

region. A sound wave traveling through a gas flow may be
diverted from a direct path between the source and receiver
by flow velocity components acting in directions perpendicu-
lar to the wave propagation. Similarly, temperature varia-
tions causing a local change in sound speed~and also gas
density and specific acoustic impedance! will produce non-
linear ray paths and divert further sound energy away from
the receiver. Rather than developing mathematical relation-
ships for each amplitude effect, their effects will simply be
discussed as they become apparent in the work to be de-
scribed.

III. THE SCANNING SYSTEM

The experimental apparatus used for tomographic imag-
ing in air is shown schematically in Fig. 2. Ultrasonic waves
were both generated and detected in air using a pair of
capacitance-type air-coupled transducers.12 Each transducer
consisted of a thin polymer film~2.5-mm-thick Mylar! which
was placed upon a brass backplate whose surface had been
polished to a roughnessRa of 0.02mm. The upper surface of
the Mylar film was metallized so that a capacitive structure
was formed with the conducting backplate, to which a bias
voltage was applied. In order to generate ultrasound in air, a
transient voltage was superimposed upon the bias voltage,
causing motion of the film via electrostatic forces; similarly,
when acting as an ultrasonic receiver, an incident ultrasonic
wave in air caused the film to move and vary the charge
upon the backplate of the capacitive structure. Both the
transmitting and receiving transducers had a 10-mm-diam
aperture, which will have an effect on the spatial resolution
of the reconstructed images, due to averaging of the signal
across the transducer aperture in both the horizontal and ver-
tical directions.

The air-coupled capacitive source was driven by a Pana-
metrics 5055PR pulser/receiver, which delivered2250-V
transients with a rise time of,10 ns. A dc bias voltage of
150 V was superimposed upon this transient voltage using a
capacitive decoupling circuit. Received signals, resulting
from charge variations at the air-coupled receiver, were de-
tected using a Cooknell CA6/C charge amplifier. This charge
amplifier had a sensitivity of 250 mV/pC, and applied its
own well-regulated dc bias voltage of 100 V. The resulting
output waveforms were captured on a Tektronix 2430A digi-
tal oscilloscope, and then transferred via an IEEE-488/GPIB

FIG. 2. Schematic diagram of the tomographic scanning equipment.
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interface to an IBM PS/2 model 30 286 computer. This com-
puter was also used to position the transducer pair using
rotary and linear Daedal stages, which were driven by a
Modulynx stepper-motor controller. The positioning system
had an overall precision of60.01 mm per 50 mm of travel.
The distance between the source and receiver was fixed at
165 mm, whereas the height of the scanning plane could be
manually altered. Unless stated otherwise, the dimensions of
each scan were 100 mm in 2-mm steps and 180 degrees in
steps of 3 degrees, giving 61 projections of 51 rays each.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Imaging temperature fields in air

In order to verify that the effects of temperature in a
gaseous medium could be tomographically imaged~i.e.,
when uvO refu!cref and uDvO r u!uDcr u), a temperature field was
created in air above a 15-W miniature soldering iron, and the
ultrasonic slowness field was imaged using tomographic re-
construction. The soldering iron, whose long axis had been
clamped vertically in the center of the scan area, was insu-
lated cylindrically using flexible glass-fiber high-temperature
sleeving so that only the top 1-mm length of the 3.5-mm-
diam tip was protruding. The soldering iron had a constant
tip temperature of 340 °C.

Typical waveforms obtained in this arrangement are
shown in Fig. 3~a!, with the signal traveling through the
heated column of air~dashed line! being lower in amplitude
than the signal traveling through the surrounding ambient
atmosphere~solid line!. This reduction in amplitude of the
ray passing through the heated air is attributed to a combi-
nation of refraction of the waves away from the receiver, and
the mismatch in specific acoustic impedance between the
heated air and the ambient atmosphere. From property
tables29 and Eq.~4!, the specific acoustic impedance of air
can be shown to change from 480 kg•m22

•s21 to 354
kg•m22

•s21 for a change in air temperature from 300 K to
400 K, respectively. This corresponds to a reflection coeffi-
cient at the interface between the heated and ambient regions
of 0.5%. Diffraction of the waves will also have occurred as
the diameter of the air column above the soldering iron~ap-
proximately 3.5 mm! was only five times the wavelength in
air at the frequencies of interest~at 500 kHz,l50.7 mm!.
Note that the heated wave also arrives sooner since the ul-
trasonic velocity is higher in the heated air as predicted by
Eq. ~4!. The corresponding normalized frequency spectra ob-
tained from these waveforms are shown in Fig. 3~b!, where it
can be seen that the frequency content of the heated wave
has also reduced slightly. This was also attributed in part to
refraction of the wave through the heated air which would
cause the higher frequencies to arrive at an angle~i.e., inco-
herently! across the receiver aperture.

A full tomographic reconstruction of the soldering iron
temperature field was also produced, using waveforms taken
in a horizontal plane at a height of 10 mm above the vertical
tip. The results may be seen in Fig. 4~a! for signal amplitude
~dB•mm21! and Fig. 4~b! for slowness~ns•mm21!. It is evi-
dent that the area immediately above the tip was most af-
fected, as would be expected from a rising column of hot air.

The fact that the amplitude image in Fig. 4~a! shows a larger
affected area suggests that the ultrasonic amplitude is more
susceptible to refraction and aperture effects than the propa-
gation delays used to reconstruct the slowness image. The
attenuation images thus complement the slowness images by
indicating the presence of a temperature affected area which
may not necessarily produce a measurable change in arrival
time. Note that values of attenuation greater than zero are
obtained in Fig. 4~a! due to noise both in the experimentally
acquired acoustic data, and in the reconstruction algorithm.
To minimize this effect, a Hamming window was used in
conjunction with the kernel function in the filtered back-
projection algorithm.

1. Effects of temperature-driven convective flow

It is important to point out that the soldering iron will
produce a column of hot air that will be rising vertically due
to convective ~or buoyancy! forces.30 This temperature-
driven convective flow field may have an effect on the re-
constructed tomographic images, an effect that is indepen-
dent of the temperature effects already discussed. A simple
theoretical calculation30 was therefore used to predict the
maximum vertical flow velocity due to natural convection
for a cylindrical heat source of 3.5-mm diameter, with a con-

FIG. 3. ~a! Typical waveforms through static air~solid line! and heated air
~dashed line!. ~b! Normalized frequency spectra of waveforms shown in~a!.
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stant surface temperature of 340 °C in ambient air at 26 °C.
This calculation resulted in a maximum vertical flow veloc-
ity of approximately 0.3 m•s21, which, although small, may
still affect received signal amplitudes, since the ultrasonic
wave will be diverted away from the axis of the receiver. The
magnitude of such a diversion effect was further calculated
as follows. The diameter of the convective region in Fig.
4~b! traversed by the ultrasonic wave was approximately 5
mm. This means that the ultrasonic beam spends approxi-
mately 5 mm/350 m•s21514.3 ms in the region of convec-

tive flow, which at a maximum vertical flow velocity of 0.3
m•s21 would deflect the ultrasonic beam vertically by only 4
mm; quite obviously, this is negligible compared to the
10-mm transducer aperture. As a result, the dominant effects
in the attenuation image of Fig. 4~a! may therefore be attrib-
uted to a combination of impedance mismatch, ray bending,
and refraction arising from temperature variations, and not
convective flow. Similarly for propagation delays, the flow
velocity was primarily perpendicular to the velocity of the
ultrasonic waves and so such effects would only become
important if there were an appreciable horizontal flow
component.30 Therefore, Eq.~7! should be a good approxi-
mation, since the changes in propagation delay used to pro-
duce the slowness image in Fig. 4~b! were predominantly
due to the increased air temperature as described by Eq.~4!,
and not changes in flow speed.

2. Reconstructing temperature fields from ultrasonic
slowness fields

The ultrasonic slowness data of Fig. 4~b! was further
converted to a tomographic image of temperature within the
image plane, by means of Eqs.~4! and~7!. Using an ambient
air temperature of 26 °C~299.16 K! and thus an ambient air
sound velocity of 347 m•s21, a temperature image in °C of
the scan area was reconstructed as depicted in Fig. 4~c!. Here
it can be seen that the maximum reconstructed air tempera-
ture at a height of 10 mm occurred immediately over the tip
center and was 126.5 °C. Once again, values less than the
ambient temperature were a result of noise introduced during
the reconstruction.

In order to verify the reconstructed temperatures in Fig.
4~c!, the air temperature was independently measured using a
1-mm-diam miniature K-type thermocouple and a Maplin
‘‘Precision Gold’’ M-1300K thermometer. As the instanta-
neous air temperature was found to fluctuate wildly~often by
20 °C or more!, an average of seven readings was taken at
20-s intervals, and a delay of 2 min was left between moving
the thermocouple and taking the readings to allow the system
to stabilize. Figure 5~a! shows the temperature profile mea-
sured in a line through the image plane at a distance of 10
mm above the soldering iron tip, with the tip center located
at a distance of 5 mm. Figure 5~b! shows the temperature
profile measured in a vertical line starting at the tip center,
where the temperature can be seen to fall from 340 °C at the
tip to a temperature of 134.5 °C at a height of 10 mm. It is
apparent from these two figures that the air temperature does
not vary with height to the same extent as with horizontal
distance.

It can also be seen in Fig. 5~a! that the maximum tem-
perature recorded in the image plane by the thermocouple
was 165.4 °C directly over the center of the tip, a value
somewhat higher than that produced by the ultrasonic data.
However, the measurements by the thermocouple were effec-
tively at a single point, whereas the ultrasonic measurements
were averaged over a 10-mm area~i.e., both horizontally and
vertically! due to the aperture size of the transducers. There-
fore, in order to make a meaningful comparison, the tem-
perature profiles measured by the thermocouple were aver-
aged over 10-mm distances centered about the tip of the iron.

FIG. 4. ~a! Attenuation image in dB•mm21, ~b! slowness image in
ns•mm21, and ~c! temperature image in °C, taken 10 mm above a vertical
15-W soldering iron.

3450 3450J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Wright et al.: Temperature and flow fields in gases



When this was done for the horizontal data of Fig. 5~a!, the
‘‘measured’’ temperature by the thermocouple becomes
132.2 °C, while for the vertical data of Fig. 5~b! an average
value of 133.9 °C results. As both of these average measured
values are within 5% of the reconstructed temperature of
126.5 °C obtained through ultrasonic tomographic imaging,
it can be concluded that the tomographic system can measure
temperature profiles with reasonable accuracy. This ability of
the air-coupled transducers to measure the temperature pro-
file in air without the need to insert any object into the tem-
perature field is an interesting application that merits further
investigation.

3. Other experiments involving temperature fields

A second experiment undertaken with the single vertical
soldering iron involved reconstructions at different heights
above the tip. A series of five tomographic reconstructions
was taken at 5-mm vertical intervals between 10 and 30 mm
above the tip, and the results are shown in Fig. 6. Note that
in this axial region from 10 to 30 mm, the reconstructed
temperature above the iron tip varied between 131.3 °C and
87.1 °C, which is in good agreement with the thermocouple
measurements, and indicates that there is very little horizon-
tal spread in the temperature distribution with increasing

height. This lack of horizontal temperature spread was veri-
fied by introducing a source of smoke at the tip, and observ-
ing a narrow well-defined column of heated air.

Other studies undertaken with temperature fields sought
to image more complex temperature profiles. Figure 7, for
example, shows the reconstructed images when two separate
thermal sources were present in the scan area. A 15-W iron
3.5 mm in diameter was located in the center of the scan as
before, while a 25-W iron 4.5 mm in diameter was added,
offset by 20 mm in bothx and y directions. The amplitude
image in Fig. 7~a! in dB•mm21 has clearly reconstructed the
two sources, and the temperature image in Fig. 7~b! shows a
larger affected area for the 4.5-mm~25-W! iron when com-
pared to the 3.5-mm 15-W iron. There is considerable noise
present in these images, however, possibly due to~a! hori-
zontal velocity components in the air columns,~b! the use of
an insufficient number of rays or projections, or~c! air tur-
bulence caused by the close proximity of the two heat
sources. Such additional sources of noise also appeared in a
study that produced Fig. 8, where the 15-W iron was unin-
sulated and clamped horizontally to give a 3.5345-mm2 rect-
angular heat source. The attenuation image in dB•mm21 in
Fig. 8~a! does give an indication of the size and shape of the
heat source, but the temperature profile in Fig. 8~b! has not
been correctly reconstructed, perhaps due to the sources of
noise just mentioned. Investigations are currently underway
to determine the best technique required to image various
types of temperature fields.

B. Imaging flow fields in air

Experiments were performed in order to verify the ear-
lier prediction that flow fields could be imaged using ultra-
sonic tomography~i.e., whenuvO refu@cref and uDvO r u@uDcr u).
To do so, the soldering iron was replaced by an air jet having
a nozzle diameter of 1 mm and an air flow rate of 15 l/min

FIG. 5. ~a! Horizontal and~b! vertical temperature distribution measured
over the soldering iron tip with a thermocouple.

FIG. 6. Temperature images in °C at different heightsz above the soldering
iron.
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~as measured using a Platon A10HS flowmeter!. A tomogra-
phic scan was performed at a vertical height of 20 mm from
the nozzle tip, with the scanning plane perpendicular to the
direction of flow, and the results are presented in Fig. 9.
Figure 9~a! shows the attenuation image in dB•mm21 for the
air jet, while Fig. 9~b! shows an image of the effective sound
speedce , as reconstructed from the slowness data using a
sound speed ofcr5347 m•s21. Recall that the reconstruction
of ce in Fig. 9~b! includes only the horizontal components of
the flow velocity @see Eq.~2!#, which in this case will be
much smaller than the vertical flow velocity of the air jet.

In order to interpret the results of Fig. 9, certain theoret-
ical aspects of the flow-field produced by a vertical jet must
be considered in some detail. For the nozzle dimension and
flow rate described, the maximum vertical flow velocity at
the nozzle exit (ve) was calculated to be 319 m•s21. How-
ever, the flow velocity in such a jet reduces at a rate in-
versely proportional to distance from the nozzle exit, and so
the following semi-empirical formula31 was used to predict
the centerline flow speedvc for a circular jet as a function of
distancez from the nozzle exit:

vc

ve

5A
d

z1a
. ~9!

In Eq. ~9!, d is the nozzle exit diameter, anda and A are

semi-empirical constants31 ~with A55.9, anda equal to ei-
ther 20.5d or 23d). For a distancez520 mm above the
nozzle~i.e., 20d!, Eq. ~9! suggests thatvc equals either 96 or
111 m•s21, depending on which value ofa is used. Thus to a
reasonable approximation it can be assumed that the center-
line flow speedvc will have dropped to about 100 m•s21 at
the scanning plane, which means that the basic assumption
leading to Eq.~2! is still valid ~namelyuvOu<0.3c).

It is apparent from Fig. 9~a! and~b! that the diameter of
the air jet is much larger than the 1-mm diameter of the
nozzle. This was not unexpected, as such an air jet is known
to spread radially outwards in an approximately linear fash-
ion with distancez from the nozzle exit, according to the
following semi-empirical formula:31

d1/2

d
5

z

zc

. ~10!

In this equation,d1/2 is the diameter at which the flow speed
has fallen to half its centerline valuevc , andzc is the length
of the so-called potential core, typically 4d to 5d. As the
velocity profile of the air jet is approximately Gaussian in
shape, the total diameter of the jet (dj ) is actually about
2d1/2, and thus Eq.~10! gives dj50.4z or 0.5z ~depend-
ing on the value ofzc). Forz520 mm, the beam diameterdj

is therefore expected to be approximately 8–10 mm, which
is in good agreement with the reconstructed images in Fig.

FIG. 7. ~a! Attenuation image in dB•mm21 and ~b! temperature image in
°C, taken 20 mm above two vertical soldering irons.

FIG. 8. ~a! Attenuation image in dB•mm21 and ~b! temperature image in
°C, taken 20 mm above a horizontal soldering iron.
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9~a! and ~b!. Thus, these images clearly demonstrate that a
region of high flow velocity can be successfully imaged in a
gas from both ultrasonic signal amplitudes and propagation
delay data.

Note that the maximum vertical flow velocity of 100
m•s21 for the air jet is far higher than the convective flow
velocity calculated earlier for the temperature field above the
soldering iron. This means that over the 10-mm region af-
fected by the air jet as seen in Fig. 9~a! and~b!, the ultrasonic
wave will have been diverted by approximately 3 mm, which
is a significant offset distance when compared to the 10-mm
aperture of the transducers. For this reason, the amplitude
variations of Fig. 9~a! may be attributed primarily to the
ultrasound being diverted away from the receiver by the
flow.

It is also important to point out that the flow field will be
turbulent in the case of the air jet, and so highly unsteady.
Even though the flow is predominantly in the vertical direc-
tion, turbulent jets can still have instantaneous horizontal
flow-velocity components that reach levels approaching
0.25vc .31 The maximum horizontal component of flow ve-
locity due to turbulence is actually expected at the jet
periphery,31 and would be of the order of 20–30 m•s21 in the
present case. Therefore, in principle, substantial propagation
delays could be recorded by the tomographic system due to
the instantaneous horizontal turbulent components. However,

Fig. 9~b! was obtained fromtime-averagedpropagation de-
lay data and, accordingly, should represent the time-averaged
horizontal component of the velocity field, which should be
small compared withvc . Moreover, the time-averaged hori-
zontal flow velocity should be directed radially inward to-
wards the vertical axis of the jet, such that for any particular
ray ab the contributions to slowness on opposite sides of the
jet would tend to cancel. A perfectly symmetric jet would not
be expected to exhibit any variation in slowness. The data of
Fig. 9~b! is not inconsistent with these ideas, as the measured
variations in horizontal flow speeds were about 4 m•s21 ~i.e.,
only 4% of vc), but whether Fig. 9~b! truly provides a mea-
sure of the horizontal flow components requires a more de-
tailed future investigation. This is particularly necessary
when one recalls that the flow velocity field cannot always
be uniquely reconstructed from tomographic time-of-flight
data for a compressible fluid~as previously discussed!, and
may be complicated by the existence of invisible flow.25,26

The need to investigate the effects of compressibility on
tomographic reconstruction can further be seen in the follow-
ing way. At the relatively high maximum flow speed~about
100 m•s21 at the measuring plane!, the variation in sound
speedcr across the jet is around 3 m•s21, using estimates
based on the isotropic flow relations. Accordingly, Eq.~2! is
a less good approximation than at low flow speeds, such that
the variation in slowness reflected in Fig. 9~b! could be ex-
plained by the variation in local sound speed owing to com-
pressible flow effects. It is also possible that ray bending
contributed to some of the measured variations in slowness.
Whatever the explanation for the variations in slowness, it
does appear from Fig. 9~b! that the expected dimensions of
the jet ~8–10 mm in diameter! are faithfully reproduced,
which is a remarkable result considering the relatively large
size of the transducers. Therefore, until further research is
undertaken, it is safe to say that air flows can be reliably
imaged tomographically by air-coupled ultrasonic transduc-
ers, but that quantitative information about the actual recon-
structed parameters will not necessarily be accurate.

1. Other experiments involving flow fields

Other experiments with different flow field configura-
tions were additionally carried out. To produce a definite
measurable horizontal component of the flow velocity, the
air jet was inclined at an angle of 45 degrees to the scanning
plane. The flow rate was also reduced from 15 to 10 l/min, so
thatve reduced to 213 m•s21. In this way elliptic, rather than
circular, jet cross sections were produced. At a height of 20
mm above the nozzle exit, the jet axis cuts the scanning
plane at a distance ofz520A2528.3 mm from the nozzle.
In this case Eq.~9! gives an estimated maximum flow speed
vc of approximately 45.2 to 49.7 m•s21 ~at 45 degrees to the
scanning plane!. The corresponding horizontal component
should therefore be about (4762)/A253361.4 m•s21, and
so this should be the expected range of velocity variations.

Figure 10~a! shows the reconstructed amplitude image in
dB•mm21 for the tilted air jet. As expected, the jet cross
section is elliptical. The corresponding velocity contours,
based on Eq.~8!, are further plotted in Fig. 10~b!. Note that
the range of flow velocities obtained~about 34 m•s21! is

FIG. 9. ~a! Attenuation image in dB•mm21 and~b! velocity image in m•s21

taken 20 mm above a vertical air jet.

3453 3453J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Wright et al.: Temperature and flow fields in gases



similar to the estimate given above~although compressible
flow effects and ray bending may again be significant!. A
further selection of velocity profiles through the jet, taken at
5 mm vertical intervals between 20 and 40 mm above the
nozzle tip, is included in Fig. 11. Here, the jet cross section
is seen to increase in size and the velocity range reduce in
amplitude as the height of the scanning plane above the
nozzle is increased, as expected.

Note that a more accurate reconstruction of the flow
profiles would have resulted in the above images if a full
360-degree angular range had been scanned, since this would
have produced projections of slowness for ultrasound propa-
gated both with and against the horizontal flow components.
Such a method would have made it possible to either elimi-
nate the effects of the flow or the effects of the variation in
local sound speed, by adding and subtracting propagation
times.27 In principle, tomographic reconstruction of the vor-
ticity field is also possible by this method.28 Although this
approach has not yet been employed, it will form part of
future work. Nevertheless, this initial study still demonstrates
the feasibility of using ultrasonic measurements in gas flows
to obtain tomographic images of the flow field without the
need to insert measuring devices into the flow.

V. CONCLUSIONS

Tomographic imaging of temperature and flow fields in
air was carried out using a pair of capacitance-type ultrasonic
transducers with polished metal backplates. Using a filtered
back-projection algorithm and a form of difference tomogra-
phy, images of both attenuation in dB•mm21 and slowness in
ns•mm21 were obtained. The values of slowness were con-
verted into air temperatures in °C and the temperature fields
produced by commercial soldering irons were plotted at dif-
ferent heights above the tip. The reconstructed air tempera-
tures were found to be in good agreement~5%! with average
air temperatures measured with a miniature thermocouple.
The technique was also able to resolve more than one heat
source in the scan area. In terms of imaging flow fields,
attenuation and velocity images were also successfully pro-
duced of cross sections through an air jet at different heights
above a 1-mm-diam nozzle, and at both 90 and 45 degrees to
the flow direction. In this way we have demonstrated that it
is possible to use ultrasound measurements in gas flows to
produce tomographic images of temperature and flow fields,
without the need to insert any measuring device into the
flow. Such a capability should have many interesting and
useful applications.
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A statistical signal processing solution is proposed for locating a monochromatic source propagating
in a random media. The media is fully parametrized by the normalized scattering strengthg and
scaled rangeX, which depend upon the physics of the media.M independent intensity measurements
are observed, each drawn from the generalized gamma distribution. This has been shown by Ewart
@J. Acoust. Soc. Am.86, 1490–1498~1989!# to describe sources propagating through internal waves
in ocean environments. The parameters of the distribution are related to the scattering parameters,
g and X. Maximum likelihood estimation is used to inferX, given the observations and our
knowledge ofg. The estimation performance is well-characterized by the Cramer–Rao lower bound
~CRLB!. The results show that we can estimate range to a precision of about 20%, for ranges up to
half the distance to the focus of the medium. Simulation results verify both the normality of the
estimates and the validity of the CRLB as a predictor of the estimator precision at these ranges. The
practical value of this method will depend on our ability to gather enough independent
measurements, and on the accuracy of the statistical models we assume, including prior knowledge
of g. It can be expected to augment other methods such as matched field processing. ©1998
Acoustical Society of America.@S0001-4966~98!02011-6#

PACS numbers: 43.60.2c @JCB#

INTRODUCTION

Source localization of monochromatic sources in ocean
environments using passive acoustics has now been well de-
veloped. The most recent methods are variations of the
matched-field technique.1–3 In matched field, we presume
that an accurate model of ocean propagation is available, and
templates, each depending on source location in range and
depth, are computed. One computes the ambiguity surface,
the peaks of which are the source position estimates.
Matched field depends on accurate propagation models, and
these are parametrized by a variety of environmental param-
eters including bottom and surface properties and the sound
speed profile. At low frequencies, performance is good as the
mismatch with the environmental model is small. At higher
frequencies, matched field performance drops, often because
of the stochastic nature of ocean acoustic propagation.2 We
propose to use stochastic models.4

In our statistical approach, we model the observations as
random, arising from independent samples from a known
distribution, whose parameters determine the location of the
source. At the present time, these models are incomplete,
especially in the case of joint complex observations. For this
reason, we ignore phase and utilize only the intensity of the
observation. In Ewart,5 the generalized gamma distribution is
shown to model the distribution of the intensity of a mono-
chromatic source at a single point in space and time. Most
importantly, the mapping between the parameters of the gen-

eralized gamma and the physical parameters is determined,
and is provided in Appendix A. We use this mapping to infer
the range to the source, based on maximum likelihood esti-
mates of the distributional parameters, given a set of inde-
pendently identically distributed observations of source in-
tensity.

This paper proceeds through an exposition of the statis-
tical signal model and discusses our maximum likelihood
approach. A comparison with the Cramer–Rao lower bound
~CRLB! is presented. Simulation results verify the efficiency
of the estimation procedure and the utility of the CRLB in
characterizing the precision. Asymptotic normality is evi-
dently reached at the moderate sample size ofM525 inde-
pendent observations. Knowledge of the scattering strengthg
is assumed, so that we need only estimate the parameter of
interest scaled rangeX. Incomplete knowledge ofg would
necessitate a two-dimensional search overg,X jointly, or the
imposition of a mismatch loss due to erroneous specification
of g. This extension is left as future work.

I. SIGNAL MODEL

We model an acoustic wave propagating in a random
medium~WPRM! as a monochromatic wave of the form

A cos~2p f 0t1c!5Re$Aej cej 2p f 0t%, ~1!

whereA is the amplitude,f 0 is the frequency of the mono-
chromatic observation, andc is the phase of the wave due to
the angle of arrival. The randomness of the wave lies in
amplitudeA and phasec, and is determined by the propaga-a!Electronic mail: ritcey@ee.washington.edu
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tion parameters such as the index of refraction~sound speed
variation!, scattering strength, and the range between source
and receiver.6 The probability distribution function~PDF! of
the intensity~or the amplitude! for a given environment is
known to vary depending on the environmental variables.7,8

For example, at long range in the saturated regime, the signal
intensity approaches an exponential distribution. At short
ranges, in the Rytov regime, intensity approaches lognormal.
The distribution varies for intermediate ranges, and Ewart5

has found a useful model over this regime.
The generalized gamma (GG) distribution has been pro-

posed and validated as a useful full range statistical model of
the intensity and amplitude variations. Ewart and Percival7

have obtained the model of the intensity fluctuations using
the GG distribution as

p~ I u@a,b,k#T!5
ubu
a

1

G~k! S I

aD bk21

expF2S I

aD bG . ~2!

In their work, maximum likelihood estimation is used to find
the parameter set@a,b,k#T for a given environment. The
intensity PDF has been extended to the joint PDF of the
quadrature components in Ritceyet al.9

The physical parameters are the scattering strengthg
and the scaled rangeX

g5ka
3E@m2#LpLv

2, X5
Xu

kaLv
2 . ~3!

These two dimensionless scattering parameters are used in
Refs. 10 and 6 to characterize random media. In~3!, ka is the
acoustic wave number,m is the index of refraction fluctua-
tions,Lp is an integral range scale of the index of refraction
fluctuations,Lv is the transverse correlation scale of the in-
dex of refraction fluctuations, andXu is the unscaled true
range in units of length. The product ofg andX, F25gX, is
the mean-square phase deviation of the wave atX. It can be
regarded as the number of scatterers of the wave and is a
measure of the randomness of the medium. Larger values of
F2 correspond to more severe fluctuations of the medium.

To use theGG distribution for range estimation, we
need an explicit relation between the distributional parameter
vector @a,b,k#T and the environmental variables@g,X#T.
Ewart5 has obtained a graphical relationship for the mapping
between the two parameter sets. DefineQ5@a,b,k#T and
C5@g,X#T, and let ggparam(g,X) be the mapping be-
tweenQ andC. Then

Q5F a
b
k
G5ggparam~C!5F f a~g,X!

f b~g,X!

f k~g,X!
G . ~4!

The Ewart–Oakley formulas11 for ggparam(C), the result
of curve fitting the data in Ref. 5, are provided in Appendix
A. Figure 1 shows curves of the mapping for several values
of g and X. Both f a and f b are increasing functions of the
range, andf k is a decreasing function. AsX→0, k→`, lead-
ing to the lognormal distribution. AsX→`, b→1 and k
→1, resulting in the exponential distribution. Therefore,
these are consistent with the previous studies. The purpose of
this paper is to combine the intensity fluctuation and the

parameter mapping formulas to obtain a maximum likeli-
hood range estimator. We assume complete knowledge of
the scattering strengthg, and infer scaled rangeX.

II. SOURCE LOCALIZATION

A. Maximum likelihood estimation of the range

In the previous section, we have discussed the relation
between the two parameter sets. All powers ofGG distrib-
uted random variables areGG distributed with different pa-

FIG. 1. @a,b,k#T5ggparam(g,X): ~a! Parametera. ~b! Parameterb. ~c!
Parameterk.
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rameter values. Hence, the signal amplitude (A5AI ) is also
GG distributed. Throughout our simulations, we use the am-
plitude instead of the intensity.

We assumeM independent observations of the signal
amplitude A5@A1 ,A2 ,...,AM#. Independent samples may
be obtained through spatial or temporal sampling. If the data
are obtained temporally, the sampling interval may have to
be on the order of minutes in order to assure independence.
For spatial sampling down a vertical array, the interval is
much more reasonable; samples should be taken no faster
than once per vertical correlation interval,Lv . In our work,
we use Lv5147 m, which is appropriate for deep water
oceans.

Since all the observations are assumed to be indepen-
dent, the overall likelihood function forA is the product of
the individual likelihood functions for eachAi . We find

L~A;Q!5)
i 51

M

L~Ai ;Q!

5H ubu
a

1

G~k!J M

)
i 51

M S Ai

a D bk21

expF2(
i 51

M S Ai

a D bG .

~5!

Usingggparam(C) in ~4!, we convertL(A;Q), a function
of the distributional parameter vectorQ, to a function of the
environmental parameter vectorC,

L~A;C!5L~A;Q!uQ5ggparam~C! . ~6!

The estimates of the environmental parameters are obtained
by maximizing the likelihood function~6! @ ĝ,X̂#T5Ĉ
5arg maxCL(A;C). In this paper, we assume prior knowl-
edge of g, and estimate only the range,X
5arg maxXL(A;X). The maximization ofL(A;X) is simpler
than maximizingL(A;C), since it is a one-dimensional
function. We can use a search algorithm to carry out the
maximization. Next we characterize the estimation perfor-
mance.

B. Cramer–Rao lower bound

The performance of an estimator is often evaluated by
the mean square error~MSE! between the true value and the
unbiased estimated value. According to the Cramer–Rao
theorem,12 the Cramer–Rao lower bound~CRLB! provides a
theoretical lower bound on MSE,E@(Ĉ2C)2#>J21(C),
whereJ(C) is the Fisher information matrix12 for the physi-
cal parameter vectorC. Using the chain rule, we derive the
Fisher information matrix and the CRLB. Wheng5g0 is
known, the CRLB(X) with M observations is given by

CRLB~X!5
1

M H S dQ

dXD T

J~Q!S dQ

dXD J 21

, ~7!

where

dQ

dX
5

ggparam~X!

dX
5Fd fa

dX
,

d fb

dX
,

d fk

dXGT

,

and the 333 matrix J(Q) is the Fisher information matrix
for the distributional parameter vectorQ.13 The derivation of

the Fisher information matrix is given in Appendix B. Notice
that the Fisher information matrixJ(Q) enters intoJ(X) due
to ggparam(C), even thoughQ itself is not estimated.

Figure 2 shows the CRLB curves for variousg and X.
We show the CRLB curves over unscaled rangeXu in ~3!. In
the figure, the horizontal axis is the unscaled rangeXu , from
15 km to 35 km, and the vertical axis is the square root of the
CRLB, the standard error. It provides a confidence interval
of the estimation performance. Observe from the figure that
wheng is small, the CRLB is small for short range. In other
words, the scattering does not have a large effect on short
range estimation. However, for ranges greater than 25 km,g
has a strong influence on the performance. Strong scattering
leads to a large mean square error, and the CRLB increases
rapidly. For a giveng, there is a maximum range at which
source localization, based on a limited number ofM indepen-
dent intensity measurements, is useful.

III. SIMULATION RESULTS

To evaluate the estimator performance in small samples,
we simulate the observation and processor. In our simula-
tion, we use the numerical parameter values

E@m2#Lp51.731025, Lv5147 m.

Here,C051480 m/s is the mean sound speed of the model
ocean. We consider various (g,X) and M55, 10, and 25
independent samples. Figures 3 and 4 display the root-mean-
square error~RMSE! of the range estimates and the square
root of the CRLB. For Figs. 3 and 4,g5100 and 1000 are
used, respectively. We have tested the method for different
range values for differentg; the range values of 0.2Xfocus

<X<0.8Xfocus have been used. The focus range,5 the range
at which the variance of intensity takes on its largest value, is
estimated fromXfocus52.5g20.43, and is a monotonic de-
creasing function ofg. In Fig. 3, the horizontal axis is the
scaled range, and the vertical axis is the RMSE. Again, the
RMSE can be used to provide a confidence interval for the
estimates. Each RMSE is computed with 200 estimates, and
M55, 10, and 25 samples are used, respectively. The obser-
vations are noise free. In the figures, we can see that the
MLE is efficient, that is, for eachM and range belowXfocus.

FIG. 2. Cramer–Rao lower bound withM525 samples.
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However, the CRLB depends on the number of observations,
and we increase precision as we add independent observa-
tions. Here, we analyze the results withM525 samples in
detail. In both cases (g5100 and 1000!, the MLE is efficient
for most of the ranges tested here. Beyond that range, the
MSE exceeds the CRLB.

For better understanding, we convert Fig. 3~c! and Fig.
4~c!, and show in unscaled rangeXu . The following two
equations are used for the conversion from scaled range and

scattering strength, to unscaled range and frequency:

f 05
C0g1/3

2p~E@m2#Lp!1/3Lv
2/3, ~8!

Xu5
g1/3XLv

4/3

~E@m2#Lp!1/3. ~9!

Figure 5 shows the results after conversion. The real distance
of the tested range is from 10 to 40 km wheng5100, and

FIG. 3. Comparison of the root mean square error with the Cramer–Rao
lower bound for the range estimation (g5100, Xfocus50.3451): ~a! M55
samples.~b! M510 samples.~c! M525 samples.

FIG. 4. Comparison of the root mean square error with the Cramer–Rao
lower bound for the range estimation (g51000, Xfocus50.1282): ~a! M
55 samples.~b! M510 samples.~c! M525 samples.
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from 8 to 32 km wheng51000. WhenXu520 km andg
5100, the RMSE is about 2 km. If we assume that this is
Gaussian distributed, it implies that 95% of the estimates lie
within the interval of@Xu24, Xu14# km. In other words, in
this particular case, we can say most estimation error is less
than 20%. The confidence interval increases as the range
increases. However, the results show that we can obtain a
20% error for the distances up to half ofXfocus, about 20 km
to 25 km.

In our analysis, we have used a confidence interval
based on a Gaussian assumption. While this is true asymp-
totically for maximum likelihood, since the number of obser-
vations here is finite, we have checked the validity of this
assumption through a histogram and a comparison with the
Gaussian distribution. According to Ref. 14, the probability
density function of the estimated rangeX̂ approaches Gauss-
ian as more independent samples are used; in fact,

X̂;N ~E~X̂!, Var~X̂!!5N ~X,J21~X!!.

The fit is very good so the CRLB is close to the MSE of the
estimates, and we can use the square root of the Cramer–Rao
lower bound for the confidence interval. The importance of
this is that it eliminates the need for extensive simulation to
obtain confidence bounds on the estimate.

IV. CONCLUSION

We have proposed a new maximum likelihood estima-
tion method for source localization. An empirically obtained
model of the PDF of signals is incorporated into the maxi-
mum likelihood method. The simulation results show that
signal processing techniques combined with physics can be
used in areas where physics can provide a reliable random
signal model.

We have derived the Cramer–Rao lower bound for the
statistical estimation method. By computing the CRLB, we
predict the confidence interval for the estimate. For up to half
of the range to the focus, our method yields a relative errors
less than 20%. The validity of the confidence interval has
been verified by comparing the empirical distribution and the
approximate Gaussian distribution. The practical value of
this method will depend on our ability to gather enough in-
dependent measurements, and on the accuracy of the statis-
tical GG model.

Our statistical signal processing algorithm relies on in-
tensity only, and ignores coherent phase information even
when available. Phase is the basis for matched-field methods,
which performs well under matched conditions. In random
ocean environments, matched field eventually breaks down.
In the intermediate regime, range estimation with intensity
only measurements may prove most useful in eliminating the
range ambiguities that complicate the interpretation of
matched-field correlator plots. For examples of the effects of
internal waves on matched field, see Jackson and Ewart.4

Future studies may address a lack of prior knowledge of
the scattering strengthg, assumed to be completely specified
in this study. Two options are fairly clear. First, one can
specifyg and suffer a performance degradation in the event
of a mismatch. This mismatch loss can be determined by
further simulation study. The second and more complicated
alternative is to jointly estimate bothg andX. This will lead
to an increase in estimation variance and it is not at all clear
that the increased complexity of a two-dimensional joint es-
timation is beneficial. Most likely, small mismatch can be
tolerated, but complete uncertainty must be overcome using
the joint estimation procedure.
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APPENDIX A: GG PARAMETER MAPPING FORMULA

Parameters~a,b,k! are described in~A3!–~A5! by two
functionsQ(g,X) andS(g,X). The first is

S~g,X!5
1

2 H 12
12exp$s2~s12s0!%

11exp$s2~s12s0!%

1
4sm exp$s2~s12s0!%

„11exp$s2~s12s0!%…2J , ~A1!

FIG. 5. Comparison of the root mean square error with the Cramer–Rao
lower bound for the range estimation withM525 samples~unscaled range!.
~a! g5100→ f 051.53 kHz, Xfocus548.3 km. ~b! g51000→ f 053.29 kHz,
Xfocus538.7 km.
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with

sm5 7
100 log g1 3

5,

s05 1
2 exp$2 2

3~ log g1 5
3!%1 1

2,

s15 2
5 log g1 log X,

s252exp$2 1
4~ log g13!%12.

The second is

Q~g,X!5
1

2 H 12
12exp$q2~q12q0!%

11exp$q2~q12q0!%

1
4qm exp$q2~q12q0!%

„11exp$q2~q12q0!%…2J , ~A2!

with

qm5 3
2 exp$2 9

50~ log g2 5
2!%2 3

2,

q05exp$2 3
20~ log g2 9

2!%2 3
2,

q15 1
3 log g1 log X,

q25H 3 exp$ 1
4~ log g23!%11, if g<10,

17 exp$2 1
2~ log g1 3

2!%1 7
4, if g.10.

Then the mapping is given by

b5 f b~g,X!5
Q~g,X!

S~g,X!
, ~A3!

k5 f k~g,X!5
1

Q2~g,X!
, ~A4!

a5 f a~g,X!5
G@ f k~g,X!#

G@ f k~g,X!11/f b~g,X!#
, ~A5!

whereG(x) is the gamma function. The mapping is shown
graphically in Fig. 1.

APPENDIX B: DERIVATION OF THE CRAMER–RAO
LOWER BOUND

Let F(Q) be the log-likelihood function for Q
5@a b k#T,

F~Q!5 log L~Ai ;Q~g,X!!. ~B1!

By the chain rule, its derivative is

]F~Q!

]g
5“Q@F~Q!#TS dQ

dg D ,

~B2!]F~Q!

]X
5“Q@F~Q!#TS dQ

dXD ,

where

“Q@•#5F ]

]a
~• !

]

]b
~• !

]

]k
~• !GT

. ~B3!

Similarly, the second derivative is

]2F~Q!

]g2 5
]

]g H“Q@F~Q!#TS ]Q

]g D J
5

]

]g
$“Q@F~Q!#%TS ]Q

]g D1„“Q@F~Q!#…TS ]2Q

]g2 D
5S ]Q

]g D T

¹Q
2 @F~Q!#S ]Q

]g D1„“Q@F~Q!#…TS ]2Q

]g2 D ,

~B4!

]2F~Q!

]g]X
5S ]Q

]g D T

¹Q
2 @F~Q!#S ]Q

]X D
1„“Q@F~Q!#…TS ]2Q

]g ]XD , ~B5!

]2F~Q!

]X]g
5

]2F~Q!

]g ]X
, ~B6!

]2F~Q!

]X2 5S ]Q

]X D T

¹Q
2 @F~Q!#S ]Q

]X D
1„“Q@F~Q!#…TS ]2Q

]X2 D . ~B7!

By the definition in~B3!,

¹Q
2 @•#5F ]2

]a2 ~• !
]2

]a ]b
~• !

]2

]a ]k
~• !

]2

]b ]a
~• !

]2

]b2 ~• !
]2

]b ]k
~• !

]2

]k ]a
~• !

]2

]k ]b
~• !

]2

]k2 ~• !

G . ~B8!

The Fisher information matrix forg andX is

J~g,X!52EF ]2F~Q!

]g2

]2F~Q!

]g ]X

]2F~Q!

]X ]g

]2F~Q!

]X2

G52F S ]Q

]g D T

S ]Q

]X D TG E$¹Q
2 @F~Q!#%F S ]Q

]g D S ]Q

]X D G

1F 2E$“Q@F~Q!#%S ]2Q

]g2 D 2E$“Q@F~Q!#%S ]2Q

]g ]XD
2E$“Q@F~Q!#%S ]2Q

]X]g D 2E$“Q@F~Q!#%S ]2Q

]X2 D G . ~B9!

In ~B9!, 2E$¹Q
2 @F(Q)#% in the first term is the Fisher information matrix for the parameterQ, or 2E$¹Q

2 @F(Q)#%
5J(Q). On the other hand,2E$“Q@F(Q)#% in the second term is the meanscore function,12 and it is known to be zero in
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any case,2E$“u@F(Q)#%50. Therefore, the second term disappears, and the Fisher information matrixJ(g,X) becomes

J~g,X!5FJ11~g,X! J12~g,X!

J21~g,X! J22~g,X!
G5F S ]Q

]g D T

J~Q!S ]Q

]g D S ]Q

]g D T

J~Q!S ]Q

]X D
S ]Q

]X D T

J~Q!S ]Q

]g D S ]Q

]X D T

J~Q!S ]Q

]X D G , ~B10!

where the 333 matrix J(Q) is known to be13

J~Q!5F b2

a2 k 2
k

a

G8~k11!

G~k11!

b

a

2
k

a

G8~k11!

G~k11!

1

b2 F11
G9~k11!

G~k11! G 2
1

b

G8~k!

G~k!

b

a

1

b

G8~k!

G~k!

G9~k!G~k!2~G8~k!!2

G2~k!

G . ~B11!

If both g andX are unknown, the Cramer–Rao lower bounds
with M independent samples are CRLB (g)
5M 21H11(g,X) and CRLB (X)5M 21H22(g,X) where

H~g,X!5FH11~g,X! H12~g,X!

H21~g,X! H22~g,X!
G

5FJ11~g,X! J12~g,X!

J21~g,X! J22~g,X!
G21

. ~B12!

If g5g0 is known, onlyJ22 exists, and the Fisher informa-
tion matrix for X becomes

J~X!5J22~g0 ,X!5S ]Q

]X D T

J~Q!S ]Q

]X D . ~B13!
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In order to better understand the mechanics of tympanic membrane~TM! transduction at frequencies
above a few kHz, the middle-ear~ME! impedance measured near the tympanic membrane is studied
for three anesthetized cat ears after widely opening the ME cavities~MEC!. Three conditions were
measured: intact ossicles, drained cochlea, and disarticulated stapes. When the cochlear load is
removed from the ME by disarticulating the stapes, the impedance magnitude varies by about
625 dB in the 5- to 30-kHz range, with peaks and valleys at intervals of'5 kHz. These
measurements suggest middle-ear standing waves. It is argued that these standing waves reside in
the TM. In contrast, the magnitude of the impedance for the intact case varies by less than610 dB,
indicating that for this case the standing waves are damped by the cochlear load. Since the
measurements were made within 2 mm of the TM, standing waves in the ear canal can be ruled out
at these frequencies. Although the ME cavities were widely opened, reflections from the ME cavity
walls or surrounding structures could conceivably result in standing waves. However, this
possibility is ruled out by model predictions showing that such large standing waves in the ME
cavity space would also be present in the intact case, in disagreement with the observation that
standing waves are damped by cochlear loading. As a first-order approximation, the standing waves
are modeled by representing the TM as a lossless transmission line with a frequency-independent
delay of 36ms. The delay was estimated by converting the impedance data to reflectance and
analyzing the reflectance group delay. In the model the ossicles are represented as lumped-parameter
elements. In contrast to previous models, the distributed and lumped parameter model of the ME is
consistent with the measured impedance for all three conditions in the 200-Hz to 30-kHz region.
Also in contrast with previous models, the ear-canal impedance is not mass dominated for
frequencies above a few kHz. Finally, the present model is shown to be consistent, at high
frequencies, with widely accepted transfer functions between~i! the stapes displacement and
ear-canal pressure,~ii ! the vestibule pressure and ear-canal pressure, and~iii ! the umbo velocity and
ear-canal volume velocity. An improved understanding of TM mechanics is important to improve
hearing aid transducer design, ear-plug design, as well as otoacoustic emissions research. ©1998
Acoustical Society of America.@S0001-4966~98!02812-4#

PACS numbers: 43.64.Bt, 43.64.Ha, 43.64.Jb@BLM #

INTRODUCTION

The tympanic membrane~TM! transduces the ear-canal
sound pressure into a mechanical motion of the ossicles. The
goal of the research reported in this paper is to improve our
understanding of the function of the TM and other middle-
ear ~ME! structures. Consider the following:~1! In theory,
mass inertia of the ossicles should result in an increase in
ME input impedance as frequency increases~Shaw and Stin-
son, 1981!, and ~2! surface displacement patterns of the cat
TM suggest that above a few kHz the TM surface has modes
~i.e., standing waves! ~Khanna and Tonndorf, 1972!. In both
of these cases the coupling of the ear-canal sound pressure to
the ossicles will effectively decrease as stimulus frequency

increases above a few kHz. The basic question asked by this
paper is:How does the TM couple sound into the cochlea
above a few kHz?

Figure 1 shows the ME input impedanceZec(v) mea-
sured close to the TM with middle-ear cavities~MECs! wide
open, for three different conditions:~I! intact middle and
inner ear,~II ! drained cochlea, and~III ! disarticulated stapes.
In the disarticulated stapes and drained-cochlea cases, the
impedance magnitude periodically increases and decreases
by as much as625 dB @Fig. 1~C! and ~E!#, indicative of
low-loss standing waves. In the intact case these standing
waves are damped by the cochlea@Fig. 1~A!#. The figure
shows that the standing waves are significantly damped in all
three ears measured. These results suggest that the ME sup-
ports the propagation of low-loss traveling waves, and that
the damping of these waves is provided by cochlear loading.a!Electronic mail: purial@leland.Stanford.edu
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Thus a primary problem posed in this paper is how do we
understand these measurements? The answer will lead to a
better understanding of the TM with respect to high-
frequency ME sound transmission.

To study the question of ME sound transmission, ME
input impedance was transformed to reflectance magnitude
and reflectance group delay. For the disarticulated stapes and
drained cochlea cases, the mean group delay is approxi-
mately 100ms in the 3–20-kHz frequency region. A delay of
100 ms corresponds to the round-trip delay in a 1.7-cm-long
air-filled tube. Given that measurements were made within
approximately 0.2 cm of the surface of the TM, standing
waves in the ear canal can be ruled out for frequencies below
30 kHz. It is unlikely that there are standing waves~i.e.,
large delays! in the ossicles. Thus a secondary question
posed in this paper is:How can we account for the large
delays measured in the middle ear?Since the cochlea is
removed by disarticulating the stapes, these 100-ms delays
cannot originate from the inner ear.

Attempts to understand the data of the type shown in
Fig. 1 with standard lumped parameter model representations
for the TM ~Zwislocki, 1962; Mo” ller, 1965; Matthews, 1983!
have been successful for frequencies below 6–8 kHz, but fail
at the higher frequencies~Puria, 1991b!. Existing ME mod-
els ~Flanagan, 1962; Zwislocki, 1962, 1963; Peake and
Guinan, 1967; Nuttall, 1974; Shaw and Stinson, 1981; Krin-
glebotn, 1988; Shera and Zweig, 1991; Goodeet al., 1994!
are also limited at frequencies above approximately 8 kHz
~Rabbitt and Holmes, 1986, 1988!. Finite-element models
have been previously proposed to circumvent this problem

~Funnellet al., 1987!. In the present work we explore a more
parsimonious solution by using a distributed parameter~i.e.,
transmission line! model.

Two likely hypotheses for the measurements shown in
Fig. 1 are presently explored:~1! standing waves in the tym-
panic membrane, or~2! standing waves in the open MEC
space. Mathematical models constrained by measurements
are used to explore both hypotheses. We conclude that the
MEC model is inconsistent with measurements, and thus can
be ruled out.

It follows that the physical mechanism for the observed
100-ms delay is TM transverse wave propagation. We show
~i! to a first-order approximation the TM can be modeled as
a transmission line with a frequency-independent delay, and
~ii ! the TM model, along with a lumped–parameter represen-
tation of the ossicles, is consistent with both the ME input
impedance data shown in Fig. 1, as well as with numerous
physiological measurements of the cat ME reported in the
literature. Model calculations, valid to at least 25 kHz, are
for a single set of parameters. A preliminary version of this
paper was previously presented~Puria and Allen, 1996!.

I. METHODS

A. Preparation

Methods of animal preparations have been previously
described~Allen, 1983!. Briefly, the bulla cavity was widely
opened and the bony septum that separates the bulla cavity
from the tympanic cavity removed~Fig. 2!. The ear canal
was surgically removed and a calibrated receiver and probe-

FIG. 1. The middle-ear~ME! input impedance was measured by placing a calibrated sound-delivery tube and microphone assembly within 2 mm of the TM
surface with the bulla wall wide open and the bony septum removed. Measurements in three cat ears, from 0.2 to 30 kHz, are shown. Impedance measurements
of Zi , Zdc , andZds were made in the following order:~I! intact: ossicles and cochlea in their normal state (Zi), ~II ! drained cochlea: scala-vestibule and
scala-tympani perilymph removed (Zdc), and~III ! disarticulated stapes: cut stapes away from incus at the incudo-stapedial joint (Zds). The top panels~A,C,E!
show impedance magnitudes, normalized by the characteristic impedance of the transducer sound-delivery tubeZot5400 ohms (dyne-s/cm5). The bottom
panels~B,D,F! show phase angles of the impedance in rad/p ~e.g.,60.5 rad/p5690°!. In all figures, the line types of the unlabeled panels are identical to
the line types of the labeled panels~e.g., the solid line corresponds to ear 2 in panels B and A!.
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tube microphone assembly was put in place near the bony
end of the ear canal~the microphone probe tube was typi-
cally less than 2 mm from the surface of TM!.

Following the ear preparation, the ME input impedance
and cochlear microphonic~CM! were measured. The acous-
tic impedance calibration of the sound delivery system has
been previously described~see Sec. I B!. The sound delivery
system was always calibrated at the start of each impedance
measurement session. If either the CM or the ME impedance
showed any indication of a bulla resonance, the bulla was
opened more widely and the impedance remeasured until
there were no indications of a ME cavity resonance. Once
the experimental series of cochlear and ME modifications
was started, no further modifications to the MECs were
made.

B. Measurements

The definition of impedance is based on the assumption
that the ear-canal pressure, in the measurement plane, is in-
dependent of spatial location; in other words, higher-order
spatial modes are assumed to be negligible. Complex wave
motions on the TM result in higher-order evanescent modes
near the eardrum which complicate measurements of imped-
ance. Theoretical arguments suggest that for distances
greater than 0.15 cm, and for frequencies below 25–30 kHz,

the effect of these evanescent modes on the ear-canal pres-
sure is insignificant~Lynch, 1981, pp. 146–148; Stinson,
1994!.

Ear-canal pressure measurements were made for fre-

quencies up to 3313 kHz with a frequency resolution of 65.1
Hz and 512 frequency points~the response at 0 Hz was not
measured! using the SYSid™~Puria and Allen, 1992; Puria
et al., 1993! measurement and analysis system~SYSid Labs,
Berkeley, CA!. A 1024-point buffer with a chirp stimulus
sampled at a rate of 15ms was used. As described elsewhere
~Allen, 1983!, cochlear microphonic measurements were
also made on these ears using tones.

The four-load impedance measurement technique was
used. This method was developed by Allen~1986!, and has
been previously described~Allen, 1986; Puria, 1991b; Keefe
et al., 1992; Voss and Allen, 1994!. Briefly, the Thévenin
source impedanceZ0(v) and source pressureP0(v) of the
sound delivery system are estimated by measuring the probe
microphone pressure responses to four known acoustic
loads.1 The ME acoustic impedance may then be calculated
directly from measured ear-canal pressure and the The´venin
source parametersZ0(v) andP0(v). Throughout this paper
all Thévenin and ME input impedance measurements have
been normalized by the characteristic impedanceZot

5raca /At5400 ~cgs-ohms! of the sound delivery tube~see
Table I!.

C. Impedance minimum-phase test

Impedance measurement techniques require that The´v-
enin ~or Norton! equivalent parameters for the source do not
change from the time of calibration to the time of measure-
ments. Measurement errors otherwise occur. The source
characteristics will change, for example, if the temperature
changes. A procedure to check for possible inconsistencies in
impedance measurements, by checking the ratio of the The´v-
enin source pressure to the ear-canal pressureH(v)
[P0(v)/Pec(v) for minimum-phase behavior, was outline
by Voss and Allen@1994, Eqs.~15!–~17!#. H(v) for the data
reported here was checked for their minimum-phase prop-
erty. It was found thatH(v) had an all-pass delay of 2–4ms,
and thus was not minimum phase. This all-pass delay corre-
sponds to less than13 of a Nyquist sample at the 15-ms Ny-
quist rate, and this delay error can be accounted for by the
difference in temperature of the sound delivery system at the
time of calibration~room temperature! and temperature of
the sound delivery system at measurement time~animal body
temperature!. All the data shown here have been corrected by
subtracting a delay of 2–4ms such that the pressure ratio
H(v) is minimum phase for frequencies below about 25
kHz. This guarantees that the ear-canal impedance is mini-
mum phase.

D. Middle-ear modifications

The ME input impedance was measured in approxi-
mately 27 animals, but the complete set of measurements,

FIG. 2. Simplified cat ME anatomy. The bulla cavity was widely opened
and the septum removed~dashed line!. The ear-canal impedance was mea-
sured by placing a calibrated microphone and sound delivery system in the
ear canal close to the TM. The impedance was measured for the intact
ossicles, after draining the cochlea and after disrupting the ossicular chain
by cutting the incudo-stapedial joint. The malleus and incus are attached to
the walls of MEC space by the malleus and incus ligaments.

TABLE I. Constants presently assumed and shown below are valid for
27610 °C: ra is the mass density of air;ca is the speed of sound in air,At

is the area of the sound delivery tube, andZot5raca /At is the characteristic
impedance of the sound delivery tube.

ra 1.17731023 g/cm3

ca 3.4723104 cm/s
At 0.102 cm2

Zot 400 dyn-s/cm5
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~ I! the intact ear—Zi~v!,

~ II ! perilymph removed—‘‘drained cochlea’’

Zdc~v!, and

~ III ! ‘ ‘disarticulated stapes’’—Zds~v! by cutting

at the incudo-stapedial joint,

was obtained on 3 ears~two animals!, reported here.2

All of these measurements are with the MEC wide open,
as described in Sec. I A. The cochlea was drained by remov-
ing the round–window membrane, and wicking out the
scala-tympani perilymph. The basilar membrane was next
removed, allowing the scala-vestibule perilymph to drain via
the wick. The disarticulated stapes case was measured after
cutting at the incudo-stapedial joint. Several intermediate im-
pedance measurements were made, but are not reported here
~Allen, 1986!. All surgical modifications and measurements
were performed by the second author, following the tech-
nique and guidance of J. Tonndorf~Tonndorf and Pastaci,
1986!.

II. FROM IMPEDANCE TO REFLECTANCE

A. Impedance

Normalized impedance measurements from ears 1–3,
shown in Fig. 1, have a similar pattern for any given condi-
tion. For frequencies below about 800 Hz the impedance is
stiffness dominated for all three cases, and the magnitude is
larger for the drained cochlea@panel~C!# than for the disar-
ticulated stapes case@panel~E!#. This difference in stiffness
represents the additional stiffness of the annular ligament.
Note also that the phase for the disarticulated case is more
bimodal ~i.e., reactive! than that of the drained case due to
the removal of annular ligament damping.

The drained cochlea@panels~C! and~D!# and disarticu-
lated stapes@panels~E! and~F!# cases clearly show standing
waves~i.e., high-Q low-loss modes!. For example, panel~C!
near 6 kHz shows a local maximum in the impedance mag-
nitude while the phase data in panel~D! shows a correspond-
ing phase shift from10.5 to20.5 rad/p. Given the625 dB
variations in impedance magnitude~the peaks and valleys!
we may conclude that the ME damping is quite small. Since
the stapes, annular ligament, and cochlea are not present for
the disarticulated case, it is clear that these structures are not
responsible for the standing waves. What is surprising about
these figures, besides the low damping of the isolated ME, is
the large ME delays that must be present to produce these
standing waves with such low resonant frequencies.

Panels~A! and~B! show that the cochlear load dampens
the standing waves because of the energy absorbed by the
cochlea~Mo” ller, 1965; Lynch, 1981; Tonndorf and Pastaci,
1986!. This is consistent with how we might imagine the ME
and cochlea might function to have a reasonable efficiency.

Since the magnitudes of the ME impedances for the
three ears have multiple maxima and minima that are not
exactly at the same frequency, there is no simple way to shift
the impedances so that all the maxima and minima are
aligned. Averaging these data would smear these peaks and
valleys, which would result in a loss of data features. Rather

than average data, we have used ear 1 as a prototypical ex-
ample for modeling purposes.3 The best middle ears, defined
as having the smoothest impedance frequency responses, the
widest frequency bandwidth, and the largest cochlear micro-
phonic to drum pressure ratios over frequency, correspond to
clean transparent ear drums.

B. Reflectance

The ME impedance measured near the TM, normalized
by the characteristic impedance of the transducer sound-
delivery tube (Zot), is defined asZme(v). This normalized
impedance may be expressed in terms of the pressure reflec-
tance~Puria and Allen, 1989; Puria, 1991a, b; Keefeet al.,
1992, 1993; Voss and Allen, 1994!

R~v!5
Zme~v!21

Zme~v!11
, ~1!

where

R~v![
P2

P1
~2!

5uR~v!uej /R~v!. ~3!

In Eq. ~2! the pressure reflectance is defined as the transfer
function between the retrogradeP2(v) and incidentP1(v)
pressure waves. In Eq.~3! the reflectance is expressed in
polar coordinates in terms of a magnitudeuRu and phase
angle/R.

The group delay of the reflectance

t ~v![2
]/R~v!

]v
~4!

is a measure of the delay between the retrograde pressure
wave P2(v) and the incident pressure waveP1(v) ~Puria
and Allen, 1989; Puria, 1991a, b; Voss and Allen, 1994!. In
other words, group delay is a measure of the latency of the
reflected sound relative to the incident sound; this interpre-
tation is restricted to frequency regions where the derivative

FIG. 3. Disarticulated stapes for ear 1.~A! Normalized impedance magni-
tude, and~B! phase in rad/p. ~C! Reflectance magnitude before and after
smoothing.~D! Reflectance group delay before and after smoothing the
reflectance phase and then using Eq.~4! to calculate the group delay. For
both magnitude and phase, recursive-exponential smoothing filters were
used~see text!.
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of uR(v)u with respect to frequency is small~Papoulis, 1962,
p. 135!. Given the above view point, reflectance is a measure
that is conceptually related to transient evoked otoacoustic
emissions. In the present case the reflectance is derived from
measurements using chirps, rather than clicks.

In Fig. 3, panels~A! and~B! show the impedance for the
disarticulated stapes case of ear 1, panel~C! shows the cor-
responding reflectance magnitude, while panel~D! shows the
reflectance group delay~dashed lines!. The reflectance mag-
nitude uR(v)u @Fig. 3~C!# is typically greater than 0.4 for all
frequencies measured and is greater than 0.8 for frequencies
below 8 kHz. The group-delay data for the disarticulated
stapes case@Fig. 3~D!# decreases from about 0.5 to 0.1 ms as
frequency increases from 0.2 to 3 kHz. At frequencies above
3 kHz the group delay on the average stays near 0.1 ms.
Although there are trends for frequencies above 3 kHz, the

group delay shows greatly increased variability~dashed
lines!.

1. Smoothing of reflectance data

To better analyze the trends in the reflectance group de-
lay, the phase of the reflectance was first smoothed using
recursive-exponential filters~Shera and Zweig, 1993, Appen-
dix!. These filters avoid prolonged ringing in the frequency
domain while minimizing splatter in the time domain.4 Equa-
tion ~4! was then used to compute the group delay. The re-
flectance magnitude was also smoothed with the same
recursive-exponential filters. It is evident from the group de-
lay after smoothing@Fig. 3~D!, solid line# that there are sys-
tematic variations in the delay. These variations are related
to the variability in reflectance magnitude above 3 kHz
which is likely due to radiation from the back side of the TM
~see the Appendix!. Below approximately 2 kHz, the delay
estimates have a small variance. Group delay for the drained
inner-ear and intact cases will be discussed after the full ME
model is presented.

III. A SIMPLE MIDDLE-EAR MODEL: A PRELUDE

In this section we present a greatly simplified ME
model, shown in the insert of Fig. 4~A!. With this lossless
and massless model, consisting of a TM as a transmission
line with delayT0 terminated by stiffnessK0 , we can ac-
count for much of the observed ear-canal reflectance group
delayt ~v! for the modified ME conditions for a wide range
of frequencies. We then proceed to show how the ME im-
pedance is related to the group delay using Eqs.~1! and~4!,
along with the lossless assumptionuR(v)u51.

A. Modeling the group delay t „v…

It is widely accepted that the ear-canal impedance is
stiffness dominated below a few kHz~Onchi, 1961; Zwis-
locki, 1962; Mo” ller, 1965!. By substituting the stiffness-
dominated TM impedanceK tm / j v into Eq. ~1!, and using
the definition of t ~v! given by Eq. ~4!, Voss and Allen
~1994! found a formula for the reflectance group delay. In
their formulation, a transmission line representing the ear
canal is terminated by a compliance representing the TM
stiffnessK tm . Generalizing the Voss and Allen~1994! model
to include the proposed TM delay, we model the ear canal
and TM as a uniform tube, having a characteristic impedance
Zot and an effective acoustic delayT0 , terminated by an
effective stiffnessK0 @as shown in Fig. 4~A! insert#.

The reflectance for this simplified model is

R~v!5
12 j vtc

11 j vtc
e2 j v2T0, ~5!

where

tc5Zot /K0 . ~6!

The group delayt ~v! for the model represented by Eq.~5! is
~Voss and Allen, 1994!

t~v!52T01
2tc

11~vtc!
2 . ~7!

FIG. 4. Three examples of a simple middle-ear model consisting of a loss-
less transmission line having a frequency-independent delayT0 , terminated
by a stiffnessK0 , as defined in the insert. This model illustrates the point
that the frequency location of the maxima and minima~poles and zeros! of
the impedance depends mainly on the group delay of the reflectance. The
three examples are:~1! T050 ~e.g., no transmission line!, K05Km51.1
3106 (dyn/cm5), ~2! T0540 ms, K05Km , and ~3! T0540 ms, K05Km

1K imj53.813107 (dyn/cm5). ~A! The group delay of the reflectance for
the three cases.~B! The phase of the reflectance is computed from the
integral of the group delay@Eq. ~10!#. ~C! Thes’s indicate location of zeros
while 3’s indicate location of poles of the impedance. The frequency of the
zeros is when the reflectance phase is at odd multiples ofp, while the
frequency of the poles is at even multiples ofp. As the amount of delay
increases, the accumulated reflectance phase increases and the pole-zero
frequency spacings of the impedance decrease.
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Equation~7! predicts a high-frequency round trip delay of
t (v→`)52T0 , and a low-frequency round trip delay of
t (v→0)52T012tc . Thus the total delay consists of the
sum of a low-frequency delay belowf c , and a fixed wide-
band delay, where

f c[1/2ptc . ~8!

From this definition and Eq.~7! we find

t ~2p f c![2T01tc . ~9!

From Fig. 3~D! we see a delay which is qualitatively
similar to the prediction of Eq.~7!. At high frequencies the
terminating compliance has an impedance that is much
smaller than the characteristic impedance of the transmission
line, and the termination reflects all the energy above that
frequency with the round trip line delay of 2T0 . At low
frequencies, defined asf , f c , the transmission line has an
effective acoustic length that is longer than 2T0 due to the
terminating compliance~Voss and Allen, 1994!.

Equations~7!–~9! are important because they separate
the delay of the transmission lineT0 from the delay due to
the terminating stiffnessK0 . If the TM operates as a delay
line, then its delay appears as an extension of the canal delay
line, rather than as part of the stiffness of the ossicles. Thus
this model allows us to address one of the basic issues of the
physical properties of the tympanic membrane:Is the TM
best modeled as a combination of a few stiffness, mass, and
damping elements, or as a transmission line?

1. An estimate of the TM delay

An approximation to the TM delay may be obtained
using previously established ossicle stiffness values, the
group delay shown in Fig. 3~D!, and the equations for the
simple ME model@Fig. 4~A! insert# outlined above.

Below about 1 kHz the ossicle impedance is dominated
by the ligament stiffness, and the element impedances are
approximately known. Based on an extensive series of cat
middle-ear impedance measurements, Lynch~1981, pp.
226–231! estimated the malleus-ligament stiffnessKm (1.1
3106 dyn/cm5) and the IM joint stiffness K imj (37
3106 dyn/cm5).

For the disarticulated stapes case, the stiffness of the
malleus is dominated by the anchoring ligamentsK05Km.
Using Km51.13106 (dyn/cm5), we find tc5365 ms from
Eq. ~6!, and f c5437 Hz from Eq.~8!. Using this cutoff fre-
quency, the delayt ( f c) for the disarticulated stapes case
@Fig. 3~D!# is 0.45 ms. From Eq.~9! we estimate the TM and
ear-canal delayT0 to be 42.5ms.

For the measurements shown in Fig. 1, the ear-canal
space is estimated to be approximately 1.5 mm, correspond-
ing to an ear-canal propagation delay of 4.3ms. Subtracting
this delay from the combined ear-canal and TM-delay esti-
mate requires that the TM delay is'38ms. The distance
corresponding to this delay for sound propagation in air is
1.3 cm, which is significantly larger than the physical dimen-
sions of the tympanic membrane. Thus, the above theoretical
considerations, combined with previous middle-ear measure-
ments, suggest that there is significant delay in the tympanic

membrane. It follows that the velocity of wave propagation
must be slower than the speed of sound in air, by an amount
that is'3.6 ~radius of 0.36 cm!.

B. Examples of the simple model

In this section we illustrate how the frequency spacing
of the poles~maxima! and zeros~minima! of the ME imped-
ance of the delay and stiffness model depends on the reflec-
tance delay and terminating stiffness. Three examples are
given: ~1! a pure stiffness,~2! a short piece of transmission
line terminated with a stiffness, and~3! same as case 2 but
with increased stiffness. This last case corresponds to
‘‘blocked incus.’’ Finally the impedance is computed from
the group delay using the reflectance formula Eq.~1! with no
losses~i.e., uRu51!. In these three examples the group delay
t ~v! is the only model parameter~as dictated byT0 andK0!.
The delay and phase are calculated from model equation~7!,
while the loss is set to zero.

1. Group delay

The group delay of the simple model@Fig. 4~A! insert#
consisting of a lossless transmission line with delayT0 and a
terminating impedance determined by stiffnessK0 is shown
in Fig. 4~A!, for three different conditions. In the three ex-
amples the group delay of the reflectance is given by Eq.~7!.
We use Lynch’s parameters forKm andK imj and TM delay
estimated in the previous section.

For example 1 the stiffness isK05Km51.1
3106 (dyn/cm5) andT050 ~e.g., no transmission line!. Us-
ing Eq. ~6! we find thattc is 365ms. Thus, as shown in Fig.
4~A!, the reflectance delay asymptotically approaches 730ms
as frequency decreases. According to Eq.~8! the cutoff fre-
quency f c is approximately 435 Hz. Abovef c , the delay
decreases by a factor of 4 for each octave increase in fre-
quency.

For example 2, we add a transmission line with delay
T0540 ms to the stiffnessK05Km. According to Eq.~7!,
when a transmission line is terminated with stiffnessKm,
one simply adds the delay of the transmission line to the
delay due to the stiffness alone to obtain the total delay. This
is graphically illustrated in Fig. 4~A!. The group delay for
example 2 is always greater than for example 1.

If we assume that the malleus mass and all middle-ear
losses are negligible, then example 2 approximates the dis-
articulated stapes case. This is apparent from the compari-
sons of the group delays shown in Figs. 3~D! and 4~A!.

In example 3, the incudo-malleolar joint stiffnessK imj

53.73107 (dyn/cm5) is added to the malleus stiffness~e.g.,
K05K imj1Km! terminating theT0540 ms transmission line.
Example 3 is similar to example 2 except that the incudo-
malleolar joint stiffness is added to the malleus stiffness.
Thus stiffnessK0 is more than an order of magnitude greater
for example 3 than for example 2. This example corresponds
to the incus blocked at the IS joint. For this casetc is ap-
proximately 10.5ms @Eq. ~6!#. At low frequencies we expect
the delayt (0)52T012tc to be 101ms. At high frequencies
the reflectance delayt should decrease to 2T0580 ms with a
cutoff frequencyf c of 15 kHz.
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2. From reflectance back to impedance

The reflectance group delay determines the reflectance
phase, which in turn determines the location of the poles and
zeros of the impedance. The magnitude of the reflectance, on
the other hand, determines the bandwidths of the poles and
zeros. This follows from two formulas: the integral of Eq.
~4!,

/R~v!52E
0

v

t~v!dv ~10!

for v.0, and

Zme~v!5
11uR~v!uej /R~v!

12uR~v!uej /R~v! , ~11!

which follows from Eqs.~1! and ~3!. The group delay may
be transformed into a reflectance phase angle by using Eq.
~10!. As frequency increases, the phase angle increases~as-
suming a positive group delay!, andR(v) rotates about the
origin in the complex plane. WhenR is close to61, the
impedanceZme shows poles, defined as the set of complex
frequenciessn5sn1 j vn where R(sn)51, and zeros, de-
fined byR(sn)521.

Since the magnitude of the reflectance is close to one for
conditions when the cochlear load is removed from the
middle ear, to a first-order approximation, we can model the
impedance over a wide range of frequencies given only the
group delay data.

In example 1 there is no added delay; thus the reflec-
tance angle asymptotically approachesp as frequency in-
creases~e.g., /R(v)uv→`→p! and asymptotically ap-
proaches 0 as frequency decreases~e.g., /R(v)uv→0→0!.
Thus there is a zero in the impedance asv→` and a pole in
the impedance asv→0. Note that by simply adding delay
~example 2!, multiple maxima and minima are introduced in
the impedance magnitude above 1 kHz. Example 1 thus
demonstrates that, when there is insufficient delay, the reflec-
tance phase angle@Eq. ~10!# rotates about the origin so
slowly that the poles and zeros of Eq.~11! occur with a much
wider frequency spacing. When there is delay~as in the case
in examples 2 and 3!, the poles and zeros in the ME imped-
ance occur due to standing waves in the transmission line. In
this simple model there are no losses~e.g.,uRu51! and thus
the poles and zeros have infiniteQ’s. More realisticallyuRu
,1, and, correspondingly, the bandwidth increases and the
Q’s having finite values.

In summary, addition of group delay to the reflectance is
the key to a model that works over a wide frequency range,
as shown by our three simple examples.

IV. THE MIDDLE-EAR MODEL

Up to this point we have explored the possibility that
there is delay in the tympanic membrane. In this section we
formulate a more complex model that allows us to investi-
gate the possibility that the measured ear-canal reflectance
delay is in the residual postsurgical, widely opened ME cav-
ity.

Middle-ear models are commonly defined in terms of
lumped-parameter~parametric! models. We shall follow this

approach with three significant exceptions. We represent the
measured delay@Fig. 3~D!# first as delay in the TM, and
second as delay in the middle-ear cavity. Third, we define
the cochlear impedance in nonparametric terms asZc(v).
The remaining elements are described as lumped-parameter
elements.

A. Description of the models

The motions of the middle ear can be described by the
general model of Fig. 5~A! consisting of three basic compo-
nents:~1! the residual ear-canal space between the tip of the
probe-tube microphone and the tympanic membrane,~2! the
radiation impedance due to the residual ME cavityZmec(v),
and~3! the ossicular chain impedanceZoc(v) due to the TM,
the ossicles and cochlea. In Fig. 5~A! the MEC and the os-
sicular chain impedances appear in series. This assumption
has been previously shown to be valid for a wide range of
frequencies@Lynch, 1981~Chap. II!; Puria, 1991b~pp. 133–
135!#.

Figure 5~B! shows the detailed electrical circuit repre-
sentation for the tympanic membrane, ossicles, and the
middle-ear cavity. In Fig. 5~B! the TM and the MEC, en-
closed by the dashed box, represent delay in the TM and the
radiation load impedance of the open MEC. Thus the circuit
of Fig. 5~B! allows us to test the TM-delay hypothesis. To
test the MEC-delay hypothesis, the components in the
dashed box of Fig. 5~B! are replaced by the components in
the dashed box shown of Fig. 5~C!.

In Fig. 5, currents and voltages of the acousto-
mechanical system correspond respectively to either volume
velocities and pressures, or ‘‘particle’’ velocities and forces.

1. The ear canal

The ear canal is represented by a lossy cylindrical tube
~i.e., an acoustic transmission line! of length Lec and diam-
eterDec. The ear canal and the open ME cavity are separated
by the TM and thus they must have the same volume veloc-
ity U tm , resulting in a series configuration for the two im-
pedances~i.e., Zoc1Zmec! that terminate the ear-canal space.

2. Middle-ear cavity radiation impedance

For the TM-delay hypothesis the ME cavity impedance
Zmec is represented by a radiation load impedance

Zmec5
j vM rl3Rrl

~Rrl1 j vM rl!
. ~12!

In Eq. ~12! M rl is the mass of the radiation load andRrl is the
effective damping due to loss of energy through the widely
opened ME cavity.5 Equation~12! represents the functional
form for either a plane piston in an infinite baffle or of a
plane piston at the end of a long tube~Beranek, 1954, pp.
124–125!. Our case seems to lie somewhere between these
two extremes.

3. Tympanic membrane model

The ligaments of the malleus and the attachment of the
anterior process of the malleus to the tympanic bone helps to
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maintain the conic shape of the TM. Be´késy ~1960, p. 195!
has argued that the human eardrum resembles a stiffened
cone rather than a stretched membrane.

The ossicular chain and TM components of the imped-
ance is defined asZoc. In the model of Fig. 5~B! the TM is
represented as a lossless transmission line having a matched
characteristic impedanceZot , and a frequency-independent
delay Ttm between the input at the tympanic ring and the
output at the umbo~i.e., the tip of the manubrium!. In this
representation, a small segment of the TM transmission line
corresponds to an annulus of the TM. The TM model shown
in Fig. 5~B! can be succinctly represented in terms of a two-
port matrix as follows:

F Ptm8

U tm
G5FAtm Btm

Ctm D tm
G FFu

Vu
G . ~13!

The pressure in front of the TM under the condition that the
MEC is short circuited~Rrl50 or M rl50! is defined asPtm8 .
The tympanic membrane matrix elements~Atm , Btm , Ctm ,
andD tm! in Eq. ~13! are due to the product of two matrices:

FAtm~v! Btm~v!

Ctm~v! D tm~v!
G5F cos~vTtm!

jZot
21 sin ~vTtm!

jZot sin ~vTtm!

cos~vTtm!G
3FAtm

21

0
0

Atm
G . ~14!

The diagonal matrix on the right-hand side represents the
TM as a transformer, with turns ratioAtm . In Eq. ~14! vTtm

is often written askl in transmission line terminology, where
k is the wave number (v/c) and l is the length of the line.

FIG. 5. Three middle-ear model circuit representations.~A! The ear-canal impedanceZec is the sum of the impedance of the middle-ear cavityZmec and the
impedance of the ossicular chainZoc , which is a function of the properties of the tympanic membrane~TM!, ossicles, and the cochlea. Panels B and C show
two different models proposed for the TM and MEC.~B! The tympanic membrane is represented by a nondispersive lossless transmission line. This
transmission line has a frequency-independent delayTtm from the tympanic ring to the umbo and characteristic impedanceZot . The space between the
measurement plane and the TM is represented by a cylindrical tube with diameterDec and lengthLec. The radiation impedance of the open middle-ear cavity
is represented by the parallel combination ofRrl andM rl . The rotational mass of the malleus is represented byMm while malleus and incus ligaments~Fig.
2! are represented by stiffnessKm . See the text for a description of the other circuit elements. The three different measurement conditions of Fig. 1 are
modeled by appropriate setting of switchesSdc andSds: when both switches are open, the circuit represents the intact measurement condition. With switchSdc

closed andSds open, the circuit represents the drained cochlea measurement condition. With switchSds closed the circuit represents the disarticulated stapes
measurement condition. The third switchSbi corresponds to the blocked incus case, which is discussed in the text.~C! An alternative representation for the
TM and MEC is shown. The MEC-delay model is obtained by replacing the contents of the dashed box of panel B with the contents of the dashed box shown
in panel C. In this model the delay is in the MEC rather than in the TM. The MEC is represented as a cylindrical tube with lengthLmec andDmec terminated
by a radiation impedance. The TM is represented by a piston having stiffnessK tm and massM tm . The parameters for both models are listed in the Appendix.
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4. Ossicular chain impedance

In Fig. 5~B!, the impedance of the malleus is represented
by Zm(v)5Rm1Km/ j v1 j vMm. StiffnessKm and damp-
ing Rm are due to the ligaments of the malleus and incus.

The transformer with turns ratioNlr represents the lever
ratio between the malleus and incus. The shunt impedance
Zimj(v)5Rimj1K imj / j v represents the slippage at the IM
joint. The incus is represented by the massM i . The shunt
impedanceZisj(v)5Risj1K isj / j v represents the slippage at
the incudo-stapedial joint. The transformer with turns ratio
Afp converts the stapes velocity into the footplate volume
velocity. The stapes is represented by massM s. The annular
ligament which holds the stapes in the oval window is rep-
resented by a parametric viscoelastic spring,Zal(v)5Ral

1Kal / j v.

5. Cochlear load

The ‘‘load’’ on the stapes is the cochlea, consisting of
the cochlear input impedanceZc(v) in series with the round
window impedanceZrw(v). Our 1991 model results for the
cochlear input impedance with tapered scalae area cochlea
and viscous perilymph~Puria and Allen, 1991, Fig. 18! were
used as a cochlear load, since the actual load for the animals
used in this study is unknown.

6. Middle ear cavity delay model

In Fig. 5~C! the delay in the MEC is represented by a
tube terminated by a radiation load impedance@Eq. ~12!#.
The TM is represented by a piston with stiffnessK tm and
massM tm . The value ofK tm is chosen such that it has the
same impedance at low frequencies as the TM-delay model
(K tm5Zot /Ttm). For the MEC-delay model, the widely open
ME cavity is represented by a tube of lengthLmec and diam-
eter Dmec terminated in a radiation load impedance of the
same form as Eq.~12! but with different parameter values.

B. Parameter selection and reduction

For the disarticulated stapes case, the TM-delay model
of Fig. 5~B! requires specification of 13 parameters, while
the MEC-delay model of Fig. 5~C! requires specification of
14 parameters. Since we do not knowa priori any of the
specific parameters for the ME impedance shown in Fig. 1,
our approach is to draw average parameter values from the
literature as a starting point and then use an optimization
procedure that varies many of the parameter values, mini-
mizing the error@Eq. ~A3!# between the model and the ear-
canal impedance measurements of Fig. 1.

The four parameters shown in Table II were not adjusted

by the error minimization procedure. The dimensions forLec

andDec were based on the approximate location of the trans-
ducer in relation to the eardrum and ear-canal dimensions.
Average values for dimensionsAtm andNrl were taken from
the literature~Wever and Lawrence, 1954!.

1. The matched-impedance condition

Ossicle mass can limit the high-frequency behavior of
the middle ear~Shaw and Stinson, 1981!. If, however, each
mass element is followed by an appropriate compliance, such
that a section of ‘‘matched’’ transmission line is formed by
the two elements, then ossicle mass does not limit the fre-
quency response. Such a properly matched system will attain
a wide frequency response at the price of acoustic delay.
This is a necessary and favorable trade. In Fig. 5~B!, two of
the series masses~inductors! have corresponding shunt stiff-
nesses~capacitors!, since the malleus massMm may be as-
sociated with joint stiffnessK imj , and the incus massM i may
be associated with joint stiffnessK isj . Thus the ossicles may
be viewed as a lumped-parameter transmission line@e.g.,
Giacoletto~1977!, Chap. 8#. In addition to providing a means
for achieving higher-frequency response, the number of un-
known parameters may be reduced by one if we assume that
the IM joint stiffnessK imj and the malleus massMm are
related by theirlocal characteristic impedance. In summary,
the basic equation for the characteristic impedance of a
lumped-parameter mechanical transmission line is

Zo5AMK, ~15!

where M and K correspond to the elements of the series
mass and shunt stiffness. Solving forK in Eq. ~15! we get
K5Zo

2/M , which we call thematched-impedance condition.
To calculate the IM joint stiffness, we assume that the local
characteristic impedance at the malleus isZotAtm

2 Nrl
2, which

is the characteristic impedance of the ear canal transformed
to the IM joint.

Applying the matched-impedance condition, the IM
joint stiffnessK imj is therefore

K imj5a im

~ZotAtm
2 Nlr

2!2

MmNlr
2 , ~16!

where the quantity in the parentheses is the local character-
istic impedance at the malleus. The denominator is the
malleus mass transferred to the other side of the transformer,
with Nlr representing the lever ratio. We define the constant
a im as an impedance mismatch parameter betweenAK imjMm

and the local characteristic impedance. Based on direct ob-
servations of the cat IM joint slippage~Guinan and Peake,
1967!, we have seta im5 2

3. While the total number of pa-
rameters for the IM joint is two, the number of search pa-
rameters is one because of the estimate ofa im .

How does the matched impedance constrain help? If the
ossicles were not matched, energy would be less effectively
coupled to the cochlea, and the coupling would depend on
frequency. Since wideband frequency measures of the co-
chlea~such as the cochlear microphonic, middle-ear pressure
gain, and threshold of hearing! do not vary significantly with

TABLE II. Physical dimensions assumed for the cat middle ear.

Description Symbol Value Units

Length of ear canal Lec 0.15 cm
Diameter of ear canal Dec 0.36 cm

Area of TM Atm 0.41 cm2

Area of stapes footplate Afp 0.0126 cm2

Ossicular lever ratio Nlr 2 ~dimensionless!
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frequency above a few kHz, we believe that the middle ear
effectively couples ear-canal energy to the cochlea, justifying
our assumption thata im5 2

3.

C. Disarticulated stapes

Because the stapes and cochlea have been removed, the
disarticulated stapes case has the fewest number of param-
eters of the three conditions shown in Fig. 1. Fitting the TM
and ossicle model requires the estimation of eight unknown
parameters: the radiation load~2!, the TM delayTtm ~1!, the
malleus stiffnessKm, massMm and dampingRm ~3!, the IM
joint dampingRimj ~1!, and the incus massM i ~1!.

An automatic search procedure was used that minimizes
the error@see Eq.~A3!# between the measured impedance log
magnitude and phase angle and model impedance log mag-
nitude and phase angle. Starting from an initial estimate, the
algorithm minimizes the error while searching a constrained
parameter space~typically within 0.005 to 200 times the
starting values! using a quasi-Newton algorithm. Several
random perturbations by 25% of the initial parameters lead
to the same solution.

Using this search procedure, the tympanic membrane
delay model parameters were estimated for all three ears.
The final parameters for ear 1 are listed in Table AI of the
Appendix. Parameters for the other two ears typically dif-
fered from model parameters for ear 1 by less than a factor of
2. The TM delay in the other two ears was found to be
approximately 34ms for ear 2 and 41ms for ear 3. Rather
than list the parameters for the other two ears, we show the
sensitivity of the TM-delay model to changes in model pa-
rameters in Fig. A1 of the Appendix.

The model and measured impedances for ear 1 for the
disarticulated stapes case are shown in Fig. 6~A! and ~B!,
while the reflectance magnitude and group delay are shown
in Fig. 6~C! and ~D!. Both the TM-delay and MEC-delay
models account for the high-Q standing waves.

Although the measured group delay at frequencies above
3 kHz has a mean value of approximately 100ms, there is
tendency for the delay of ear 1 to ‘‘oscillate’’ in frequency.
The TM-delay model shows a similar oscillation. These cor-

related variations seem to be due to the acoustical properties
of the middle ear. By removing the radiation loadZrl in the
model, we determined thattds(v) is a monotonically de-
creasing smooth function,suggesting that the small oscilla-
tions above 6 kHz may be due to the radiation load imped-
ance Zrl causing a small impedance miss-match~see also
Fig. A1!.

Figure 6 shows that, for the entire range of frequencies
tested,bothmodels are in agreement with measurements. We
conclude that on the restricted evidence of impedance or re-
flectance, the delay can be either in the tympanic membrane
or in the middle-ear cavity.

D. Drained cochlea

In going from the disarticulated stapes case to the
drained cochlea case, model complexity increases by the ad-
dition of the incudo-stapedial joint, stapes massM s, and
annular ligament impedance. Four additional values for pa-
rametersRisj , Kal , Ral , and M s are required for this case.
Theoretical considerations suggest that the input impedance
of the drained cochleaZco

is negligible6 in comparison with
damping of the annular ligamentRal @Puria and Allen, 1991,
Eq. ~6a!#.

As in the IM joint case, we apply the matched-
impedance condition to the incudo-stapedial joint, treating
the joint stiffnessK isj and the incus massM i as a segment of
a parametric matched transmission line. The equation for the
impedance-matched joint stiffness in terms of the mass and
the local characteristic impedance is

K isj5
~ZotAtm

2 Nlr
2!2

M i
, ~17!

where the quantity in the parentheses is the local character-
istic impedance at the incus.

The four additional parameters were obtained by manu-
ally adjusting them to obtain agreement between model and
measured impedance magnitudes and phases, and are listed
in Table AI. During this adjustment the parameters found for

FIG. 6. Two model calculations are shown for the disarticulated stapes case,
along with the measured data for ear 1:~1! The TM-delay model, and~2! the
MEC-delay model.~A! Ear-canal impedance magnitude.~B! Impedance
phase angle.~C! Reflectance magnitude.~D! The reflectance group delay
t ~v!.

FIG. 7. Measurements~ear 1! and model calculation for the drained cochlea
case. The complexity of this case increased from the disarticulated stapes
case by the addition of the incudo–stapedial joint, the footplate area trans-
former, the annular ligament, and the stapes mass. These elements have an
effect on the impedance and reflectance mostly at frequencies below 4–5
kHz. Above 4–5 kHz, the drained cochlea and the disarticulated stapes
impedances and reflectances are approximately the same for both model
calculations.~See Fig. 6 for a description of panels.!
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the disarticulated stapes casewere held fixed. The estimated
parameters for the stapes and annular ligament were found to
be within a factor of 2 of those obtained experimentally by
Lynch et al., ~1982!. The average footplate areaAfp is known
from anatomical measurements~Lynch et al., 1982!.

Model and measured impedances for ear 1, for the
drained cochlea case, are shown in Fig. 7~A! and~B! and the
reflectance magnitude and group delay are shown in Fig.
7~C! and ~D!. As may be seen from the measurements and
model calculations, adding the stapes and the annular liga-
ment stiffness has a significant effect below 5 kHz.

As in the disarticulated stapes case, Fig. 7 shows that
both model results are consistent with measurements for a
wide range of frequencies.We conclude that, if one is given
only impedance (or reflectance) measurements of the disar-
ticulated stapes case or the drained cochlea case, it is im-
possible to determine the source of the delay.We shall next
show, however, that, once a cochlear load is attached~the
‘‘intact ear’’ case!, the two hypothesis may be distinguished.

E. Intact ear

In going from the drained cochlea to the intact ear, the
model complexity increases by the addition of the cochlear
load impedanceZc(v) on the middle ear. As previously
mentioned, our 1991 model of the cochlear input impedance,
with tapered scalae area cochlea and viscous perilymph~Pu-
ria and Allen, 1991, Fig. 18!, was used as the model cochlear
load.

The parameters for both ME models were held fixed,
and no new parameters were required for this calculation.
The model and measured impedance magnitude and phase
for the intact case of ear 1 is shown in Fig. 8~A! and ~B!,
while the reflectance magnitude and group delay is shown in
Fig. 8~C! and ~D!. With the cochlear load the impedance
magnitude for ear 1 varies by about66 dB. Consistent with
previous results~Mo” ller, 1965; Lynch, 1981; Allen, 1986!,
Fig. 8 shows that the cochlear load has a dramatic effect on
the middle-ear impedance~and thus its reflectance!.

For the TM-delay model, the standing waves in the im-
pedance magnitude are significantly reduced, in comparison

to the drained cochlea and the disarticulated stapes cases
~Figs. 7 and 6!. However, for the MEC-delay model, the
impedance magnitude varies by as much as615 dB, indicat-
ing standing waves that are much larger than in the TM-
delay model. We conclude that the TM-delay model is con-
sistent with measurements, while the MEC–delay model is
inconsistent. Thus,the middle-ear cavity delay hypothesis is
ruled out.

V. FURTHER TESTS OF THE TM-DELAY MODEL

An important test of any good model is that it can pre-
dict measurements not explicitly used in its formulation. In
this sectiongeneralizability of the middle-ear model with
TM delay is verified by comparing our model calculations
with known physiological measurements from the literature.

We compare model results for the following middle-ear
measurements from the literature:~1! incudo-malleolar and
incudo-stapedial joint slippage,~2! the stapes displacement
to ear-canal pressure ratio, and~3! the middle-ear pressure
gain. These measurements were not used in the model for-
mulation, with the exception of the IM joint slippage data.

A. Ossicular motion

1. Slippage of the ossicles

The ratio of the incus to malleus displacement
(D inc /Dmal solid line) from the model is shown in Fig. 9~A!
and~B! along with data points measured by Guinan and Peak
~1967!. Measurements and model magnitudes agree, while
phase angles disagree by more than 0.5 rad/p above 10 kHz.
In Eq. ~16! the IM joint stiffness, and thus the impedance of
the IM joint, is directly proportional toa im . Although not
shown, decreasinga im has the effect of increasing the joint
slippage. As is apparent from Fig. 5~B!, decreasing the IM
joint impedance will result in an increase in the current
through the IM joint shunt branch and thus a decrease in
Vinc , corresponding to increased slippage. Changes ina im by
50% have a large effect on the IM slippage.

FIG. 8. Measurements~ear 1! and model calculations for the intact case.
The complexity of this case is increased from that of the drained cochlea
case by the addition of the cochlear load. The input impedance of a tapered
cochlea with viscous perilymph was used as the cochlear load~Puria and
Allen, 1991!. ~Note the change in scales ofuZu and uRu from previous fig-
ures.!

FIG. 9. Comparison of model calculations to measured data of the motions
of the ossicles. Magnitude~A! and phase angle~B! of the slippage at the
incudo-malleolar jointD incus/Dmalleus and slippage at the incudo-stapedial
joint Dstapes/D incus. Magnitude~C! and phase angle~D! of the ratio of the
stapes displacement in cm per dyn/cm2 ~74 dB SPL!. The stapes volume-
velocity Ust(v) of the model was divided byj v and the footplate areaAfp

to obtain the stapes displacementDst . Measurements by Guinan and Peake
~1967! in four cat ears are shown as different symbols.
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Our model calculations of the ratio of the incus to stapes
displacementD inc /Dst, as shown in Fig. 9~A! and ~B!, sug-
gest that there is no significant slippage between these two
ossicles even at the highest frequencies. This result is con-
sistent with measurements of amplitude and phase between
the incus and stapes displacement by Guinan and Peake
~1967, pp. 1248–1249!. Changes inK isj by a factor of1

5 to 5
do not have a significant effect on the IS slippage because
the stiffness of the IS joint is large. In order for there to be
significant slippage in the IS joint,K isj would need to be
lower by a factor of 10 or more.

2. Stapes displacement

An important measure of middle-ear transmission is the
ratio of the stapes displacement to the ear-canal pressure.
The model computation of the stapes displacement~in cms!
per unit of pressure at 1 dyn/cm2 ~74 dB SPL! is shown in
Fig. 9~C! and ~D!. For comparison, the stapes displacement
per unit ear-canal pressure data published by Guinan and
Peak~1967! are also shown.

Below 500 Hz the model stapes displacement magnitude
is greater than the measured values. For example, at 100 Hz
the model results are greater by a factor of 2. At low fre-
quencies, the stapes displacement is dominated by the

malleus stiffnessKm ~see Fig. A1! and the stiffness of the
annular ligamentKal . Increases inKm or Kal result in a de-
crease in stapes displacement, and this results in an increase
in ear-canal impedance for frequencies below 1 kHz.

Lynch et al. ~1994! established a correlation between
body weight and eardrum compliance. One possible reason
for the higher stapes displacement is that our animals~Fig. 1!
had systematically lower stiffness than the Guinan and Peak
animals~Fig. 9!.

At high frequencies the phase shift in the stapes dis-
placement re the ear-canal pressure@Fig. 9~D!# is much
greater than the phase shift in the IM joint@Fig. 9~B!#. Thus
the model IM joint does not account for most of the stapes
displacement to ear-canal pressure phase shift. In the TM-
delay model a portion of this phase is due to delay in the
tympanic membrane.

B. ME pressure gain and round window cochlear
microphonic

The middle-ear pressure gainis defined as the ratio of
the vestibule pressure near the footplate to the ear-canal pres-
sure near the tympanic membranePv(v)/Pec(v). This im-
portant ratio is related to the behavioral threshold~Puria
et al., 1997! and the cochlear microphonic~CM! response
~Dallos, 1970; Nedzelnitsky, 1980; Allen, 1983!.

As shown in Fig. 10 there is mixed agreement between
the calculated middle-ear pressure gain and the measured
pressure gain. In 1980 Nedzelnitsky~Fig. 15! reported mea-
surements of the ME pressure gain in six cats with open ME
cavity. In Fig. 10 these calculated and measured pressure
gains are shown along with the measurements of cat middle-
ear pressure gain from De´cory ~1989, Figs. 104–105!, also
for the wide open bulla condition.~Although not shown here,
Décory also measured the pressure gain with an open bulla
cavity but intact septum, and found the pressure to be lower
than the mean of the removed septum by 3–6 dB.! Décory’s
measured pressure gain is greater than Nedzelnitsky’s by
3–12 dB, while the phase angles are in reasonable agree-
ment.

The middle-ear pressure gain was not measured for the
ears used in the present study. However, the ratio of the
round window cochlear microphonic7 ~CM! to ear-canal
pressure was measured, and is labeled ‘‘Ear 1-CM/Pec’’ in
Fig. 10. It has been argued~Dallos, 1970; Allen, 1983!, and
is now widely accepted, that the CM is proportional to the
pressure drop across the cochlear partition because,~a! the
CM is proportional to basilar membrane displacement,~b!
basilar membrane displacement is stiffness dominated for
frequencies less than the characteristic frequency corre-
sponding to the place of measurement, and~c! characteristic
frequencies near the round window are greater than 30 kHz.

There is close agreement between the model calculations
and both the pressure gain and the CM data in the 0.03–8-
kHz frequency range~Fig. 10!. Above 8 kHz, there are sys-
tematic differences in slopes of the magnitude of the round
window CM and measured pressure gain and middle-ear
model pressure gain. Above about 4 kHz the model slope is
less than the CM slope by about 4 dB/oct.

FIG. 10. Compared here are the middle-ear pressure gain of Nedzelnitsky
and Décory, the ratio of the round window cochlear microphonic~CM! to
the ear-canal pressure (Pec) for ear 1, and model calculations of the middle-
ear pressure gain. Two measurements of the middle-ear pressure gain with
middle-ear cavities wide open are shown:~1! Nedzelnitsky’s~1980! mea-
surement is the median and range of six cats, and~2! Décory’s ~1989, Fig.
105! measurement is from one ear. Also shown is the CM data chosen from
the linear regime of the CM~i.e., just before it started to saturate! and its
magnitude scaled7 ~to agree with the pressure gain at 1 kHz! to allow com-
parison with the calculated middle-ear pressure gain. Panel A shows the
magnitude in dB@20 log10(uX/Pecu), whereX is either Pv or CM# of the
transfer function and panel B shows the phase angle in rad/p. The ‘‘ideal
mechanical transformer model’’ is a zero-delay model that proposes that the
product (Atm /Afp)3Nlr is the pressure gainNTR ~Wever and Lawrence,
1950!. For the cat,NTR'39 dB as shown by the straight line in panel A.
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VI. DISCUSSION

A. Testing the two hypotheses

The goal of the present work is to understand middle-ear
mechanisms for frequencies above a few kHz. A reflectance
group delay of approximately 100ms has been found in the
disarticulated stapes and drained cochlea cases for frequen-
cies above 2 kHz@Figs. 6~D! and 7~D!#. Two hypotheses for
the measured delay were tested:~1! the delay is in the tym-
panic membrane~TM-delay model!, and ~2! the delay is in
the middle-ear cavity space~MEC-delay model!. As shown
in Fig. 5, we have assumed a series model for the ossicular
chain and the middle-ear cavity space~Lynch, 1981, Chap.
II; Puria, 1991b, pp. 133–135!. We have quantitatively ana-
lyzed the two models.

Quantitative model calculations suggest that the two
models arenot distinguishable if one includes only the im-
pedance for the disarticulated stapes and drained cochlea
cases~Figs. 6 and 7!. However, the two models are easily
distinguished when the intact case is included, as seen in Fig.
8~A! and ~B!. The cochlear load significantly reduces the
magnitude of the standing waves for the TM-delay model but
not for the MEC-delay model.All of the arguments above
refute the middle-ear cavity delay hypothesis.

1. The MEC-delay model

When the delay is in the middle-ear cavities, the reso-
nances come from the standing waves in the MEC. In the
MEC-delay model, the drum impedance is typically much
smaller than the MEC impedance, namelyuZocu!uZmecu. For
the intact case, the experimental TM impedance is approxi-
mately matched to the ear-canal characteristic impedance.
This is inconsistent with the MEC-delay model because the
large MEC impedance appears in series withZoc. In all three
cases the impedance of the middle-ear cavity dominates at
frequencies above 4–5 kHz and consequently changes in the
ossicular chain impedance~i.e., due to draining the cochlea
or disarticulating the stapes! do not have a significant effect
on the ear-canal impedance at those frequencies.

2. The TM-delay model

When the delay is in the tympanic membrane, standing
waves in the TM surface give rise to resonant modes. In this
model the relative magnitude ofZmec ~due to the open
middle-ear cavity! is small in comparison toZoc. Thus the
ear-canal impedanceZec is dominated byZoc. The TM-delay
model is sensitive to changes in the load to the ossicular
chain, unlike the MEC-delay model.

B. Transmission line representation of the tympanic
membrane

Once sound is collected by the external ear, it propa-
gates into the ear canal where all higher-order modes below
the ear-canal cutoff frequency are exponentially damped.
Thus below approximately 25 kHz acoustic signals have a
plane wave mode of propagation. Ideally, when this plane
wave reaches the tympanic membrane 100% of the energy

would be absorbed by the drum, and transferred to the co-
chlea. This could only happen if the TM had the same im-
pedance as air, which it does not.

However, if at each point the stiffness were controlled,
for example, by the TM curvature, then the annulus having
the largest radius from the umbo would have the lowest stiff-
ness, since its curvature there is smallest. If this stiffness
were controlled in the proper way, the impedance of this
outer annulus could have an impedance that is close to that
of air. The wave speed on the TM would necessarily be
lower, by the ratio of the density of air to the density of the
TM. This would mean that the impinging plane wave would
be absorbed in this portion of the TM with nearly zero re-
flection, and would be transformed into a transverse, slowly
moving wave on the surface of the TM.

The resulting wave would then propagate into the umbo
region along the radial axis. Due to the increasing TM cur-
vature with radius, the local impedance of the transverse
wave would increase. In this model of the TM, the main
impedance transformation of the middle ear is in the TM
itself, resulting from the propagation of the wave, and the
gradient of the ear-drum stiffness.This view of the acoustic
surface wave on the eardrum is analogous to an acoustic
horn having a radially dependent characteristic impedance.

That portion of the ear-canal plane wave, incident on the
umbo and manubrium, would be reflected, as this more cen-
tral portion of the TM ~unlike the annulus bounding the
TM’s circumference! would not match the impedance of air.
Thus the reflectance, as measured in the ear canal, would
depend on the percentage of the TM that is unmatched in
specific acoustic impedance. This would set a low bound on
the magnitude of the reflectance.

In this tympanic membrane with waves, the mass of the
TM does not limit the performance of the system at high
frequencies. The local TM mass is canceled by the local TM
stiffness, forming a transmission line with delay.Thus the
distributed design trades mass for delay, giving the transfer
function a much wider bandwidth than attainable with a
lumped parameter model~e.g., the two-piston model of the
TM of Shaw or the one-piston TM model of Zwislocki!.

Specifically, we represent the TM by a lossless transmis-
sion line, with a frequency independent delay of approxi-
mately 36ms ~for ear 1!. This representation allows for the
possibility of standing waves on the tympanic membrane.8

Representing the TM as a lossless frequency-independent de-
lay, as in Eq.~13!, is only a first-order approximation, and
one that is shown to be reasonable to fairly high frequencies.
Recent measurements between 2 and 46 kHz provide further
evidence that there is frequency-independent delay in the
middle-ear system. Olson~1998! has shown that the phase of
the gerbil middle-ear pressure gain is approximately linear
with a corresponding delay of approximately 25ms. Future
measurements of the TM transmission matrix@Eq. ~14!# will
be the definitive tests of the model presented here.

In summary, the mechanics of the auditory periphery
consists of a cascade of transmission lines. These are the
concha, the ear canal, the tympanic membrane, the ossicles,
and the organ of Corti.
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1. Tympanic membrane wave speed

For a TM area of 0.41 cm2 ~Wever and Lawrence, 1954,
p. 416! the radius is approximately 0.361 cm, and the corre-
sponding wave speed, for a 35.7-ms delay, is approximately
10.13103 cm/s. Such a wave speed on the TM is slower, by
a factor of 3.4, than the speed of sound in air.

In our formulation for the TM@Eq. ~13!#, a small section
of the TM corresponds to an annulus on the TM which has a
local wave velocity approximated to be same regardless of
the radial position. A refinement to this idea could be a
model where the local wave velocity depends of the radial
position along the TM; however, the motivation for such a
model remains unclear.

2. Standing waves on the tympanic membrane

We have analyzed the transmission line representation
for the TM from an input–output point of view. Another
approach is to analyze thespatial response of the TM trans-
mission line.

Given a unit ear-canal pressure, the ear-canal impedance
is the reciprocal of the volume velocity. Cancellations of the
volume velocities across the TM surface, due to portions of
the TM moving with different phases, would result in a rela-
tively small ear-canal volume velocity, and thus a relatively
large middle-ear impedance magnitude. Conversely, when
the entire TM surface moves in phase, the ear-canal volume
velocity is relatively large, corresponding to a small middle-
ear impedance magnitude.

Time-averaged holographic methods show that for fre-
quencies above 3 kHz and levels greater than 90 dB SPL, the
surface of the ‘‘tympanic membrane vibrations break up into
sections,’’ suggesting that the TM is not a stiff plate~Khanna
and Tonndorf, 1972!. These measurements are consistent
with our conclusions that there are standing waves on the
TM. Thus, the Khanna and Tonndorf~1972! observation is
consistent with our model that acoustic waves travel on the
tympanic membrane.

It would be instructive to measure the tympanic mem-
brane surface displacement patterns before and after remov-
ing the cochlear load from the middle ears of the same ani-
mals. Our model prediction is that the magnitude of the
standing waves observed on the tympanic membrane surface
should increase significantly after draining the cochlea, or
after cutting the incudo-stapedial joint.

C. Two-port matrix representation

The most important difference between the current
model and previous models is the representation of the tym-
panic membrane. Comparisons among various models for
the TM can be facilitated by analyzing them in terms of a
two-port transmission matrix representation. Such a charac-
terization is interesting because two of the elements of the
transmission matrix have a specific physical interpretation in
terms of area~Shera and Zweig, 1991!. The reciprocal of the
matrix elementAtm(v) in Eq. ~13! is the effective area
AF(v) corresponding to the ratio of the ear-canal pressure
and umbo force. Matrix elementD tm(v) is the effective area
AV(v) corresponding to the ratio of the ear-canal volume

velocity and umbo velocity. For a piston~ridged plate!
model of the TM, the magnitude of theAF to AV ratio is by
definition unity and deviations from unity indicate the degree
to which a particular TM model deviates from a plate model.

In our two-port formulation for the TM model@Eqs.~13!
and ~14!# AF is Atm /cos(vTtm) and AV is Atm cos(vTtm).
Thus the ratio of the areas is simply

AF

AV
5

1

cos2 ~vTtm!
. ~18!

This equation states that in the present model the ratio of the
areas clearly does not behave like a piston and, furthermore,
the area ratio is a periodic function of frequency. The first
peak in the area ratio occurs whenvTtm5p/2, or at a fre-
quency of (4Ttm)21. For a TM delay of 35.7ms this corre-
sponds to a frequency of 7 kHz, and thus the maxima and
minima in Eq. ~18! occur at multiples of 7 kHz. Further
measurements of the transmission matrix elements@Eq. ~14!#
are needed to verify Eq.~18!.

D. Previous tympanic membrane models

1. Lumped parameter representations

Matthews ~1983! represented the cat TM with a one-
degree of freedom model, consisting of a series resistor,
mass, and stiffness. He showed that the model input imped-
ance diverges from the measured data for frequencies above
3–4 kHz. The problem is that the model impedance is mass
dominated above 4 kHz, whereas the measurements are ap-
proximately resistive. As discussed by Matthews~1983!, the
failure is primarily due to an inadequate representation of the
tympanic membrane.

A natural extension of the one–degree of freedom TM
piston model is the two–degrees of freedom model. We have
previously attempted to model the data of Fig. 1 with such a
model ~Puria, 1991b; Puria and Allen, 1994!. However, that
model proved unsatisfactory because the parameters de-
pended on the measurement condition, which is nonphysical.

Another two-degrees of freedom model is the ‘‘two-
piston model’’ for the human TM~Shaw, 1977; Shaw and
Stinson, 1981, 1983; Goodeet al., 1994!. The two-piston
model has been tested only for frequencies up to approxi-
mately 8 kHz~Shaw and Stinson, 1981!. To evaluate delays
in the most recent incarnation of the two-piston model we
have calculated the reflectance group delay in the Goode
et al. ~1994! model. Above 5 kHz the group delay is less
than 30ms in contrast to the approximately 100ms measured
in the cat ear~Fig. 3!. Thus the two-piston model with pa-
rameters for the human ear does not appear to have the re-
quired delays for high frequencies and it therefore seems
inconsistent with the cat middle-ear measurements. We feel
the two-piston model needs further study.

2. Finite-element models

Most finite-element models of the middle ear have only
been tested at low frequencies~Funnell and Laszlo, 1978;
Funnell, 1983; Wadaet al., 1992!. Very interesting is the
work of Funnellet al. ~1987! in which the magnitude of the
umbo displacement, and points anterior and posterior, were
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reported for frequencies up to 20 kHz. Their model calcula-
tions suggest that not all parts of the TM move with the same
amplitude. However, the overall behavior of the TM is not
evident from the calculations reported. It would be instruc-
tive to recompute the input impedance for the finite-element
models for the conditions of Figs. 6 and 7. Wadaet al.
~1992! have made such calculations, but only for frequencies
below 2 kHz. Other important measures, such as the middle-
ear pressure gain, should also be calculated by loading the
finite-element model with a cochlear load. One undesirable
aspect of finite-element models is the large number of pa-
rameters that need to be estimated. The present finding of
TM-delay imposes important model constraints and thus in-
corporating TM delay can help to greatly reduce the number
of parameters in the finite-element models.

E. Mass of the ossicles

We next ask: Are the parameters for the mass of the
ossicles used in the model reasonable? We chose these val-
ues by a global parameter search under the constraint that the
ossicles form a matched segment of discrete transmission
line. Lynch ~1981, p. 236! measured the malleus mass to be
11.13460.627 mg, while the incus mass was 4.313
60.328 mg. The malleus mass used in TM-delay models
may be estimated from

Mm5
Mm

wk2

Lm
2 , ~19!

where Mm
w is the measured mass of the malleus,k is the

radius of gyration, andLm is the length of the malleus. The
numerator in Eq.~19! corresponds to the moment of inertia
of the malleus. If one uses Lynch’s~1981, pp. 231–233!
estimate of 0.15 cm fork, 0.4 cm for Lm ~Wever and
Lawrence, 1954!, and Mm50.37 mg ~Table AI!, then the
model Mm

w is 2.6 mg, which is a factor of 4.2 smaller than
Lynch’s average malleus mass. This factor might be ac-
counted for by the smaller size animals used in the present
study in comparison to those of Lynchet al. ~1994!. Another
explanation might be differences in the radius of gyration
between Lynch’s measurements and those in the present
study.

Lumped-parameter models typically have mass element
values that are significantly greater than measured values.
Examples 1 and 2 in Fig. 4~C! indicate that at low frequen-
cies the lumped-parameter model is indistinguishable from
models that have added delay~since they are both stiffness
dominated!. The higher frequency resonances are apparent
due to the added delay@Fig. 4~C!, examples 2 and 3#. The
resonances appear as a quasi-periodic series of mass and
stiffness dominated regions. In the past, modelers have used
inductors and capacitors to represent mass and stiffness re-
gions~e.g., Matthews, 1983; Kringlebotn, 1988; Puria, 1991;
Puria and Allen, 1994!. For instance, in Fig. 4~C! example 2,
the impedance is masslike in the 2- to 6-kHz region. To
account for this masslike impedance one could add a mass
term toKm to obtain a reasonable fit for frequencies below 6
kHz. However, this would result in a model that works only
for frequencies below 6 kHz. In addition, this mass term

needs to be fairly large in comparison with measured mass of
the ossicles. It is perhaps for these reasons that estimates of
the malleus mass in previous middle-ear models~Peake and
Guinan, 1967; Matthews, 1983; Puria, 1991b! have been ap-
proximately an order of magnitude greater9 than the mass
estimated by the model with TM delay~Table AI!. Thus in
the model of Fig. 5~B!, mass has been traded for delay re-
sulting in a middle-ear input impedance which is, consistent
with experiments, not mass dominated at high frequencies
@Fig. 8~A! and ~B!#.

F. Pressure reflectance to power

Transforming the impedance to the reflectance domain
allows for a much simpler description of a distributed sys-
tem; the relative power transfer from a source to a load is
equal to 12uRu2 ~Carlin and Giordano, 1964; Siebert, 1970;
Puria, 1991b; Voss and Allen, 1994!, while the poles and
zeros are described by the phase ofR @Eq. ~11!#.

For the disarticulated stapes case almost all the energy is
returned; the reflectance magnitude is between 0.8 and 1.0
for frequencies below 8 kHz. This means that the drum and
ossicles are largely reactive, with a relative power absorption
that is on the average less than 120.92'0.20, or 20%. The
TM is loaded by the stiffness of the malleus ligament and the
stiffness of the incudo-malleolar joint. Losses seen in these
measurements are probably due to damping in the ligaments
and, at higher frequencies, to losses in the radiation load
impedance.

For the drained cochlea, 120.82 or 36% of the power is
absorbed in the mid-frequency range. This implies that, to a
first-order approximation, 36%220%516% of the energy
may be absorbed by the annular ligament in this frequency
range.

For the intact case, and in the 1–6-kHz region, the pres-
sure reflectance is less than 0.2. This means that 120.22

50.96 is the fraction of the power absorbed. We conclude
that more than 96%236%'60% of the power is absorbed by
the cochlea.

G. Middle-ear pressure gain

In Fig. 10 the middle-ear pressure gain from the model
is compared to measurements of the middle-ear pressure gain
and of the round-window CM to ear-canal pressure ratio
(CM/Pec). For frequencies below approximately 8 kHz, the
middle-ear pressure gain in the model is similar to the mea-
sured pressure gain, and has similar frequency dependence to
CM/Pec. However, the model gain is typically higher than
both measurements for frequencies above 8 kHz. Possible
reasons include:~1! nonpistonlike stapes motion or~2! inad-
equate representation of the cochlear load.

Dallos ~1974! has noted that the magnitude of the CM
transfer function, recorded with differential electrodes, and
the magnitude of the scala-vestibule pressure~Nedzelnitsky,
1974!, are in good agreement for the 20-Hz to 2-kHz range.
Our observations extend in frequency Dallos’ observation.
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H. Umbo-velocity to ear-canal volume–velocity ratio

Another test of the tympanic membrane acoustic delay
hypothesis is the umbo velocityVu to the ear-canal volume-
velocity Uec ratio (Vu /Uec), which can be expressed as the
product of two measurable functions:~1! the umbo velocity
to ear-canal pressure ratio, and~2! the middle-ear input im-
pedanceZec. Namely

Vu

Uec
5

Vu

Pec
Zme, ~20!

which has dimensions of an inverse area (cm22) and is the
reciprocal of the effective area of the tympanic membrane
~e.g., Wever and Lawrence, 1954, Chap. 6,7; Mo” ller, 1983,
pp. 25–30!.

The two measurements~Vu /Pec andZme! have not been
made in the same animals with the middle-ear cavities wide
open. However, the product of the two measurements was
reported by Lynchet al. ~1994!. In the Lynchet al. termi-
nology, Vu /Uec is the reciprocal of the kinematic area 1/Atk

of the tympanic membrane. For a piston model of the tym-
panic membraneAtk

21 is Atm
21 . Figure 11 showsVu /Uec for

the TM-delay model and 1/Atk from measurements. Not sur-
prisingly, there are differences in the model and measure-
ments in the 2–5-kHz region due to closed middle-ear cavity
for the measurements. However, the measured group delay
of 1/Atk and model group delay ofVu /Uec are consistent with
our TM delay hypothesis. Measurements ofVu /Uec from the
same animals, with open MECs and at higher frequencies,
are needed.

VII. SUMMARY

The present study reveals the presence of tympanic
membrane acoustic delay in physiological measurements of
the cat middle ear. The simplified TM-delay model presented
here allows us to address one of the basic issues of the physi-
cal properties of the ear drum:Is the tympanic membrane
acting as a combination of stiffness and mass terms (lumped-
element system), or does it act as a transmission line (dis-
tributed system)?We conclude that to a first-order approxi-
mation the tympanic membrane may be represented as
lossless transmission line with frequency-independent delay.
Our model of a tympanic membrane delay structure, and the
assumption of a matched impedance condition for the os-
sicles, allows effective coupling of sound to the inner ear
over a much higher frequency range than would be otherwise
possible.

The tympanic membrane delay model is used in a com-
prehensive middle-ear model@Fig. 5~B!# that describes a
wide range of measurements, namely:

—middle-ear impedance and reflectance for the disar-
ticulated stapes, drained cochlea, intact ossicles and
cochlea,

—stapes displacement to ear-canal pressure ratio,
—middle-ear pressure transfer function,
—umbo velocity to ear-canal volume–velocity ratio.
—incudo-malleolar joint slippage, and
—incudo-stapedial joint slippage.

All the model calculations to 25 kHz use a single set of
parameters. Above a few kHz, measurements and model cal-
culations critically depend on our hypothesis that tympanic
membrane acoustic delay is large in comparison with delay
in other middle-ear structures.
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FIG. 11. Umbo-velocity to ear-canal volume–velocity ratioVu(v)/Uec(v)
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nematic area reported by Lynchet al. ~1994!. ~A! The magnitude of
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the TM transmission lineTtm and the delay in the residual ear-canal space
Tec is labeledTtm1Tec. For both the model calculations and the data, nega-
tive group delays have been omitted from the plot.

TABLE AI. Estimated parameters for the cat middle-ear model of Fig. 5~B!.
The form of the first seven functions~Zm to Zrw! is Z5R1K/ j v1 j vM .
The units for mechanical impedances, denoted by superscript ‘‘m’’ in col-
umn 2, are:R ~dyne-s/cm!, K ~dyn/cm!, andM ~g!. The units for acoustical
impedances, denoted by superscript ‘‘a’’ in column 2, are:R ~dyne-s/cm5!,
K ~dyn/cm5!, and M ~g/cm4!. The radiation load impedance of the vented
middle-ear cavity is given by Eq.~12!.

Description Symbol R K M

Malleus Zm
m 4 1.53105 3.731024

IM joint Zimj
m 1 3.33107 0

Incus Zi
m 0 0 1.131024

IS joint Zisj
m 10 6.63108 0

Annular ligament Zal
a 13105 5.33109 0

Stapes Zs
a 0 0 3.3

Round window Zrw
a 0 1.23108 0

Radiation load Zrl
a 160 ¯ 5.631023

Eardrum delay Ttm535.72ms
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APPENDIX: MODEL PARAMETERS AND SENSITIVITY
ANALYSIS

A. Tympanic membrane delay model parameters

The middle-ear parameters for the tympanic membrane
delay model of Fig. 5~B! were first estimated for the simplest
case of the disarticulated stapes. An automatic search algo-
rithm was used to estimate the parameters from the measured
impedanceZds for this case. Additional parameters were then
estimated for the case of the drained cochlea, while holding
the established parameters fixed. Finally, calculations were

made for the intact case by loading the drained cochlea
model with a cochlear load~Puria and Allen, 1991!. In all
cases, once each parameter was established, it was not al-
lowed to change for the next more complex case. The param-
eters used in this model are shown in Table AI.

B. Sensitivity analysis of the TM-delay model

The sensitivity of the tympanic membrane delay model
to parameter changes was estimated by computing the ear-
canal impedance and reflectance before and again after in-
creasing and decreasing each parameter by a factor of 3.
Calculations for six of the eight parameters used in the mini-
mization procedure, for the disarticulated stapes case, are
shown in Fig. A1. The incus mass (M i) has a sensitivity
similar to that ofMm, while Zds is insensitive to changes in
Rjim and thus are not shown.

To quantify the effect of changes in model parameters
we estimate the rms error in both the log magnitude and

FIG. A1. Sensitivity of the tympanic
membrane delay model~disarticulated
stapes case! to a parameter increase
and decrease by a factor of 3. In all
plots, the solid line indicates the
model calculated with parameters
from Table AI. Model computations
with the increased parameter are plot-
ted with a dash–dot line~–•–•–!,
while calculations with the decreased
parameter are plotted with a dashed
line ~–––!. The first and second col-
umns show the normalized impedance
magnitude and angle~rad/p!, while
the third and fourth columns show the
~dimensionless! reflectance magnitude
and group delay~ms!. The frequency
range is from 300 Hz to 30 kHz. The
parameter varied for a given row is in-
dicated on the left side of the row. For
example, in row 1 the tympanic mem-
brane delayTtm is varied. The total er-
ror in the impedance magnitude and
phase@Eq. ~A3!#, due a variation in
parameter, is indicated in each plot of
column one~labeleduZdsu!. The num-
ber on the upper-left side indicates the
error due to an increase in the respec-
tive parameter, while the number on
the lower-right side indicates the error
due to a decrease in the respective pa-
rameter.
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phase of the impedance as a function of model parameters.
The rms error in the log impedance magnitude domain is

«m5A 1

Nf
(
i 51

Nf

$100@ log10uZds~v i !u2 log10uZ̄ds~v i !u#%2.

~A1!

The rms error in the phase of the impedance is

«p5A 1

Nf
(
i 51

Nf

@/Zds~v i !2/Z̄ds~v i !#
2, ~A2!

where the impedance angle is in degrees.
The total error in the impedance domain is

«z5«p1«m . ~A3!

In the above equationsZds is the model impedance with nor-
mal parameters~Table AI! and Z̄ds is for the model imped-
ance with modified parameters. The factor of 100 in Eq.~A1!
introduces a weighting factor that gives approximately equal
weights to the magnitude and phase of the error in Eq.~A3!.
The error function«z was evaluated on a log-frequency axis.
The minimization procedure used to estimate the middle-ear
model parameters depended on the error function described
by Eq. ~A3!.

In Fig. A1, «z due to an increase in the parameter is
indicated in the upper left corner, while«z due to a decrease
in the parameter is indicated in the lower right corner of the
first column. For reference, ifuZ̄dsu51 and/Z̄ds50, then«z

is just a little more than 100. Figure A1 shows that the TM-
delay model is most sensitive to the TM-delayTtm and the
malleus massMm. This is primarily because bothTtm and
Mm have a broadband effect on the ear-canal impedance,
whereas the other parameters have their greatest effect either
at low frequencies (Rm,Km,M rl), or at high frequencies
(Rrl).

For the drained cochlea case, the sensitivity of the model
to changes inKal andRal is similar to changes inKm andRm,
respectively.

C. Middle-ear cavity model parameters

As in the TM-delay model, the parameters for the
middle-ear cavity model@Fig. 5~B! and ~C!# were also esti-
mated for the disarticulated stapes case using the same meth-
ods described above. The optimum parameters found for the
disarticulated stapes case are listed in Table AII. A sensitiv-
ity analysis~like that shown in Fig. A1! shows that a pertur-
bation~by a factor of 2–3! of the parameters listed in Table

AII resulted in a significant change in ear-canal impedance.
ParameterRm, required a much a significantly larger pertur-
bation.

Another important parameter is the length of the middle-
ear cavityLmec because the delay in the middle-ear cavity is
a function of this length. HereLmec was estimated to be 1.4
cm by the search procedure. Although the dimensions of the
tympanic cavity and the bulla cavity are irregular, this length
estimate is consistent with reported dimensions of the cat
middle ear cavities~Huang et al., 1997!. Based on this
length, and volumetric measurements of middle-ear space of
the cat~Huanget al., 1997!, the effective diameter the cat
middle-ear cavityDmec should be approximately 0.9 cm. A
diameter of 0.35 cm, found by the minimization procedure,
is much smaller than the expected value.

1The four-load calibration method requires that the impedances of the four
loads be different at all frequencies by carefully choosing the lengths of the
four calibration cavities~Allen, 1986; Voss and Allen, 1994!. The lengths
of the cavities used for the measurements reported here were such that the
impedances of the four cavities were very close to each other in the 15–
16-kHz frequency region. As a result calibration errors are larger in that
frequency region.

2Ear 1, ear 2, and ear 3 here correspond to C82-L, C88-L, and C88-R,
respectively.

3Measurements on ear 1 were previously reported~Allen, 1986!. We choose
this ear based on several criteria, designed to select the pristine ear. The
best predictor we have found of the undamaged ear is a visually transparent
TM ~Stinson and Khanna, 1994!.

4The tenth-order filter coefficients were truncated to a length of 65 in the
time domain.

5Although not shown here, a few impedance measurements made after re-
moving the TM confirm that the functional form of Eq.~12! is approxi-
mately correct.

6When drained, air replaces the perilymph of the inner ear. The character-
istic impedance of the cochlea at the stapes is

Zc0
5A4r0K08

S0
,

given the assumption that viscous and thermal effects are insignificant
when the cochlea is air filled. Usingr051.1831023 g/cm3 for the density
of air, K0851.73109 dyn/cm4 for the BM stiffness at the base, andS0

50.02 cm2 for the area at the base of the cochlea, we obtainZc0
'2

3104 dyn-s/cm5. Lynch et al.’s ~1982! experimental averaged value for
Ral is 23105; an order of magnitude greater thanZc0

. Thus the impedance

of the air filled cochlea represents an insignificant load to the stapes in the
drained cochlea case@Puria and Allen, 1991, Eq.~6a!#.

7The CM sensitivity at 1 kHz is about 1 mv/Pa~Allen, 1983!. The CM
magnitude was multiplied by 86 and then converted to dB.

8Zwislocki ~1962, p. 1517! postulated that at high frequencies the motion of
the TM could perhaps be represented by a transmission line.

9The acoustic mass of the malleus in three previous models of the cat middle
ear are: 0.04 g/cm4 ~Matthews, 1983!, 0.022 g/cm4 ~Peake and Guinan,
1967!, and 0.013 g/cm4 ~Puria, 1991b!. The mechanical mass of malleus
transformed to the ear canal side of the TM, where it can be measured, is
referred to as the acoustic mass. The relationship between acoustical mass
and mechanical mass is:Ma

m5Atm
2 Mm

a . For a TM area of 0.41 cm2 ~Table
AI ! the mechanical mass for the three models is 6.7, 3.7, and 2.2 mg,
respectively.
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m 1 3.93108 0

Incus Zi
m 0 0 3.131022

Radiation load Zrl
a 90.4 ¯ 6.431023
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Low-level steady-state auditory evoked potentials: Effects
of rate and sedation on detectability
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Steady-state auditory evoked potentials~SSAEPs! in alert adults are most detectable at stimulus or
modulation rates of about 40 Hz. Sedation reduces the detectability of 40-Hz SSAEPs and increases
it for higher rate SSAEPs. This study examined whether rates higher than 40 Hz would be preferable
for detecting responses to low-intensity tones in sedated adults. Fourteen normal adults listened to
640-Hz tones at modulation rates~and toneburst rates! of 20–160 Hz, in 10-Hz steps, at levels of
38 and 58 dB peak equivalent sound-pressure level~peSPL! ~20 and 40 dB normal hearing level
~nHL! for amplitude-modulated~AM ! tones!, both alert and sedated~1–2 g chloral hydrate!.
Sedation reduced both signal~SSAEP! power and noise power at all rates, but noise power reduction
was greater for higher rates. Detectability in the alert condition was always greatest at 40 Hz. Under
sedation, a second detectability peak was present at 90 Hz for 58-dB peSPL tones, approximately
equal to that seen at 40 Hz. At 38 dB peSPL~sedated!, peak detectability moved from 40 to 50 Hz.
These results suggest that presentation/modulation rates around 40 Hz may be optimal for SSAEP
detectability at low levels in adults, whether alert or sedated. ©1998 Acoustical Society of
America.@S0001-4966~98!05412-5#

PACS numbers: 43.64.Ri, 43.64.Qh@RDF#

LIST OF SYMBOLS

ˆ @superscripted# unbiased estimate made from
actual measurements

V ohm
mV microvolt
ABR auditory brainstem response
AM amplitude-modulated
ANOVA analysis of variance
ANSI American National Standards Institute
dB decibel
EEG electroencephalogram
EFF detection efficiency
f m frequency of modulation
HL hearing level
Hz Hertz
kHz kilohertz
MLR middle-latency response
MP mean power~average power of the subaver-

ages!

MSC magnitude-squared coherence
ms millisecond
nHL normal hearing level
p statistical measure of probability
p-p peak-to-peak
peSPL peak-equivalent sound pressure level
PM power of the mean~grand average

power!
Pn noise power
Ps signal power
q number of subaverages
rms root-mean-square amplitude (Apower)
s.d. standard deviation
s second
SNR signal-to-noise ratio
SPL sound-pressure level
SSAEPs steady-state auditory evoked

potentials

INTRODUCTION

Steady-state auditory evoked potentials~SSAEPs! are
increasingly used for threshold estimation because they can
be recorded at low sensation levels using relatively
frequency-specific stimuli across the speech frequency range,
and can be objectively detected using statistical tests. For
clinical use, it is important to know the effects of parameters
such as subject state and stimulus rate.

SSAEPs can be recorded using amplitude-modulated

~AM ! tones or impulsive stimuli such as clicks and toneb-
ursts. In either case, for awake adults, the best rate~of pre-
sentation or modulation! appears to be about 40 Hz~Galam-
bos et al., 1981; Kuwadaet al., 1986!. While some authors
report that SSAEP amplitude may be greater at much lower
frequencies~e.g., Reeset al., 1986!, such reports have not
considered the markedly higher background EEG noise lev-
els at frequencies below about 20 Hz, and there are no data
suggesting that SSAEPs are moredetectableat frequencies
lower than 40 Hz.

Infants and very young children are different, both de-
velopmentally and because they are usually tested in naturala!Electronic mail: dobie@uthscsa.edu
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or sedated sleep. Several reports have shown that 40-Hz
SSAEPs are harder to record in young children, and that
optimal rates are in the 80–100-Hz range~Levi et al., 1993;
Aoyagi et al., 1993; Rickardset al., 1994!, at least for mod-
erate levels~50–60 dB re: normal hearing level, or nHL!.

State effects are apparent for adults tested asleep or se-
dated; 40-Hz SSAEPs are smaller than in the awake state but
may not be less detectable, because background noise levels
are also reduced~e.g., Lindenet al., 1985; Leviet al., 1993!.
Nevertheless, usingmoderatelevels and statistical response
detection, sedated adults show better SSAEP detectability at
80 Hz than at 40 Hz~Levi et al., 1993; Aoyagiet al., 1993!.

Since SSAEPs are used extensively for threshold estima-
tion, it is important to know how detectability is affected by
state and rate atlow stimulus intensity levels~defined for the
purposes of this paper as 40 dB nHL or less!. Cohen, Rick-
ards, and Clark~1991! presented AM tones binaurally at 30
dB nHL to both awake and sleeping adult subjects, and con-
cluded that ‘‘for sleeping subjects, modulation frequencies
above 70 Hz may be best when using steady-state potentials
for hearing threshold estimation.’’ Our primary goal in this
project was to test this finding using low-frequency tones
~our results suggest instead that 40–50 Hz remains optimal
for sedated adults!.

Secondary goals included comparing SSAEPs elicited
by tonebursts to those elicited by AM tones~with AM tones,
rate and rise time are necessarily confounded, while tone-
bursts of varying rate can have constant rise times! and de-
termining whether individual subjects had different best
rates. Finally, we wished to independently assess sedation
effects on signal power and noise power across a range of
rates.

I. MATERIALS AND METHODS

A. Subjects

Fourteen adults~seven male, seven female! ranging in
age from 22 to 30 years, all had right-ear hearing sensitivity
better than 15 dB HL~ANSI, 1996! at octave frequencies
from 0.25 to 8 kHz, and also at 0.75 kHz, the audiometric
test frequency closest to our stimulus carrier frequency of
0.64 kHz ~see below!. Each participated in four to six ses-
sions. In ‘‘alert’’ sessions, subjects sat in an erect armchair
and either read or worked crossword puzzles. In ‘‘sedated’’
sessions, subjects took 1–2 g of chloral hydrate orally, the
armchair was tilted back to a supine position, and the room
was darkened; data collection did not begin until subjects
were asleep. Identification of a ‘‘sleep’’ state was based on
~1! contrasts between relaxed–waking ongoing EEG and
markedly lower levels after sedation took effect, as moni-
tored by both audio~EEG routed to a loudspeaker in the
control booth! and visual~EEG oscilloscope trace! observa-
tions, ~2! slow, rhythmic breathing pattern characteristic of
true sleep, as monitored via a microphone placed next to the
subject’s head. During sedation sessions, each subject exhib-
ited occasional brief~20–90 s duration! elevations of state
~abrupt, deep inhalation and slight self-repositioning in the
chair, followed by resumption of the clearly diminished ac-
tivity levels which had preceded!; data collection was manu-

ally interrupted during these episodes. There were two in-
stances of failure to achieve true sleep, one probably due to
Prozac~an antidepressant drug!, and the other probably due
to prior excessive caffeine intake; both subjects were re-
scheduled at times when the drugs were not present, and
subsequently underwent normal sedation sessions. There
were a few instances~usually coincident with increased blad-
der pressure! where the brief self-repositioning described
above was not followed by drifting back to true sleep levels.
Afternoon sedation sessions tended to run more smoothly
than morning sessions, probably due to subjects’ natural in-
ternal ‘‘nap-time’’ inclinations.

B. Stimuli

640-Hz tones were synthesized as the 64th harmonic in a
100-ms stimulus sequence~fundamental frequency510 Hz!.
These tones were sinusoidally amplitude-modulated at rates
( f m) varying in 10-Hz steps from 20–160 Hz. A single
modulation cycle atf m5160 Hz had a duration of 6.25 ms
~rise time53.125 ms! and was also used as a toneburst, pre-
sented at rates of 20–160 Hz. Thus, at each rate, there was
both an AM tone, with rise time determined byf m , and a
toneburst, with a fixed rise time. At 160 Hz, of course, these
were identical~Figs. 1 and 2!.

Stimuli were filtered~480 to 800 Hz, 48 dB/octave! and
the AM tones were presented to the right ear at levels of 38
and 58 dB peak-equivalent SPL~peSPL! ~20 and 40 dBre:
normal threshold!. Our subjects’ thresholds for 640 Hz AM
tones averaged 18 dB peSPL (s.d.54 dB), without any ef-
fect of modulation frequency. For tonebursts, peak levels
were constant~and equal to those used for AM tones!; as
expected, thresholds were up to 10 dB higher as the toneb-
urst rate dropped from 160 to 20 Hz. Thus, for the tonebursts
presented at 20/s, our two presentation levels~38 and 58 dB
peSPL! were equivalent to 10 and 30 dB nHL, respectively
~see Stapellset al., 1982, for a discussion of behavioral
threshold versus rate for transient stimuli!.

FIG. 1. Waveforms of AM tones and tonebursts~TB! delivered to trans-
ducer, for three different rates.
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C. Recording and analysis

Gold-plated cup electrodes were attached to the scalp at
vertex~active!, ipsilateral mastoid~reference!, and contralat-
eral mastoid~ground!, and impedances were all,3 kV at 30
Hz. Scalp potentials were amplified~3200 000!, filtered ~10
to 1000 Hz!, then digitized at 2.564 kHz. Response filter
slope was 6 dB/octave. Artifact rejection was performed with
a criterion value of610 mV, resulting in response rejection
approximately 2% of the time. Each response sequence was
100 ms long, and data for each run were collected continu-
ously for 204.8 s~2048 sweeps of the response sequence!.
These were subdivided into 16 contiguous subaverages, each
containing 12.8 s of data.

For each run, magnitude-squared coherence~MSC! was
calculated for the frequency of interest~the modulation or
toneburst presentation rate!. MSC is equal to the power of
the mean or grand average~PM! divided by the mean power
of the subaverages~MP!, varies from 0~no signal, all noise!
to 1 ~all signal, no noise!, and can be used as a statistic for
objective response detection~Dobie and Wilson, 1989!. For
example, when using 16 subaverages, MSC values above
0.266 can be accepted as significant at the 0.01 alpha level.
In addition, unbiased estimates of signal and noise power~at
the grand average level! were calculated at the same fre-
quency~Dobie and Wilson, 1990!:

P̂s5
1

15~16PM2MP!, ~1!

P̂n5 1
15~MP2PM!. ~2!

Figure 3 shows time-domain responses from three se-
dated subjects to AM tones modulated at 40, 80, and 160 Hz.
Each response has been displayed in ‘‘split-halves’’ format
to show replication; the solid and dashed curves each repre-
sent data from eight subaverages. The MSC values to the
right all are highly significant at the 0.01 level. The signal
power estimates are all 15–20 dB higher than the noise
power estimates, and the unbiased signal-to-noise ratio esti-
mates~SNRs! are obtained by subtraction~but are also easily

calculated as a function of MSC, whereq equals the number
of subaverages!:

SNR~dB!510 logS qMSC21

12MSC D . ~3!

It should be noted that the signal power estimates are
unbiased, i.e., they have been calculated so that they are as
likely to overestimate as to underestimate the true signal
power~which could be measured directly only in the absence
of noise!. When there is no signal present at all, signal power
estimates are as likely to be negative as positive; they are
unbiased with respect to the true signal power of zero. The
simplest way to obtain unbiased signal and noise power es-
timates is to record separately under conditions of no stimu-
lus ~noise only! and stimulus~signal and noise both may be
present!; noise power is estimated from the former record,
signal power by the difference in power between the two
records. Obviously, in the absence of any signal, or even
when true signal power is low compared to random fluctua-
tions in sampled noise power, such signal power estimates
are often negative. Our technique has two advantages over
the conceptually simpler technique of separate recordings:
first, we save time by estimating signal and noise powers
from the same data set; second, the effects of nonstationari-
ties in noise power, such as those caused by changes in sub-
ject state, are reduced. The technique of separate recordings
assumes the noise is stationary, but if the subject is alert
during one recording~high EEG noise! and relaxed or asleep
in the next~low EEG noise!, the signal power estimate ob-
tained by subtraction will be grossly and spuriously in-
creased or decreased, depending on which recording in-
cluded stimulus presentation.

Each subject had eight complete response sets across the
range of rates from 20–160 Hz: two levels~38 and 58 dB
peSPL! by two stimulus types~AM tones and tonebursts! by
two states~alert and sedated!. Figure 4 shows one subject’s
MSC values for two of these response sets~AM tones and
tonebursts, sedated, 58 dB! to illustrate our method of esti-
mating ‘‘best rates.’’ Based on the frequent finding~seen
also in the group average data! of bimodality in MSC-rate
functions, we defined rates of 20–60 Hz as ‘‘low’’ and rates
of 70–160 Hz as ‘‘high.’’ In the example shown, the best

FIG. 2. Amplitude spectra of stimuli shown in Fig. 1.

FIG. 3. Replicated time-domain responses of three sedated subjects to AM
tones at 58 dB peak-equivalent SPL, at three different modulation rates.
MSC, signal power, and noise power are estimated as described in the text.
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low rate is 40 Hz for both stimulus types. The best high rates
are 80 Hz for tonebursts and 90 Hz for AM tones.

Analysis of variance~ANOVA ! was used to determine
whether there were significant effects of rate, sedation, gen-
der, stimulus type~AM vs toneburst!, or level on MSC, sig-
nal power, and noise power. In addition, ANOVAs were per-
formed to determine whether there were effects of sedation,
gender, stimulus type, or level on best low rate and best high
rate ~i.e., the rates yielding the highest MSC values for an
individual subject!. Because of the large number of variables
and interactions under consideration, onlyp values less than
0.01 were considereda priori to be significant, with values
between 0.01 and 0.05 considered suggestive. Gender effects
were never significant, alone or in interaction, and will not
be further discussed.

II. RESULTS

Figure 5 shows MSC averaged across subjects as a func-
tion of stimulus rate for each of the eight conditions. All
MSC values were averaged, whether or not they exceeded
the arbitrary critical value (p,0.01) of 0.266. ANOVA
showed highly significant effects (p,0.000 1) for level and
rate: MSC is obviously higher, and SSAEPs are thus more
detectable, at 58 dB than at 38 dB, and rate effects are
equally obvious, with low MSC values above 100 Hz.
Highly significant interaction effects were seen for
state3rate and level3rate, and are apparent in Fig. 5. In the
awake state~filled symbols!, there are clear and expected
maxima at 40 Hz, while in the sedated state~open symbols!,
a bimodal pattern is apparent at the higher intensity level
~peaks at 40 and 90 Hz!. At the lower intensity level, the best

rate appears to shift to 50 Hz~the state3rate3level effect
was significant atp50.0095!. There was no significant main
effect of stimulus type~AM vs toneburst!, but the stimulus
type3level3rate interaction was highly significant. This ap-
pears to reflect the fact that at the higher level, tonebursts
yield slightly higher MSCs at low rates; this is less clear at
rates above 70 Hz~as expected, since the two stimulus types
become more and more similar at higher rates!. The stimulus
type3state3level interaction effect was suggestive (p
50.0197). Because stimulus type~AM vs toneburst! effects
were insignificant in subsequent analyses, these data have
been combined for presentation in subsequent figures.

Figure 6 shows the number of cases in each condition
exceeding the MSC critical value of 0.266, for which the
individual’s response can be accepted as statistically signifi-
cant at thep,0.01 level. In general, this shows the same
effects as described for the mean MSC values in Fig. 5: a
strong 40 Hz peak in the awake state, and bimodality with a
second peak at 90 Hz in the sedated state/higher intensity
level. A smaller peak appears at 130–140 Hz for the higher-
intensity stimuli. Both figures suggest that, even in the se-
dated state, 40 Hz is as good or better than 90-Hz. Near
threshold, 50 Hz may be better than either 40 or 90 Hz. It
should be noted that whenp(false positive)50.01 for each
trial, p(one or more false positives out of 28 trials)50.2453
~binomial distribution!. However, two or more false positives
will occur uncommonly (p50.0291), and three or more
false positives will be rare (p50.002 7). Thus, we can ac-
cept that at 58 dB peSPL, some subjects have genuine re-
sponse at rates up to 160 Hz, awake or sedated. At 38 dB
peSPL, genuine response is present in the awake state at least
up to 100 Hz, and probably at 140 Hz.

Figure 7~a! shows average signal and noise power esti-
mates for the higher intensity-level conditions. The reference
level is a 1-mV peak-to-peak sinusoid~rms value
50.353 6mV!. For example, the220 dB value for signal
power corresponds to a 0.1mV ~p-p! sinusoid.

The most striking results in Fig. 7~a!, confirmed by
highly significant ANOVA results (p,0.0001), are the
separate effects of state and rate on signal power. SSAEP
power declines steadily, with a slight peak at 40 Hz~note
that this small peak of about 3–5 dB would correspond to a
40%–80% increase in response potential!, as rate increases
from 20–160 Hz. At least through 110 Hz, sedation reduces
signal power. Figure 7~a! also shows highly significant ef-
fects of state and rate on noise power, as well as a highly
significant state3rate interaction. In other words, not only

FIG. 4. MSC as a function of modulation rate for AM tones and tonebursts
~TB! ~58 dB peak-equivalent SPL! in the sedated state for one subject. The
dotted line indicates the critical value above which an MSC value can be
considered significant at the 1% level.

FIG. 5. MSC averaged across all 14
subjects for 58 dB~a! and 38 dB~b!
peak-equivalent SPL stimuli.
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does noise power decline~as expected! with increasing rate
and with sedation, but the sedation effect is greater at higher
rates.

Figure 7~b! repeats the signal power/noise power analy-
sis for the low-intensity conditions. An overlay of Fig. 7~a!
and~b! shows, as expected, that noise power is unaffected by
stimulus intensity. When signal power averaged across all 28
trials (14 subjects32 stimulus types) was negative, this was
plotted as ‘‘undefined’’ and represents a condition in which
either signal power was absent or the SNR was very low,
even after averaging. Note that the four undefined points in
Fig. 7~b! are for conditions and rates for which two or fewer
subjects had individually statistically significant responses
@Fig. 6~b!#. Comparing Fig. 7~a! and ~b!, it is apparent that
SSAEP power is less at the lower stimulus level (p
50.000 3). The interaction between level and rate was
highly significant for signal power (p,0.0001); this may
reflect the more precipitous decline in signal-power values
with rate at the lower intensity. Suggestive interaction effects
were seen for state3level (p50.0409) and
state3level3stimulus type (p50.048 3).

Figure 8 shows scattergrams of individuals’ best low
rates~<60 Hz! and best high rates~>70 Hz! for different
conditions~see the Materials and Methods section!. For ex-
ample, Fig. 8 shows the expected tendency for most subjects
to have a best low rate of 40 Hz for both tonebursts and AM
tones in the awake state. Best low rates were more variable
in the sedated condition. It is notable that best high rates
were much less clustered, even in the higher intensity/
sedated state, where a strong detectability peak was apparent
in the group average at 90 Hz. If individuals had their own
best rates that were stable, we would expect to see points
clustered along the diagonal; instead, these scattergrams sug-
gest that there is as much variation within individuals as

across individuals. ANOVA showed no significant main or
interaction effects of state, stimulus type, or level on best
low rate or best high rate.

III. DISCUSSION

Our primary finding was that there are two approxi-
mately equal peaks in the SSAEP detectability function for
640-Hz tonebursts and AM tones at 58 dB peak-equivalent
SPI in sedated adults: one at rates of about 40 Hz, and one at
about 90 Hz. A smaller peak was seen at 130–140 Hz. At 38
dB, only a 50-Hz detectability peak remains. Our results are
most comparable with~but do not entirely agree with! those
of Cohenet al. ~1991!, who found, for 500-Hz AM tones in
sleeping subjects, maximum detectability at 90 Hz, with sec-
ondary peaks at 40, 140, and 190 Hz.

It is possible, but seems unlikely, that this discordance is
related to small procedural differences between the two stud-
ies: 640 Hz vs 500 Hz tones; 20 and 40 dB nHL vs 30 dB
nHL for AM tones; and monaural vs binaural presentation.
Our sedated state may have differed from the natural sleep
state of Cohenet al., but one could argue that the sedated
state is, if anything, further from the alert state than natural
sleep. Thus, it might be surprising if only the intermediate
state showed the remarkable detectability at high rates found
by Cohenet al. In addition, it is possible that best rates at 30
dB nHL, as in Cohenet al. ~1991!, are different from best
rates at 20 and 40 dB nHL.

A more likely explanation is found in the different meth-
ods of calculating detectability in the two papers. We have
used the MSC statistic, which is directly related to the SNR
~and to several other statistics used in evoked potential de-
tection; see Dobie and Wilson, 1993!. As expected, the peaks
in average MSC~Fig. 5! correspond well to the peaks in the

FIG. 6. Number of cases~out of 28
trials: 14 subjects32 stimulus types!
exceeding critical value~significant at
the 1% level! for 58 dB ~a! and 38 dB
~b! peak-equivalent SPL stimuli.

FIG. 7. Unbiased signal power and
noise power estimates for responses to
58 dB ~a! and 38 dB ~b! peak-
equivalent SPL stimuli.
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number of subjects’ responses meeting ap,0.01 detection
criterion. Cohenet al., in contrast, did not report the number
or proportions of responses actually detected for different
modulation rates, but rather estimated ‘‘detection efficiency’’
~EFF! with this formula:

EFF5~modulation frequency!~SNR2!. ~4!

Cohenet al. correctly reasoned that detectability would
be related to the SNR after averaging; however, because they
estimated the SNR for each modulation rate based on a fixed
number of modulation cycles, their SNR estimates for low
modulation rates were based on much longer data-collection
times than the estimates for high modulation rates. To simu-
late comparisons of detectability after equal data-collection
times, they~again correctly! multiplied SNR2 estimates by
modulation frequencies. The problem with this approach is
that their SNR estimates were probably biased, i.e., the
method of calculation (SNR5signal amplitude4EEG noise
level! appears to always yield a positive SNR, even when
there is no signal present, i.e., when true SNR50 ~no nega-
tive signal amplitudes or efficiencies are plotted in any of
their figures!. This would not pose a problem if the original
data-collection times, rather than the number of modulation
cycles, had been held constant across modulation rates, be-
cause all rates at which true SNR50 would yield biased
SNR estimates of similar magnitudes, while the rates at
which true SNR.0 would yield higher~biased! SNR esti-
mates reflecting genuinely better detectability. However, the
multiplication of biased SNR estimates by modulation fre-
quencies must introduce a spurious upward tilt to the final
plot of detectability vs modulation rate. For example, in Co-
hen et al. ~1991!, Figs. 9 and 11 show rising detectability
throughout the range of modulation rates tested for 4-kHz
tones, leading to the~probably false! conclusion that the op-
timal modulation rate for SSAEP detection would be 190 Hz,
or even higher.

We conclude that SSAEPs at low intensities in adults are
best recorded in the alert/awake state, at modulation or pre-
sentation rates around 40 Hz. Even if adult subjects are se-
dated, 40–50 Hz is the preferred rate, especially very near
behavioral threshold. This study sampled only a few frequen-
cies below 60 Hz; further research would be necessary to
more specifically identify best frequency for the low-level/
sedated state. In an earlier paper~Levi et al., 1993!, we

found that sedated adults listening to 500-Hz AM tones at 60
dB nHL demonstrated better detectability at 80 Hz modula-
tion than at 40 Hz. In this study, 40 and 90 Hz displayed
equal detectability for AM tones at 40 dB nHL, while at 20
dB nHL, 40–50 Hz was preferable. Thus, best rates for se-
dated adults appear to vary with stimulus intensity. At mod-
erate levels, 80–90 Hz may be best, i.e., statistically signifi-
cant responses could be confirmed in a shorter test time
~sedated! than at other rates.

ANOVA showed no statistically significant differences
between tonebursts and AM tones with respect to SSAEP
power, detectability, or best rates. Nevertheless, it is worth
noting that, at 40 Hz, AM tone-presentation levels were 20
and 40 dB nHL, while toneburst levels were 12 and 32 dB
nHL. Thus, at these low presentation rates, tonebursts are
detectable closer to behavioral threshold than are AM tones.

While group MSC averages clearly peaked at 40–50 Hz
and 90 Hz, individuals showed quite variable best rates, and
these were not particularly consistent from trial to trial. We
cannot conclude that individuals have their own best rates
that would be worth seeking in clinical test settings. Rather,
it appears reasonable to continue to use a fixed rate—around
40 Hz—for everyone. These conclusions are based on a
single carrier frequency~640 Hz!; at higher carrier frequen-
cies, higher modulation rates could be optimal~Cohenet al.,
1991!.

Reduction of EEG noise by sedation is no surprise, but
the interaction of this effect with frequency is interesting.
Higher-frequency noise was reduced more than lower-
frequency noise, and this probably partially explains the
emergence of the 90-Hz detectability peak at our higher pre-
sentation level.

Low-rate SSAEPs—below about 70 Hz—are commonly
considered to be closely related to middle-latency responses
~MLRs!, and it is thus no surprise that sedation reduces
SSAEP power in this frequency range. In contrast, higher-
rate SSAEPs are often considered more analogous to audi-
tory brainstem responses~ABRs!; indeed, if MLRs are ab-
sent, one can synthesize SSAEPs using a series of repeated
ABR waveforms. To the extent that high-rate SSAEPs rep-
resent repeating ABRs, it may be surprising to see sedation-
induced SSAEP power reduction up to at least 110 Hz~Fig.
7!, because ABRs are ordinarily thought to be quite resistant

FIG. 8. Best low rates~<60 Hz! and
best high rates~>70 Hz! for all 14
subjects for 58 dB~a! and 38 dB~b!
peak-equivalent SPL stimuli.
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to state effects. Nevertheless, most previous reports have fo-
cused on ABR latency and detectability rather than ampli-
tude or power, and there are several papers showing sedative
or anesthetic and even attentional effects on ABR amplitude
~Stockardet al., 1980; Thorntonet al., 1984; Lukas, 1981;
Goff et al., 1977; Palaskaset al., 1989; Marshet al., 1984!.
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Neff and Green@Percept. Psychophys.41, 409–415~1987!# report that the masking of single tones
by random-frequency multitone maskers varies nonmonotonically with number of masker
components~peaking at 10–50 components!. In this paper it is shown that such results are well
predicted by a model~the component-relative-entropy model, CoRE! wherein thresholds increase
linearly with the ensemble variance of masker spectra smoothed by peripheral auditory filters@R. A.
Lutfi, J. Acoust. Soc. Am.94, 748–758~1993!#. Three experiments were conducted. In the first, the
nonmonotonic relation was replicated for 9 of 11 listeners in conditions similar to those of Neff and
Green. In the second, the frequencies of masker components were fixed and the levels of
components were varied randomly across presentations to simulate Gaussian noise. In this case, the
nonmonotonicity and the total amount of masking for these listeners were shown to be significantly
reduced. In the third experiment, masked thresholds for the signal were found to vary monotonically
with the frequency spacing of masker components for a fixed number of masker components. Large
individual differences among listeners were obtained in some experimental conditions. Individual as
well as mean thresholds were well predicted by the CoRE model with an appropriate selection of the
values of the two free parameters of the model for each listener. ©1998 Acoustical Society of
America.@S0001-4966~98!01912-2#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe@JWH#

INTRODUCTION

In most everyday listening situations, listeners must at-
tend to relevant sounds~signals! embedded in an acoustic
background containing the sounds of many other irrelevant
sources~maskers!. It may be difficult to detect the signal if
signal and masker significantly overlap in frequency and
time. This type of masking calledenergetic maskingis well
explained by the signal-to-noise ratio within a small region
of frequencies surrounding the signal frequency~Fletcher,
1940; Pattersonet al., 1982!. Often, however, there exists
acoustic variability in natural listening environments that can
additionally interfere with signal detection by introducing
stimulus uncertainty. Stimulus uncertainty is considered to
produce another type of masking calledinformational mask-
ing ~Pollack, 1975!. Informational masking associated with
stimulus uncertainty is thought to be related to central or
attentional mechanisms, while energetic masking is believed
to involve peripheral systems~Watson and Kelly, 1981!.

It has been shown that masker uncertainty has a much
more detrimental effect on signal detection than signal un-
certainty ~Watson et al., 1976!. Dynamic properties of
maskers can produce as much as 10 dB of masking for se-
quential maskers~Kidd and Watson, 1992; Watsonet al.,
1990; Watson and Kelly, 1981; Watsonet al., 1976, 1975!,
and as much as 50 dB of masking for simultaneous maskers
~Neff and Callaghan, 1987, 1988; Neff and Green, 1987;
Spiegelet al., 1981; Spiegel and Watson, 1981!. One result,
however, is particularly intriguing; that is, when masker un-
certainty is introduced by varying the frequencies of simul-
taneous masker tones on each presentation, the amount of
multitone masking depends in a nonmonotonic fashion on

the number of masker components~Neff and Green, 1987;
Neff and Callaghan, 1988; Oh and Lutfi, 1997!. For small
numbers~less than 10–20!, adding more components pro-
duces more masking. Interestingly, however, further in-
creases in the number of components produce less masking,
not more.

Green~1988! suggests apost hocaccount of why there
exists a nonmonotonic relation between the amount of mask-
ing and the number of masker components. According to
Green, the stability of sound quality over trials is an impor-
tant factor in auditory masking experiments. When maskers
are comprised of larger numbers of components, individual
masker components become more difficult to resolve result-
ing in a rather constant sound quality, even though the actual
waveforms vary from trial to trial. With 10 or 20 compo-
nents, on the other hand, each masker component is individu-
ally resolved and maskers sound quite different over trials.
These changes in masker sound quality make it difficult to
compare the intensity levels in the two temporal intervals,
leading to greater amounts of masking.

Green’s qualitative analysis is similar in principle to the
quantitative analysis provided by a recently developed model
of informational masking. According to the component-
relative-entropy~CoRE! model, the signal threshold in the
context of masker uncertainty is related to the variance of
masker parameters taken across the ensemble of maskers in a
given experiment ~Lutfi, 1993!. In detecting a fixed-
frequency signal in maskers whose spectra vary from one
presentation to the next, signal threshold is predicted to be
proportional to the degree of level variability of the indi-
vidual spectral components of the maskers from one presen-
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tation to the next. The CoRE model predicts less masking
when maskers are comprised of large numbers of compo-
nents, because multiple frequency components tend to fall in
the same auditory filter and effectively serve to reduce the
variability in component level. Given the bandwidths of au-
ditory filters across frequency~Pattersonet al., 1982! and the
conditions of past experiments, the largest spectral variation
across maskers occurs effectively for maskers with 10 or 20
components. Hence, the model predicts greatest masking at
this point.

Experiment 1 was conducted to replicate the nonmono-
tonicity of masking and test predictions of the CoRE model.
In experiment 2, the CoRE model was tested in conditions
where masker uncertainty was introduced by varying ampli-
tudes with fixed frequencies. It has been reported that the
Rayleigh amplitude variation, characteristic of Gaussian
noise, has little effect on the amount of masking~Neff and
Callaghan, 1988!. The CoRE model predicts much smaller
masking by amplitude randomization than by frequency ran-
domization in this case, because the spectral variation asso-
ciated with the Rayleigh distribution of amplitudes is small
compared to that associated with frequency variation. Ex-
periment 3 provided a still stronger test of the CoRE model
in conditions where spectral variation across maskers was
manipulated by varying masker bandwidth for a fixed num-
ber of masker components. For a fixed number of compo-
nents, the CoRE model predicts less masking as masker
bandwidth is reduced because the probability increases that
two or more components will fall within the same auditory
filter, thus effectively reducing spectral variation across
maskers. Experiment 3 therefore investigates whether the
amount of informational masking is determined by variation
in the effective spectrum of maskers independent of the num-
ber of masker components.

I. GENERAL METHODS

A. Stimuli

The signal was a 1000-Hz tone presented simultaneously
with the maskers. No masker component was allowed to fall
at the signal frequency. Maskers were constructed from 50
Gaussian noise samples, bandpass filtered from 0.1 to 10
kHz. The magnitude and phase spectra of each noise sample
were analyzed into individual spectral components, with
11-Hz spacing between components. The amplitude distribu-
tion of these samples is Rayleigh, and the phase distribution
is rectangular. On each trial, two of the noise samples for a
two-interval, forced-choice procedure were selected at ran-
dom. For each sample, a fixed number of frequency compo-
nents was drawn at random with equal probability of occur-
rence within the permissible range of frequencies. The
phases and amplitudes of the selected frequency components
were then used to synthesize the multitone maskers played
on each trial. In different blocks of trials, the number of
frequency components varied from 2 to 906. For compari-
son, masked threshold for a broadband noise was obtained
with maskers comprised of all frequency components band-
pass filtered from 0.1 to 10 kHz at 2.7-Hz interval. Masker
components within a rectangular critical-band arithmetically

centered around the signal~920–1080 Hz! were excluded to
reduce the contribution of energetic masking to the total
masking.

Both signal and maskers were gated on and off together
with 10-ms, cos2 onset/offset ramps for a total duration of
370 ms. The rms values of the maskers were adjusted to be
the same regardless of the number of masker components.
Average total power of maskers was kept constant at 60 dB
SPL. The signal and maskers were computer generated and
played over a 16 bit, digital-to-analog converter~Tucker
Davis Technologies DD1! at a sampling rate of 44.1 kHz.
All stimuli were presented monaurally through Sennheiser
model HD-520 headphones. The Sennheiser headphones
were calibrated using a binaural loudness balancing proce-
dure with a TDH-49 earphone. All stimuli were presented to
individual listeners who were seated in a double-walled, IAC
sound attenuation chamber.

B. Procedure

An adaptive, two-interval, forced-choice procedure was
used to measure signal threshold in quiet and in the presence
of the multitone maskers. The decision rule estimated the
70.7% point on the psychometric function~Levitt, 1971!.
The level of signal was varied by a programmable attenuator
~Tucker Davis Technologies PA4! with an initial step size of
4 dB reduced to 2 dB after the third reversal. A trial block
consisted of a total of 12 reversals, and threshold for that
block was designated as the average of the last 8 reversal
levels. Within an experimental condition, the number of
masker components was fixed. Threshold for each condition
was the average of five thresholds obtained from five con-
secutive blocks of trials. Blocks were run consecutively to
facilitate practice within each condition. The order in which
experimental conditions were run, however, was random-
ized. Ten blocks of trials were collected for an experimental
session lasting approximately 1 h with breaks.

On each trial, two multitone complexes were presented
to listeners separated by a 500-ms silent interval. The signal
occurred with equala priori probability in the first or second
interval. Listeners were asked to indicate by key press which
one of the two intervals contained the signal on each trial.
Visual feedback was presented on a CRT after each response
indicating whether the response was correct or incorrect. Lis-
teners were instructed to use the feedback to aid their perfor-
mance. In a further attempt to aid listeners’ performance, the
signal was presented in quiet preceding each block.

C. Listeners

Eleven normal-hearing listeners, four males and seven
females, were paid at an hourly rate for their participation.
The ages of the listeners ranged from 20 to 37 years. The
listeners’ pure-tone air conduction thresholds were less than
15 dB HL ~ANSI, 1989! between 150 and 8000 Hz in both
ears. Four listeners~LCA, LHC, LJA, and LOE! had consid-
erable previous experience on similar auditory discrimina-
tion tasks before this study. The rest of the listeners received
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several days of training before data collection. All listeners
except LKL, LTA, LHC, and LCA ran in all conditions of
the three experiments.

D. Analysis

1. Effect of energetic masking

In some conditions of our experiments we expect ener-
getic masking to be significant. Therefore, we attempt to
quantify the relative contribution of energetic and informa-
tional masking to the obtained total masking in each experi-
mental condition.

Energetic masking can be measured precisely by obtain-
ing signal thresholds in quiet, and in the presence of maskers
in a minimal uncertainty condition where the same signal
and masker sample are presented on all trials~Watson and
Kelly, 1981; Lutfi, 1990!. Energetic masking in this case is
defined as the threshold elevation in dB in the minimal un-
certainty condition. The practical difficulty with this ap-
proach is that different masker samples yield different
masked thresholds, so that no one sample can be taken as
representative of the entire ensemble of possible samples.

An alternative approach is to make use of a well-
accepted model of energetic masking, the auditory filter
model of masking.1 According to this model, the auditory
filter shape can be approximated by a simple mathematical
expression, a rounded exponential~roex! function with few
parameters~Pattersonet al., 1982!. In this study, a three-
parameter roex filter, roex(p,w,t), was applied to estimate
energetic masking produced by maskers in each experimen-
tal condition. A three-parameter roex filter was chosen over a
one or two-parameter roex filter, because the frequency
range used in this study is quite broad, making it necessary
to approximate the tail section of the filter. The expression
specifying this filter is:

W~g!5~12w!~11pg!e2pg1w~11tg!e2tg, ~1!

whereg is the distance from the center frequency of the filter
f c to the evaluation pointf, normalized by the signal fre-
quencyf 0 , that is,g5u f 2 f cu/ f 0 @see Eq.~A8! in Patterson
et al., 1982#. The roex(p,w,t) consists of two exponential
functions. The first exponential defines the passband, and the
second defines the tail section of the filter. The relative
weight of the second exponential is determined by the pa-
rameterw. For the values of filter parameters we chosep
525, t56, andw50.002. These values are close to the ones
used by Pattersonet al. to represent the average normal-
hearing adult.

The power of the signal at thresholdPS is assumed to be
proportional to the integral of the product of the auditory
filter W(g) and the long-term power spectrum of a masker
N(g):

PS5KE
0

`

N~g!W~g!dg, ~2!

whereK represents the efficiency of the detection process.
The value ofK is assumed constant across all experimental
conditions, and is determined by equating the estimated sig-
nal threshold to the mean of listeners’ thresholds for broad-

band noise maskers~cf. Pattersonet al., 1982!. The thresh-
olds for broadband noise maskers are used because the
contribution of informational masking is assumed minimal
for broadband noise maskers. The amount of energetic mask-
ing in each experimental condition was estimated by com-
puting PS for each of the 50 maskers in each condition, and
then taking the average of these values. This estimate of
energetic masking is used to evaluate the predictions of the
CoRE model.

2. Predictions of the CoRE model

Predictions of the CoRE model are based on the premise
that listeners adopt a maximum-likelihood decision rule in
detection tasks, but implement this rule imperfectly because
of an inability to ignore irrelevant information that varies
from trial to trial. In formal terms, listeners are assumed to
integrate information in the maximum-likelihood decision
variable over a rectangular frequency window with band-
width that far exceeds the bandwidth of the signal.

The predictions of the CoRE model are easily developed
for the particular task used in this study. The task is to detect
a fixed tone in a collection of masker tones that vary on each
presentation in level and frequency. Any single masker can
therefore be represented by its power spectrum:

X5@P1 P2 ¯ P921#, ~3!

where the indices correspond to individual spectral compo-
nents.

In the first stage of the CoRE model, some preprocess-
ing of the masker spectrum is necessary to take into account
mechanical filtering of the cochlea. When maskers are com-
posed of large numbers of frequency components, some
components will fall in the same auditory filter thus reducing
overall spectral variability. Also, because the bandwidth of
auditory filter increases with frequency, variability will be
less at high frequencies than at low frequencies.2 To incor-
porate the effects of mechanical filtering of the cochlea,
masker spectra are smoothed by convolution with
equivalent-rectangular-bandwidth~ERB! auditory filters
~Glasberg and Moore, 1990!. The resulting masker spectrum
is represented as a vector of tone levels:

L510 log ERB~X!, ~4!

where the function ERB represents the spectral smoothing by
the equivalent rectangular bandwidths of auditory filters.

In the second stage of the model listeners are assumed to
integrate information in a maximum-likelihood decision sta-
tistic over a rectangular frequency windowGW with band-
width W,

GW5 H1,
0,

f ,W,
f .W. ~5!

The windowGW can be thought of as an attentional filter or
weighting function of frequency. The rectangular window is
chosen for simplicity, but a more realistic form could be
used.3 In the present experiments the maximum-likelihood
statistic is tone level, hence, the decision variable is
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D5(
i 51

n

GWLi , ~6!

whereLi represent the levels at the outputs ofn independent
auditory filters within the bandwidthW. A prediction for
average sensitivity is derived based on the expectations of
the decision variableD,

d8>
E@DuSN#2E@DuN#

Avar@DuN#
. ~7!

Since the outputs of then auditory filters are assumed to be
independent,E@DuSN#2E@DuN# is equivalent to the differ-
ence between the signal-plus-noise and noise-alone output of
the filter centered at the signal frequency. The numerator of
Eq. ~7! can therefore be rewritten as 10 log(PS1N)
210 log(N), wherePS is the power of the signal andN is the
power of the noise at the output of this filter. In the present
experiment, PS is typically much larger thanN. Hence
10 log(PS1N) is approximately equal to the level of the sig-
nal LS at threshold. Moreover, in the auditory filter model
10 log(N) is approximately equal to the amount of energetic
maskingE. Finally because auditory filters are assumed to be
independent, the denominator of Eq.~7! is equivalent to
AnsL , where sL5AE@var(Li)#. Taking these points into
consideration and rewriting Eq.~7! as a prediction for
masked threshold we have

LS'E1d8AnsL , ~8!

where I 5d8AnsL is the predicted amount of informational
masking. In the present application, the amount of energetic
maskingE in each condition is estimated according to the
predictions of the roex filter model from Eqs.~1! to ~2!. The
value of sL is a measure of the effective spectral variation
across maskers. It is estimated by computing the variance in
level of each component of the 50 smoothed masker spectra
within the bandwidthW, and then taking the square root of
the mean of these variances. The value ofd8 is set to 0.78
corresponding to 70.7% correct in the adaptive, two-interval,
forced-choice task. The only free parameters of the model
are the number of auditory filtersn assumed to be involved
in the decision, and the attentional bandwidthW. The atten-
tional bandwidth largely determines the shape of the mask-
ing function and the point at which maximum masking oc-
curs. The number of auditory filters largely serves as a
scaling factor on this function. The predictions of the CoRE
model for the total masking are then given by the dB sum of
the estimated energetic maskingE and the estimated infor-
mational maskingI. These predictions are compared to the
total masking obtained from listeners to evaluate the CoRE
model.

II. EXPERIMENT 1: EFFECT OF THE NUMBER
OF MASKER COMPONENTS

This experiment attempted to replicate earlier results and
to determine how well the nonmonotonic relation between
the amount of masking and the number of masker compo-
nents can be predicted by the CoRE model. Masker uncer-

tainty was introduced by randomizing both the frequencies
and amplitudes of masker tones on each presentation.

A. Stimuli

Maskers were comprised of 2, 4, 6, 8, 10, 20, 40, 100,
200, 400, or 906 spectral components. Masker bandwidth,
the frequency range over which components were chosen,
was fixed at 0.1–10 kHz. Maskers were chosen to be similar
to those used by Neff and her colleagues. They differed in
that a wider frequency range and larger numbers of masker
components were used.

B. Results

Total masking for individual listeners is plotted in Fig.
1. Each circle represents the total masking averaged over five
blocks of trials for a fixed number of masker components.
Solid lines represent the total masking predicted by the
CoRE model for individual listeners. We will return to the
individual fitting in the discussion. The horizontal dashed
line in each graph represents the total masking for the broad-
band noise samples which corresponds to the maximum
amount of masking the auditory filter model would predict.
There exist large individual differences in masking func-

FIG. 1. Total masking for individual listeners as a function of the number of
masker components. Each circle represents the total masking averaged over
five blocks of trials with standard errors. Solid lines represent the predic-
tions of the CoRE model for individual listeners. Dashed lines represent the
total masking for a broadband noise of equal total power. The masking
functions were categorized into three groups based on the point of maximum
masking. Each group is plotted in a separate column.
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tions, as have been reported by Neff and Dethlefs~1995!.
The masking functions in Fig. 1 have been grouped based on
the point of maximum masking. Each of these groups is plot-
ted in a separate column of Fig. 1. The listeners in the first
group have an early rise in their masking functions, peaking
at 6–10 masker components. In the second group, masking
functions have peaks at 20 or 40 masker components. The
amount of masking obtained from the listeners in the first
two groups is larger at the peak than the total masking for
broadband noise samples. Finally, the masking functions in
the third group do not show dominant peaks, and asymptote
at the total masking for broadband noise samples. Only 2 out
of 11 masking functions belong to the third group. Individu-
als within this group have been termed ‘‘low-threshold lis-
teners’’ by Neff and Dethlefs.

Figure 2 shows the total masking averaged over 11 lis-
teners~circles! and the total masking predicted by the CoRE
model ~solid line!. The prediction of the CoRE model is the
dB sum of the estimates of energetic~dashed line! and infor-
mational masking~dotted line!. The mean data replicate re-
sults from previous studies of multitone masking. More than
40 dB of masking is observed with a broad peak in the mask-
ing function at 20 components. Maskers were, on average,
expected to produce as much as 30 dB of energetic masking
for larger numbers of masker components. The CoRE model
predicts greatest informational masking for maskers with 20
components because after ERB filtering the largest spectral
variation across maskers occurs for maskers with 10 or 20
components. Further increases in the number of components
in effect reduce spectral variation by increasing the likeli-
hood that two or more components will fall in the same
auditory filter. The total masking predicted by adding the
estimates of energetic and informational masking agrees well
with the average data from listeners.

Recall that the free parameters of the CoRE model are
the number of independent auditory filtersn and the atten-
tional bandwidthW. The value ofW50.1– 2.5 kHz gives the
best agreement between the mean of total masking and the
predictions of the CoRE model. This implies that listeners

could ignore some of the irrelevant information at the highest
frequencies, but their ability to detect the signal was still
hindered by changes in spectral information quite remote
from the signal. The value ofn that best describes the esti-
mated total masking is 1.64, implying that listeners attend to
only one or two frequency channels simultaneously. These
values of parameters suggest that a listener’s response is
based on information in one or two separate frequency re-
gions that may vary from trial to trial over a quite wide
frequency range. The values ofW50.1– 2.5 kHz andn
51.64 will be used for predictions of the mean data in all
subsequent experiments.

1. Individual differences

We next examine whether thresholds for the three
groups could be predicted by the CoRE model. Figure 3
shows how different values ofn andW change the estimate
of informational masking. The width of the attentional filter
largely determines the point where maximum informational
masking occurs, while the number of auditory filters serves
primarily as a scaling factor. Figure 4 shows the prediction
of the CoRE model~solid line! and the total masking aver-
aged across the listeners~filled circles! in each group. The
estimate of informational masking~dashed line! depends on
the values ofn and W in each case, while the estimate of
energetic masking~dotted line! stays the same across groups.
The agreement between the obtained and the predicted

FIG. 2. The total masking averaged over 11 listeners~filled circles! with
standard errors and the prediction of the CoRE model for the total masking
~solid line! given by adding the estimates of energetic~dashed line! and
informational masking~dotted line!.

FIG. 3. Informational masking predicted by the CoRE model for different
values of the number of independent auditory filtersn and the attentional
bandwidthW. Arrows indicate the point of maximum informational mask-
ing.
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amount of total masking is quite good in all three groups.
This implies that individual differences are largely due to the
differences in attentional factors rather than differences in
the functioning of the auditory periphery~e.g., Berg and
Green, 1990; Hirsh and Watson, 1996; Neffet al., 1993;
Viemeister and Schlauch, 1992; Wightman and Allen, 1992!.
The masking functions in the first group are well fitted when
n is equal to 4 andW is equal to the entire frequency range
over which maskers were drawn. These values suggest that
the listeners in the first group integrate information over a
larger number of auditory filters and that they are distracted
by changes in spectral information over a wide frequency
range. The masking functions in the third group agree well
with the predictions of the traditional auditory filter model.
According to the auditory filter model, listeners are assumed
to focus on the output of a single auditory filter centered at
the signal frequency. In this limiting case,n is equal to 1
corresponding to the auditory filter centered at the signal
frequency. The CoRE model only slightly overpredicts the
thresholds in the third group. This is likely due to the prac-
tice of forcing the maximum amount of energetic masking to
be equal to the threshold for the broadband masker condition
~see methods in Sec. I D 1!. This procedure fails to allow for
a small amount of informational masking in the broadband
masker condition.

2. Practice effects

After the listeners finished all other experiments in this
study, experiment 1 was repeated by the same listeners to
examine whether there exist practice effects. The interval
between the initial and the replicated experiments ranged
from three months to more than a year. As shown in Fig. 5,
an improvement in performance was observed for all listen-
ers except the low-threshold listener~LOE!. Although there
are individual differences, the point where maximum mask-
ing occurs tends to shift to the right. Within the framework
provided by the CoRE model, this tendency is expected if
listeners were to integrate information over the outputs of a
smaller number of auditory filters within a narrower atten-
tional bandwidth. The result from the replication suggests
that some listeners were able to narrow their attentional
bandwidth and attend to the outputs of auditory filters that
are closer to the signal frequency.

III. EXPERIMENT 2: EFFECT OF AMPLITUDE
RANDOMIZATION

Neff and Callaghan~1988! report that simulating Gauss-
ian noise by randomizing the amplitudes of masker compo-
nents within a trial has little effect on the amount of mask-
ing, while randomizing the frequencies within a trial
significantly increases the amount of masking. In that study,
the amplitudes of masker components were drawn at random
from a Rayleigh distribution to approximate Gaussian noise,
hence the degree of amplitude variation was small. In this

FIG. 4. The total masking averaged across the listeners in each group~filled
circles! with standard errors and the prediction of the CoRE model~solid
line! in each group. The estimate of informational masking~dashed line!
varies depending on the values ofn andW, while the estimate of energetic
masking~dotted line! stays the same across groups.

FIG. 5. Filled circles represent total masking for six listeners from experi-
ment 1. Open circles represent total masking from a replication of experi-
ment 1 conducted three months to more than a year later. Dashed lines
represent the amount of total masking for a broadband noise.
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case, the CoRE model would predict much less masking be-
cause overall spectral variation~as measured bysL) would
also be quite small. Experiment 2 was conducted to provide
a quantitative test of this prediction.

A. Stimuli

Stimulus configurations were the same as in experiment
1, except masker frequencies were fixed. Maskers were com-
prised of 2–906 components whose amplitudes were ran-
domized~Rayleigh! from one presentation to the next. The
frequencies of masker components were equally spaced on a
linear scale as in previous studies by Neff and Callaghan
~1988!. The frequency spacing and the starting frequency are
specified in Table I.

B. Results

Figure 6 shows total masking for eight listeners when
only amplitude was varied. For comparison, the results from
experiment 1 where frequency and amplitude were varied
simultaneously are also plotted in this figure. Varying only
amplitude in experiment 2 appears to have significantly re-
duced the differences in masking functions observed across
listeners. All listeners of experiment 2 except LKL can be
categorized as the low-threshold listeners. Moreover, the
amount of masking for maskers with fixed frequencies de-
pends monotonically on the number of masker components.
These results suggest that total masking in this experiment is
due exclusively to energetic masking. The results further im-
ply that individual differences in multitone masking as ob-
served in experiment 1 largely derive from differences in
central or attentional factors~e.g., Berg and Green, 1990;
Hirsh and Watson, 1996; Neffet al., 1993; Viemeister and
Schlauch, 1992; Wightman and Allen, 1992!.

The top panel of Fig. 7 displays the total masking aver-
aged over eight listeners~open circles! when only amplitude
was randomized. In this figure, the solid line represents the
prediction of the CoRE model for the total masking given by
adding the estimates of energetic~long dashed line! and in-
formational~dotted line! masking. The bottom panel of Fig.
7 shows the total masking predicted~solid lines! and the total
masking obtained in this experiment~open circles! and in

experiment 1~filled circles!. The short dashed line represents
the amount of total masking for a broadband noise of equal
total power. As in Fig. 4~and for the same reasons!, the
CoRE model overpredicts thresholds by a small amount
when the contribution of informational masking is small. As
illustrated in the bottom panel of Fig. 7, however, the CoRE
model predicts the large reduction in masking when only
amplitude is varied. The estimates of energetic and informa-
tional masking in this experiment can be compared to those
in experiment 1 plotted in Fig. 2. Even though there is a
small reduction of energetic masking in the current experi-
ment, by far the largest reduction is in informational mask-
ing.

IV. EXPERIMENT 3: EFFECT OF MASKER
BANDWIDTH

The CoRE model predicts that less masking is produced
by maskers with large numbers of components because the
limited resolution of components spaced closely in frequency
effectively reduces variation across the pool of masker spec-
tra. In this experiment, we attempt to test this prediction
directly. If spectral variation across maskers in fact deter-
mines the amount of informational masking, then we should
expect a similar reduction in informational masking with de-
creasing frequency spacing of components, independent of
the number of masker components. In experiment 3, the fre-
quency spacing of masker components was controlled by
varying masker bandwidth for a fixed number of masker
components.

A. Stimuli

The number of masker components was fixed at 20
where masking was previously observed to be the greatest in

TABLE I. Frequencies of components used in experiment 2. The frequen-
cies of maskers with fewer than eight components were equally spaced
starting from 1800 Hz, while the frequencies of other maskers were equally
spaced starting from 100 Hz.

The number of
masker components

Frequency spacing
in Hz

Frequency range
in Hz

2 4867 1800–6667
4 2433 1800–9100
6 1623 1800–9916
8 1217 100–9832

10 975 100–9843
20 486 100–9811
40 243 100–9811

100 97 100–9908
200 49 100–9956
400 24 100–9956
906 11 100–10000

FIG. 6. Total masking with standard errors for individual listeners when
only amplitude was varied~open circles! and when both frequency and
amplitude were varied~filled circle!. Dashed lines represent the amount of
total masking for a broadband noise.
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experiment 1. Masker bandwidth was varied to match the
frequency spacing of components for each number of com-
ponents used in experiment 1. The bandwidth of maskers
extended an equal distance above and below the signal in log
frequency. The frequency spacing and masker bandwidth in
each condition of experiment 3 are specified along with those
in corresponding conditions of experiment 1 in Table II.

B. Results

Total masking for individual listeners in experiment 1
and this experiment is plotted in Fig. 8. When frequency
spacing is reduced by increasing the number of masker com-
ponents, the total masking decreases. In contrast, when fre-
quency spacing is reduced by decreasing masker bandwidth
for fixed number of components, the total masking increases.
Figure 9 shows the mean data and the prediction of the
CoRE model when the number of masker components was
varied in experiment 1~top panel! and when masker band-
width was varied in the present experiment~bottom panel!.
In the current experiment, because masker bandwidth was
varied in each condition, a listener might be able to adjust his
or her attentional bandwidth accordingly. Thus in computing
sL , a variable bandwidth that is equal to masker bandwidth
was used as well as the fixed attentional bandwidth ofW
50.1– 2.5 kHz. The values ofsL turned out to be very simi-

FIG. 7. Top panel: The solid line represents the prediction of the CoRE
model for the total masking given by adding the estimates of energetic~long
dashed line! and informational~dotted line! masking in the conditions
where only amplitude was randomized. Open circles represent the total
masking averaged over eight listeners with standard errors. Bottom panel:
The total masking predicted by the CoRE model~solid lines! and the total
masking obtained from listeners when only amplitude was varied~open
circles! and when both frequency and amplitude were varied~filled circles!.
The short dashed line represents the amount of total masking for a broad-
band noise.

TABLE II. The frequency spacing of masker components, the number of masker components, and masker
bandwidth used in experiments 1 and 3.~a! In experiment 1, the number of components was varied.~b! In
experiment 3, masker bandwidth was varied. Notice that critical band components were excluded in all experi-
mental conditions.

Average frequency
spacing~Hz!

~a! Variable number
~Exp. 1!

~b! Variable bandwidth
~Exp. 3!

Number Bandwidth~Hz! Number Bandwidth~Hz!

486 20 100–10 000 20 100–10 000
243 40 100–10 000 20 509–5548
97 100 100–10 000 20 756–2877
49 200 100–10 000 20 843–1984
24 400 100–10 000 20 875–1532
11 906 100–10 000 20 896–1284

FIG. 8. Total masking with standard errors as a function of the frequency
spacing of masker components. Open circles represent total masking with
variable masker bandwidth, and solid circles represent total masking with
variable number of masker components.
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lar in each case. In both panels of Fig. 9, the values ofsL

computed with the fixed bandwidth are plotted for the com-
parison. The predicted amount of total masking in this case
agrees well with the total masking obtained from listeners.
As shown in this figure, the difference in the total masking
between the two experiments is largely due to the difference
in energetic masking. The decrease in frequency spacing by
adding more than 100 components does not increase ener-
getic masking. However, energetic masking continues to in-
crease with the decrease in frequency spacing produced by
reducing masker bandwidth. The amount of informational
masking shows little dependency on the number of compo-
nents, but it decreases systematically with decreasing fre-
quency spacing of components. It matters little whether the
decrease in frequency spacing is caused by either reducing
masker bandwidth or by adding masker components. This
result supports the CoRE model prediction that the decrease
in spectral variation across maskers results in reduction in
informational masking.

V. DISCUSSION

A. Model parameters

Recall that there are two free parameters of the CoRE
model: The attentional bandwidthW and the number of au-

ditory filtersn over which the listener integrates information
within this bandwidth. The mean data agree well with the
predictions of the CoRE models forn>2 and W
50.1– 2.5 kHz. Given the large amount of masking obtained
from listeners, one might expect that listeners integrate irrel-
evant information over large numbers of auditory filters.
However, the values of the free parameters suggest that the
listeners’ performance is based on the outputs of only one or
two auditory filters over a wide frequency range. One pos-
sible explanation for this result is that the listeners are able to
focus on the outputs of one or two filters as they should
when detecting a single fixed-frequency tone, but that they
do not have good control over the center frequency of these
filters, perhaps because they are in some way ‘‘confused’’ by
trial-by-trial variation of maskers. This confusion may, in
fact, simply amount to mistaking one or another of the
masker tones for the signal.

This notion of stimulus ‘‘confusion’’ is similar to the
notion of a random or roving attentional band as has been
suggested by other authors~Allen and Wightman, 1995;
Lutfi et al., 1996!. Allen and Wightman~1995! investigated
the effects of stimulus uncertainty on preschool children’s
and adults’ detection of a pure-tone signal in Gaussian noise.
The children’s thresholds were consistently higher than those
of adults when one of two signal frequencies was randomly
selected and when the signal frequency was fixed. The adults
showed only a slight reduction in performance for the
random-frequency signal compared to the fixed-frequency
signal case, while the children showed no reduction in per-
formance. The reduction in performance is expected if it is
assumed that listeners simultaneously attend to the outputs of
filters centered at the two signal frequencies. Allen and
Wightman explain this result by suggesting that the children
may not focus on a specific frequency region but may instead
change their attention band at random even when the signal
frequency is fixed.

Lutfi et al. ~1996! present a similar argument for adults.
These authors measured the shape of the psychometric func-
tion for the discrimination of spectral variance. The stimuli
were comprised of six tones whose levels varied indepen-
dently on each presentation, and listeners were asked to in-
dicate which complex had the greater variance in component
level. The shape of the obtained psychometric function sug-
gested that listeners failed to give appropriate weight to the
information in individual components. The exact shape of
the psychometric function could be predicted if it was as-
sumed that listeners attended to only one or two components
in the complex, not necessarily the same components on all
trials. In this regard, the results of the study by Lutfiet al.are
consistent with the results of the present study, suggesting
that listeners attend to the outputs of only one or two inde-
pendent auditory filters over a wide frequency range.

B. Individual differences

In this study, as in past studies~Neff and Dethlefs,
1995!, large individual differences in masking functions
were observed. According to the CoRE model, these indi-
vidual differences derive from differences in the size of the
attentional bandwidth~W! and the number of auditory filters

FIG. 9. Top panel: The amount of masking for the condition where the
number of masker components was varied~experiment 1!. Bottom panel:
The amount of masking for the condition where masker bandwidth was
varied ~experiment 3!. Circles represent the total masking averaged over
nine listeners with standard errors. The solid line represents the prediction of
the CoRE model given by adding the estimates of energetic~dashed line!
and informational masking~dotted line!. The estimates of informational
masking in the two experiments are similar to each other, while the esti-
mates of energetic masking are different.
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used within this band~n!. The predictions of the CoRE
model for individual listeners are represented by solid lines
in Fig. 1. The values of the two free parameters of the model
selected for each listener are plotted in Fig. 10. The listeners
in the first, second, and third group are represented by gray,
black, and white circles, respectively. The high-threshold lis-
teners~LKL and LTA! tend to have wider attentional band-
width ~W! and larger number of auditory filters~n!. For the
low-threshold listeners, the values ofW and n reach their
minimum. However, the relationship betweenn andW is not
simple. In particular, listeners LHC and LCA have wideW
but smalln, while LTA and LKL have wideW and largen.
Notwithstanding these differences, the CoRE model predicts
well the individual differences in masking functions with an
appropriate selection of the values of the two free parameters
of the model.

The predictions of the CoRE model were based on a
simplified assumption that there exist no differences in the
listeners’ peripheral auditory filters. Presumably, actual au-
ditory filter measures for individual listeners would improve
the predictions. Nevertheless, we were able to demonstrate
that attentional mechanisms within the framework provided
by the model could account for the large differences among
the listeners in the amounts of masking. Previous studies are
consistent with these results, since they suggest that indi-
vidual differences in processing complex, dynamic sounds
should derive from nonsensory central factors such as
memory, learning, and selective attention~cf. Hirsch and
Watson, 1996!. Neff et al. ~1993! measured peripheral and
attentional filters for high- and low-threshold listeners using
maskers with spectral gaps. The two groups of listeners did
not differ significantly in their peripheral auditory filters.
However, the low-threshold listeners had narrower atten-
tional filters and better processing efficiency. Berg and Green
~1990! estimated the relative weights listeners give to differ-
ent components of complex spectra. They showed that the
weighting functions of ‘‘good profile listeners’’ are closer to
the optima, while the weighting function of a ‘‘poor profile
listener’’ is further away from the optima. The importance of

central factors has also been suggested in developmental
psychoacoustics. Higher thresholds and flattened psychomet-
ric functions among children have been simulated by assum-
ing that some children may be inattentive or confused on
some trials~Viemeister and Schlauch, 1992; Wightman and
Allen, 1992!.

VI. CONCLUSIONS

In the current study, we tested specific predictions of the
CoRE model for the detection of a fixed-frequency signal in
the context of maskers with uncertain spectra. In such con-
ditions the CoRE model predicts that signal threshold is sim-
ply related to the ensemble variance of masker spectra
smoothed by peripheral auditory filters. The two free param-
eters of the model are the number of auditory filters and the
attentional bandwidth over which listeners are assumed to
integrate information in the stimulus.

~1! The CoRE model predicts the nonmonotonic relation
between the amount of total masking and the number of
masker components. Individual as well as mean thresholds
were well predicted by the CoRE model with appropriate
values of the two free parameters of the model for each lis-
tener.

~2! The model predicts the large reduction in total mask-
ing when masker uncertainty is introduced by varying the
amplitudes of masker components with fixed frequencies to
simulate Gaussian noise.

~3! When the number of masker components is held con-
stant, the amount of informational masking decreases sys-
tematically with decreasing frequency spacing of compo-
nents as predicted by the model.

~4! Future studies are needed to determine how well the
CoRE model can predict mean and individual data for more
complex types of detection and discrimination tasks.
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The purpose of this study is to clarify the role of suppression in the growth of masking when a signal
is well above the masker in frequency~upward spread of masking!. Classical psychophysical models
assume that masking is primarily due to the spread of masker excitation, and that the nonlinear
upward spread of masking reflects a differential growth in excitation between the masker and the
signal at the signal frequency. In contrast, recent physiological studies have indicated that upward
spread of masking in the auditory nerve is due to the increasing effect of suppression with increasing
masker level. This study compares thresholds for signals between 2.4 and 5.6 kHz in simultaneous
and nonsimultaneous masking for conditions in which the masker is either at or well below the
signal frequency. Maximum differences between simultaneous and nonsimultaneous masking were
small ~,6 dB! for the on-frequency conditions but larger for the off-frequency conditions~15–32
dB!. The results suggest that suppression plays a major role in determining thresholds at high
masker levels, when the masker is well below the signal in frequency. This is consistent with the
conclusions of physiological studies. However, for signal levels higher than about 40 dB SPL, the
growth of masking for signals above the masker frequency is nonlinear even in the
nonsimultaneous-masking conditions, where suppression is not expected. This is consistent with an
explanation based on the compressive response of the basilar membrane, and confirms that
suppression is not necessary for nonlinear upward spread of masking. ©1998 Acoustical Society
of America.@S0001-4966~98!03812-0#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Mk@RVS#

INTRODUCTION

For tonal signals presented in a band-limited masker,
thresholds increase roughly linearly with increasing masker
level for signal frequencies around the masker frequency re-
gion. In contrast, thresholds increase more rapidly for signal
frequencies well above the masker frequency region~Wegel
and Lane, 1924; Egan and Hake, 1950!. This leads to the
well-known ‘‘upward spread of masking.’’ Frequency selec-
tivity, and hence masking as a function of frequency separa-
tion, is generally believed to be established at the level of the
cochlea. This assumption has support from studies that have
compared behavioral and physiological frequency selectivity
in the same species~e.g., Evanset al., 1992!. Traditionally, it
has been assumed in psychophysics that masking is excita-
tory. That is, the masker is assumed to produce sufficient
activity to make the additional activity due to the signal in-
audible. Consequently, with the additional assumption that a
constant ‘‘internal’’ signal-to-masker ratio is required for de-
tection, the threshold of a sinusoidal signal is thought to
reflect the excitation produced by a masker at the signal fre-
quency. This assumption is used in most psychophysical
models of masking~Zwicker, 1970; Glasberg and Moore,
1990; Rosen and Baker, 1994!, intensity discrimination~Flo-
rentine and Buus, 1981!, and loudness perception~Zwicker,
1960; Mooreet al., 1997!. An alternative mechanism that

could account for masking is suppression. Suppression refers
to the reduction in the response to one stimulus by the intro-
duction of a second. Masking by suppression alone implies
that the neural activity due to the signal is reduced by the
masker to a level indistinguishable from spontaneous activ-
ity. Suppression has been observed physiologically at the
level of the auditory nerve~Sachs and Kiang, 1968! and the
basilar membrane~Ruggeroet al., 1992a! and it is thought to
be an inherent property of nonlinear cochlear mechanics.

Delgutte ~1990! has pointed out that the two masking
mechanisms, excitation and suppression, are not necessarily
mutually exclusive; a masker may partially suppress a signal
to a level at which its excitation is not distinguishable from
that produced by the masker. In his extensive study at the
level of the auditory nerve, Delgutte sought to differentiate
between these two mechanisms over a range of masker levels
and for conditions where the signal frequency was either
below, at, or above the masker frequency. For signals well
above the masker frequency, the amount of suppressive
masking was large, and increased with masker level more
rapidly than did excitatory masking. This led Delgutte to
suggest that ‘‘the upward spread of masking is largely due to
the growth of suppression rather than to that of excitation.’’
This view has been supported by other physiological studies
~e.g., Pang and Guinan, 1997!. If this interpretation is cor-
rect, it has important consequences for psychoacoustic mod-
els. As pointed out by Moore and Vickers~1997!, if suppres-
sion plays a dominant role in some simultaneous-maskinga!Electronic mail: aoxenham@lynx.neu.edu
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conditions, then models that equate simultaneous-masking
patterns with excitation patterns must be inaccurate.

Some psychoacoustic evidence suggests that suppression
is not necessary to produce nonlinear growth of masking at
frequencies above that of the masker. Oxenham and Plack
~1997! found highly nonlinear growth of masking in a
forward-masking condition, where suppression should pre-
sumably play no role~Arthur et al., 1971!. In fact, they
found that the growth of masking was much steeper than
previously found for any simultaneous-masking condition.
The slope of the masking function at signal frequencies of 2
and 6 kHz, when the masker was an octave below the signal,
was between 5 and 6 dB/dB, compared with typical values of
around 2 dB/dB for simultaneous-masking conditions~Stel-
machowiczet al., 1987!.1 Oxenham and Plack argued that
the large value is expected, based on the following known
properties of basilar-membrane~BM! mechanics: the BM re-
sponse to tones well below characteristic frequency~CF! is
linear, while the response to tones at CF is highly compres-
sive over a wide range of levels. Thus, for a masker well
below the signal frequency, an increase in masker level by 1
dB will result in a 1-dB increase in excitation at the place on
the BM corresponding to the CF of the signal. If the BM
response to the signal grows at a rate of 1/x dB per dB
increase in signal level, then, assuming a constant signal-to-
masker ratio at threshold, the signal level will have to be
increased byx dB to match the increase in excitation due to
the masker. Rates of growth of 0.2 dB/dB and lower have
been recorded from BM measurements~Ruggero, 1992; Mu-
rugasu and Russell, 1996!. Thus, it is expected that the
growth of masking slope could exceed 5 dB/dB in some
cases. Note that this explanation of the nonlinear upward
spread of masking does not rely on suppression. In fact, it
has been argued that suppression mayreducethe slope of the
masking function, as the presence of a high-intensity, low-
frequency stimulus can linearize the response to a tone at CF
~Ruggeroet al., 1992b!.

The psychoacoustic finding by Oxenham and Plack
~1997! of strong upward spread of masking in nonsimulta-
neous masking seems inconsistent with the physiological re-
sults of Delgutte~1990!, who found essentially linear growth
of masking for his ‘‘nonsimultaneous masking’’ conditions.
Oxenham and Plack suggested that this apparent discrepancy
may be due to the different range of signal levels used in the
two studies. In Delgutte’s study, in the frequency regions
where most suppression was observed, signal levels in the
nonsimultaneous conditions rarely exceeded 40 dB SPL; in
Oxenham and Plack’s study, measurements were concen-
trated on signal levels between 40 and 90 dB SPL. Accord-
ing to physiological measurements, the BM response to CF
tones is nearly linear at low levels and becomes highly com-
pressive only at levels above about 30–40 dB SPL~Yates
et al., 1990; Murugasu and Russell, 1995; Ruggeroet al.,
1997!. Thus, the finding by Delgutte of linear growth in his
nonsimultaneous-masking condition may be due to the fact
that high signal levels were not tested.

This study has two main aims. The first is to use psy-
chophysical methods to investigate whether the upward
spread of masking is due primarily to suppression or excita-

tion, or a combination of both. This has important implica-
tions for most psychoacoustic models. As mentioned above,
if it were found that suppression is dominant in producing
the upward spread of masking, then models that equate
simultaneous-masking patterns with excitation patterns~Flo-
rentine and Buus, 1981; Glasberg and Moore, 1990; Rosen
and Baker, 1994; Mooreet al., 1997! may require some re-
vision. The second aim is to test the hypothesis that the ap-
parent discrepancy between the physiological results of Del-
gutte and the psychophysical results of Oxenham and Plack
can be ascribed to the different ranges of signal levels tested.
This is important in resolving apparent differences between
physiological and psychophysical data. If the data from the
two studies are found to be comparable when similar signal
levels are used, this will provide further support for the idea
that psychophysical suppression reflects processes already
apparent at the level of the BM and auditory nerve. If not, it
will be more likely that other effects, such as lateral inhibi-
tion at higher levels of the auditory pathways, play a signifi-
cant role in basic masking experiments.

Experiment 1 compares thresholds for simultaneous and
nonsimultaneous maskers in an on-frequency condition and
in a condition where the masker is centered at a frequency
well below that of the signal~off-frequency condition!. In
line with physiological studies, it is assumed that the effects
of suppression on the signal can only be observed in the
off-frequency, simultaneous-masking condition. Thus, by
comparing the results from the off-frequency simultaneous-
and nonsimultaneous-masking conditions, it should be pos-
sible to draw conclusions about the role of suppression in the
upward spread of masking.

I. EXPERIMENT 1: GROWTH OF SIMULTANEOUS
AND NONSIMULTANEOUS MASKING IN ON-
AND OFF-FREQUENCY CONDITIONS

A. Stimuli

Thresholds were measured for a brief 4-kHz sinusoidal
signal in the presence of a 500-Hz-wide Gaussian-noise
masker that was either centered at the signal frequency~on-
frequency condition! or centered at a lower frequency of 2.4
kHz ~off-frequency condition!. The signal had a total dura-
tion of 10 ms and was gated with 5-ms raised-cosine ramps
~no steady state!. The masker was gated with 2-ms ramps. In
the simultaneous-masking condition, the signal was pre-
sented in the temporal center of a 400-ms~half-amplitude
duration! masker. In the nonsimultaneous-masking condi-
tion, the signal was presented in a temporal gap between two
200-ms masker bursts. The silent interval between the end of
the first masker~forward masker! and the beginning of the
signal was 2 ms~defined as the time between the 0-voltage
points in the electrical envelope!; the interval between the
end of the signal and beginning of the second masker~back-
ward masker! was 5 ms. The backward masker was added to
reduce the possibility of ‘‘off-time listening’’ at high signal
levels ~see Robinson and Pollack, 1973; Oxenham and
Moore, 1994!.2 A high signal frequency was chosen to re-
duce the possibility that nominally nonsimultaneous stimuli
overlapped in the auditory periphery, due to ‘‘ringing’’ in the
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auditory filters. To reduce the possibility that ‘‘confusion’’
effects~Moore and Glasberg, 1982; Neff, 1986! were playing
a role in the on-frequency nonsimultaneous conditions, an
independently generated contralateral noise with the same
spectral properties and level as the masker was always gated
with the masker. Contralateral noise has been shown to have
little or no effect on thresholds in simultaneous noise mask-
ing ~e.g., Kohlrausch and Langhans, 1992!, but may lower
thresholds in some forward-masking situations in which con-
fusion could play a role~see the Appendix!. Signal thresh-
olds were measured in quiet and for masker levels between
50 and 90 dB SPL~between 60 and 90 dB SPL for two
listeners!, in steps of 5 dB.

Bandpass noise was created at the beginning of each run
by generating a 2-s circular buffer of wideband Gaussian
noise, performing a discrete Fourier transform, setting the
amplitude of the components outside the desired passband to
zero, and applying an inverse Fourier transform. A random
starting point within the resulting noise buffers was selected
on each presentation interval. Thus, only the gating of the
noise produced spectral components beyond the specified
passband. All stimuli were generated digitally at a 32-kHz
sampling rate, and were played out using the built-in 16-bit
D/A converter and reconstruction~anti-aliasing! filter of a
Silicon Graphics workstation. Stimuli were passed through a
programmable attenuator~TDT PA4! and a headphone
buffer ~TDT HB6! before being presented to listeners via a
Beyer DT990 headset. The signal was always presented to
the listener’s left ear.

B. Procedure

Thresholds were measured using a three-interval forced-
choice method with a two-down, one-up adaptive procedure
that tracks the 70.7%-correct point of the psychometric func-

tion. Each trial consisted of three intervals containing the
masker and the contralateral noise. The interstimulus interval
was 300 ms. The signal occurred randomly in one of the
three intervals and listeners were required to select the signal
interval. The signal level was initially adjusted in steps of 8
dB. After every two reversals, the step size was halved until
a minimum step size of 2 dB was reached. The run termi-
nated after a further eight reversals. Threshold was defined as
the median level at the last eight reversals. For every listener,
four such threshold estimates were made for each condition,
and the mean and standard deviation of the four estimates
were recorded. Listeners were tested in 2-h sessions, includ-
ing short breaks. The four estimates for each data point were
generally collected on four separate days. Responses were
made via a computer keyboard, and feedback was provided
via a computer monitor placed outside the listening booth.
Listeners were tested in a single-walled sound-attenuating
booth, which was situated in a sound-attenuating room.

C. Listeners

Five listeners were tested. Listener 1 was the author
A.O.; the others were students who were paid for their par-
ticipation. The listeners were between 19 and 28 years of age
and had absolute thresholds of less than 15 dB HL at octave
frequencies between 250 and 8000 Hz. Listeners S1 and S3
were male; listeners S2, S4, and S5 were female. None re-
ported histories of hearing disorders or difficulties. The lis-
teners were given at least three hours practice before data
were collected. No consistent improvements in performance
were noted during the course of the experiment.

D. Results

The individual and mean results for the five listeners are
shown in Fig. 1. The dotted lines represent thresholds for the

FIG. 1. Thresholds for a brief 4-kHz signal as a function of masker level. Filled and open symbols represent simultaneous- and nonsimultaneous-masking
conditions, respectively. Circles represent off-frequency conditions, where the masker center frequency was 2.4 kHz; squares represent on-frequency condi-
tions, where the masker center frequency was 4 kHz. Thresholds in quiet are shown as dotted lines. Error bars represent61 s.d. of the mean and are omitted
if smaller than the symbol.
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signal in quiet. Filled and open symbols represent
simultaneous- and nonsimultaneous-masking conditions, re-
spectively. Squares represent on-frequency conditions, where
the masker center frequency is 4 kHz~labeled ON in Fig. 1!,
and circles represent off-frequency conditions, where the
masker center frequency is 2.4 kHz~labeled OFF in Fig. 1!.
Error bars represent61 s.d. and are shown if they exceed the
size of the symbol. Standard deviations for thresholds in
quiet were less than 2 dB for all listeners.

Consider first the results from the simultaneous-masking
conditions~filled symbols!. In line with many previous stud-
ies, the growth of masking for the on-frequency condition
~filled squares! is approximately linear. Linear regression
analysis of the individual data resulted in slope estimates of
between 0.94 and 1.14~slope of mean data: 1.01; percent of
variance accounted for,R2599.7%). Again consistent with
many previous studies, the growth of masking for the off-
frequency condition~filled circles! is steeper than linear.
Taking into account only data points that lie 5 dB or more
above threshold in quiet, a linear regression analysis pro-
duced individual slope estimates between 1.80 and 2.18
~slope of mean data: 2.01;R2599.8%). The slope of the
mean data is in good agreement with a survey of previous
growth-of-masking studies carried out by Stelmachowicz
et al. ~1987!.

Consider next the results from the nonsimultaneous-
masking conditions~open symbols!. Results from the on-
frequency condition~open squares! are very similar to those
from the on-frequency simultaneous condition. There is a
tendency for thresholds to be somewhat lower in the nonsi-
multaneous than in the simultaneous condition, but the dif-
ference is always less than 6 dB. The mean difference be-
tween the on-frequency simultaneous and nonsimultaneous
conditions, pooled across listeners and conditions, is 2.1 dB.
A small difference in thresholds between a simultaneous-
masked signal and a signal presented in a brief gap has been
reported before: Oxenham and Moore~1994! found that
thresholds in very brief gaps were either similar to or, in
some cases, even higher than thresholds in a simultaneous
masker. As this was found using a broadband masker with a
6-kHz sinusoidal signal, it is unlikely that the present results
are due to the confusion of the signal with the 500-Hz-wide
masker. A linear regression analysis produced individual
slopes of between 0.96 and 1.12~slope of mean data: 1.06;
R2599.9%). Thus, there appears to be no difference in the
slope of the growth of masking between the two on-
frequency conditions. Linear growth of nonsimultaneous
masking is unusual, but has also been reported for a very
brief signal in forward masking alone~Oxenham and Plack,
1997!. Furthermore, linear growth is expected when the
masker and signal levels are nearly equal, based on a recent
theory of forward masking that links the nonlinear growth of
forward masking to the nonlinear response of the BM~Ox-
enham and Moore, 1995; Oxenham and Moore, 1997; Plack
and Oxenham, 1998!. In contrast to the small difference be-
tween the two on-frequency conditions, the differences be-
tween the two off-frequency conditions are considerable, es-
pecially at medium to high levels.

If the difference between the two on-frequency condi-

tions reflects the difference in effectiveness between simul-
taneous and nonsimultaneous maskingper se, any further
differences between the two off-frequency conditions may be
due to suppression. In this way, the nonsimultaneous thresh-
olds may reflect masker excitation at or near the signal fre-
quency, while the simultaneous thresholds reflect masker ex-
citation plus the increase in signal level required to
compensate for the effects of suppression.

It can be seen that, at least at higher masker levels, the
growth of masking of the nonsimultaneous off-frequency
condition is steeper than linear. This suggests that suppres-
sion is not necessary for nonlinear upward spread of mask-
ing. However, at lower levels the function appears shallower
for the nonsimultaneous than for the simultaneous condition.
According to the hypothesis stated in the Introduction, we
might expect the off-frequency growth of masking to be lin-
ear up to a certain signal level, and then to become nonlinear.
The breakpoint between these two regions should reflect the
level at which the on-frequency BM response becomes com-
pressive. For the purposes of this analysis, we assume that
the breakpoint occurs at 40 dB SPL.3 A linear regression
performed using data from the off-frequency nonsimulta-
neous condition for signal levels between 5 dB SL and 40 dB
SPL resulted in individual slopes ranging from 0.90 to 1.0
~slope of pooled data: 0.94;R2593.6%).4 For the same con-
dition, linear regression using only data points where thresh-
olds were above 40 dB SPL resulted in slopes between 1.93
and 2.56~slope of pooled data: 2.32;R2597.9%). Thus, if
only signal levels at or below 40 dB SPL are taken into
account, the off-frequency growth of masking in the nonsi-
multaneous condition is essentially linear. This is consistent
with the finding of Delgutte~1990! that, at low signal levels,
there was no nonlinear upward spread of masking in the
nonsimultaneous-masking condition. It is also consistent
with the hypothesis that BM nonlinearity governs the upward
spread of nonsimultaneous masking: at low levels, where the
BM is thought to respond linearly, linear growth of masking
is observed; at higher levels, where the BM response is com-
pressive, nonlinear growth of masking is observed.

The difference between the off-frequency simultaneous
and nonsimultaneous conditions may provide us with an es-
timate of the amount of suppression found for a given
masker–signal combination. Once differences in effective-
ness between on-frequency simultaneous and nonsimulta-
neous masking are accounted for, the difference in dB be-
tween the two off-frequency conditions can be interpreted as
the gain required to restore the simultaneous-masked signal
to its unsuppressed internal representation. Note that in this
interpretation, also made by many others~Houtgast, 1973;
Shannon, 1976; Duifhuis, 1980; Moore and Glasberg, 1981!,
the nonsimultaneous threshold provides a better estimate of
the masker excitation at or near the signal frequency than the
simultaneous threshold. In estimating the amount of suppres-
sion, the difference between the on-frequency conditions was
accounted for individually by taking the mean difference for
each listener between the two on-frequency conditions and
subtracting it from the difference between the two off-
frequency conditions at each masker level. The mean differ-
ence between the on-frequency conditions ranged from 0.4
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~S2! to 3.7 dB ~S1!. The estimated amounts of suppression
for the individual listeners are shown in Fig. 2.

The amount of suppression estimated in this way is sub-
stantial for all listeners. However, there are also large differ-
ences between individual listeners, especially at the highest
masker levels, as can be seen in the left panel of Fig. 2. For
listeners S1, S2, and S3, suppression seems to reach a maxi-
mum at masker levels of around 80 dB SPL and then de-
crease somewhat at higher levels. For listeners S4 and S5,
suppression remains high at the highest masker levels. An
alternative way of plotting the results is shown in the right
panel. Here, suppression is plotted as a function of nonsimul-
taneous signal level. This measure could also be thought of
as reflecting theeffectivemasker level at the signal CF. Gen-
erally, maximum suppression seems to occur for signal lev-
els between about 40 and 60 dB SPL and to decline below
and above that. Listeners exhibit a maximum amount of sup-
pression of between 15~S1! and 32 dB~S5!. The amounts of
suppression observed here are in line with those observed at
similar masker–signal frequency ratios by previous investi-
gators. Duifhuis~1980! showed that suppression using the
pulsation-threshold method could be very large when the
suppressor was well below the frequency of the suppressee.
The maximum amounts of suppression measured by him
with frequencies of 600 Hz and 1 kHz for the suppressor and
suppressee, respectively, ranged from about 12 to 35 dB,
depending on the listener. Similarly, Shannon~1986!, also
using the pulsation-threshold method, found that the suppres-
sion of a 1-kHz 60-dB SPL tone produced by a 400-Hz
80-dB SPL tone lay between 20 and 30 dB for all three of his
listeners. Moore and Vickers~1997!, using an on-frequency
forward masker at 2200 Hz and a higher-level suppressor at
500 Hz, also found that the effective level of the on-
frequency masker was reduced by between 12 and 20 dB for
all four listeners.

Returning to Fig. 1, the growth-of-masking slope in the
nonsimultaneous off-frequency condition generally does not
exceed about 2.5, even when only signal levels above 40 dB
SPL are taken into account. The slope of 2.3 for the data
pooled across listeners is only marginally greater than the
slope of 2.0 for signal levels above 40 dB SPL in the simul-

taneous off-frequency condition. A repeated-measures analy-
sis of covariance~ANCOVA! allowing two-way interactions,
with masker level, simultaneity, and listener as factors
showed that this difference in slope was significant (F1,146

513.13; p,0.001), although the difference in slopes for
listeners 4 and 5 did not fit this trend. Given that suppression
should reduce the apparent compression~Ruggero et al.,
1992a!, we expected a larger difference in slope between the
simultaneous and nonsimultaneous off-frequency conditions
at these higher signal levels. Also, the slope of 2.3 contrasts
with the growth of masking found by Oxenham and Plack
~1997! using a sinusoidal forward masker and signal. In that
study, a slope of about 6 was observed for signal levels be-
tween 50 and 80 dB SPL, which is more in line with the
slope expected based on BM measurements. It is possible
that the difference may in part be due to ‘‘off-frequency’’
listening at high signal levels~Johnson-Davies and Patterson,
1979; O’Loughlin and Moore, 1981!. In the previous study a
highpass noise was added to restrict the listening band. How-
ever, other differences in the present experiment may also
play a role. These include the use of a noise, rather than a
tonal, masker and the different frequency ratio between
masker and signal used~1:1.67, as opposed to 1:2!. Further
experiments are required to clarify the difference.

In summary, experiment 1 supports the hypothesis that
suppression plays a major role in the upward spread of mask-
ing. This can been seen by the amount by which the off-
frequency simultaneous-masked thresholds exceed the
nonsimultaneous-masked thresholds. Also, no evidence for
nonlinear growth of masking is found for the nonsimulta-
neous condition at signal levels below 40 dB SPL. However,
at higher signal levels, nonlinear growth of masking is also
observed in the off-frequency nonsimultaneous condition.
Thus, it seems that the apparent discrepancy between the
physiological findings of Delgutte and psychophysical find-
ings of Oxenham and Plack may be due to the different
ranges of signal levels studied.

The second experiment investigates how the growth of
masking and the amount of suppression changes with in-
creasing masker–signal frequency ratio.

II. EXPERIMENT 2. EFFECT OF INCREASING
MASKER–SIGNAL FREQUENCY RATIO

A. Method

In this experiment, the 500-Hz-wide masker had a fixed
center frequency of 2.4 kHz. The signal frequency was either
2.4, 4, 4.8, or 5.6 kHz. In order to produce reasonably high
signal thresholds, even at the largest masker–signal fre-
quency interval, the duration of the signal was reduced to a
total duration of 4 ms, gated with 2-ms raised-cosine ramps
~no steady state!. For the 2.4-kHz signal frequency~on-
frequency condition!, thresholds were measured at masker
levels from 25 to 85 dB SPL in 10-dB steps. For the other
three ~off-frequency! conditions, thresholds were measured
at masker levels of 40, 50, 55, 60, and 65 dB SP, and then at
2.5-dB steps up to 90 dB SP. The smaller steps at the higher
levels were designed to trace the growth of masking in more

FIG. 2. Amount of suppression, estimated as described in the text, as a
function of masker level~left panel! and as a function of nonsimultaneous-
masked signal level~right panel!. Different symbols represent results from
the different listeners.
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detail than was done in experiment 1. All other parameters,
including masker durations and masker-signal time intervals,
were the same as in experiment 1.

Thresholds were measured using a similar adaptive pro-
cedure to that used in experiment 1. Due to the larger num-
ber of conditions, and the finer level steps, the measurement
procedure was shortened by terminating each run after six
reversals at a step size of 2 dB and taking the median value
of the last six reversals, and by measuring only two estimates
for each data point. All other aspects were the same as in
experiment 1.

Three listeners participated in experiment 2. Listener S1
~author A.O.! was joined by two new listeners~S6 and S7!,
both students 20 years old, who were given at least 4 h
training on the task. Listener S6 was male; listener S7 was
female. Both had absolute thresholds of less than 15 dB HL
at octave frequencies between 250 and 8000 Hz and reported
no history of hearing difficulties or disorders.

B. Results

The individual results from experiment 2 are shown in
Fig. 3. The left panels show data for signal frequencies of 2.4
kHz ~on-frequency; squares! and 4 kHz~circles!. The middle
and right panels show data for signal frequencies of 4.8 and
5.6 kHz, respectively. Filled symbols represent the
simultaneous-masking conditions and open symbols repre-
sent the nonsimultaneous-masking conditions. Dotted lines
represent signal thresholds in quiet. Error bars represent61
s.d. and are shown if they exceed the size of the symbol.

The results for the on-frequency conditions~left panels;
squares! are very similar to those found in experiment 1 at 4
kHz. There is very little difference between the simultaneous
and the nonsimultaneous conditions for all three listeners.

Linear regression analysis resulted in individual slopes be-
tween 0.89 and 0.95 with no systematic differences between
listeners or conditions. The fact that the slopes are somewhat
less than unity may be due to listeners being able to detect
some off-frequency ‘‘spectral splatter’’ at the higher levels.
The use of a shorter signal and a lower center frequency than
in experiment 1 may have made such a cue more salient.
Again, the fact that there was very little difference between
the two on-frequency conditions suggests that the large dif-
ferences between the simultaneous and nonsimultaneous
conditions at other frequency intervals may be primarily due
to suppression.

Linear regression on the three off-frequency simulta-
neous conditions, taking into account data points 5 dB or
more above threshold in quiet, resulted in individual slopes
ranging from 1.9 to 2.8. There was a slight tendency for the
simultaneous-masked slopes to become steeper with increas-
ing frequency interval: slopes from the data pooled across
listeners~see footnote 4! were 2.04 at 4 kHz (R2598%),
2.09 at 4.8 kHz (R2598.5%), and 2.50 at 5.6 kHz (R2

596%). This finding is consistent with some previous stud-
ies ~e.g., Smits and Duifhuis, 1982; Stelmachowiczet al.,
1987; Murnane and Turner, 1991; Nelson and Schroder,
1997!, although data from Scho¨ne ~1977!, using tonal
maskers, suggest little or no change with increasing masker–
signal frequency interval.

Linear regression on the three off-frequency nonsimul-
taneous conditions, taking only signal levels between 5 dB
SL and 40 dB SPL into account, again provides no evidence
for nonlinear growth of masking. The slopes for the data
pooled across the three listeners are 1.02 (R2594.6%), 1.01
(R2587.4%), and 0.91 (R2591.5%) for the 4-, 4.8-, and
5.6-kHz conditions, respectively. Taking only signal levels
above 40 dB SPL into account resulted in slopes for the
pooled data of 2.4 (R2595.6%), 2.5 (R2593.7%), and 2.47
(R2598.1) for the 4-, 4.8-, and 5.6- kHz conditions, respec-
tively. Thus, there seems to be no effect of signal frequency
on the nonsimultaneous growth of masking for the off-
frequency conditions tested. As in experiment 1, the slope of
around 2.5 is less than that expected based on BM measure-
ments and on the psychophysical data of Oxenham and Plack
~1997!. Kidd and Feth~1981! measured growth-of-masking
functions for off-frequency forward-masked signals for
masker–signal frequency ratios up to 2.0. However, because
of their more typical stimulus conditions~i.e., longer signal
duration and no backward masker!, the amount of masking
measured by them at the large frequency ratios never ex-
ceeded 25 dB, making a direct comparison with our data
difficult.

The amount of suppression, estimated as in experiment 1
by subtracting the mean difference for each listener between
the two on-frequency conditions from the differences be-
tween each pair of off-frequency conditions, is shown in Fig.
4. The differences are plotted as a function of the signal level
in the nonsimultaneous conditions, as in the right panel of
Fig. 2. Generally, suppression seems to increase with in-
creasing masker–signal frequency interval over the range
tested here. Reassuringly, S1’s pattern of suppression in ex-
periment 2 for the 4-kHz signal is very similar to that in

FIG. 3. Growth of masking using a noise masker with a center frequency of
2.4 kHz. Different symbols represent different signal frequencies. Data from
the three listeners are shown in the three rows. See Fig. 1 for further details.
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experiment 1, despite the slightly different stimulus condi-
tions, with suppression maxima of 16 dB and 15 dB in ex-
periments 1 and 2, respectively. S7 generally shows less sup-
pression at all frequency intervals. Again, for all three
listeners at all three frequency intervals, suppression seems
to be maximal at signal levels between about 40 and 60 dB
SPL.

III. GENERAL DISCUSSION

A. The role of suppression in masking

Both experiments 1 and 2 indicate that suppression plays
a major role in the psychophysical upward spread of mask-
ing. This is consistent with physiological studies of masking
in the auditory nerve~Delgutte, 1990; Pang and Guinan,
1997!. Experiment 2 suggests that the relative contribution of
suppression continues to increase with increasing signal–
masker frequency ratio at least up to the highest ratio of 2.33
measured here~signal frequency of 5.6 kHz!. However, even
at this ratio, excitation seems to produce some masking, as
evidenced by the nonsimultaneous-masked thresholds.
Therefore, for the conditions tested here, it can in some sense
be argued that the masking processper seis entirely excita-
tory. In other words, the~suppressed! signal is only rendered
undetectable because it is obscured by masker excitation.
Except in cases where the signal is suppressed below abso-
lute threshold, suppressionalonewill not produce any mask-
ing. It is possible that such situations are encountered at
larger signal–masker frequency ratios than were measured
here. However, Moore and Vickers~1997! measured the ef-
fect of a 500-Hz suppressor at a signal frequency of 2200 Hz.
Even at this frequency ratio of 4.4, evidence for excitatory
masking was found. Similarly, auditory-nerve rate-level
functions for a pure-tone signal at CF in the presence of a
lower frequency-masking noise show both a shift to the
right, i.e., to higher signal levels~suppression!, and an in-
crease in the background firing rate~due to excitation from

the noise! as noise level is increased~Delgutte, 1990; Pang
and Guinan, 1997!. Only for very low signal levels could it
be argued, on the basis of these physiological measurements,
that signal threshold would be determined entirely by sup-
pressive processes.

Both the present experiments showed that suppression
seems to be maximal for signal levels between about 40 and
60 dB SPL. It is important to note, however, that this mea-
sure of suppression does not necessarily reflect the decrease
in signal excitation produced by the simultaneous masker. If
the signal is compressed, then a given decrease in signal
level reflects a smaller decrease in signalexcitation. Thus,
the apparently greater suppression between 40 and 60 dB
SPL may in part reflect the greater compression of the BM in
that level region.

The assumption of this study has been that psychophysi-
cal suppression primarily reflects the suppression measured
at the level of the BM and the auditory nerve. This assump-
tion is supported by the similarity in the form of our data
with those of Delgutte~1990!. In contrast, some investigators
have argued that psychophysical suppression probably also
reflects mechanisms such as neural inhibition occurring at
higher stages of the auditory pathways~Champlin and
Wright, 1993!. This claim was based on results showing a
relatively slow~.10 ms! build-up for some effects ascribed
to suppression. However, the main effect found by Champlin
and Wright ~1993! has since been shown to be compatible
with an instantaneous~and hence peripheral! suppression
mechanism~Bacon, 1996!. Furthermore, in line with previ-
ous studies, the results from the present study indicate a very
rapid release from suppression; the gap between the begin-
ning of the masker offset and the peak of the signal in our
experiment 2 is only 6 ms. Thus, the assumption that psy-
chophysical suppression is mediated primarily by peripheral
processes remains reasonable.

B. Possible implications for comodulation masking
release „CMR… and thresholds in fluctuating
maskers

While we have ascribed the threshold differences in our
off-frequency conditions to suppression, at least one alterna-
tive explanation is possible. It may be that the off-frequency
masker, by exciting many frequency channels that are not
excited by the signal, allows an across-channel comparison
of ‘‘internal’’ stimulus level within the noise gap that is not
possible in the on-frequency condition. This cue may also be
used in conditions eliciting comodulation masking release
~CMR! ~Hall et al., 1984!. However, we think that a CMR-
like mechanism is not likely to account for our data for the
following reasons. First, the contralateral masker should
have provided a CMR-like cue, even in the on-frequency
condition. Second, similar amounts of suppression have been
found in pulsation-threshold studies~Duifhuis, 1980; Shan-
non, 1986! where CMR should not play a role.

Conversely, it may be that some effects previously as-
cribed to CMR may in part be due to suppression. For in-
stance, Buus~1985! found a large release from masking by
introducing level fluctuations in a masker well below the
signal in frequency. He argued that the release may be due to

FIG. 4. Amount of suppression, estimated as described in the text, as a
function of nonsimultaneous-masked signal level. Different symbols repre-
sent different signal frequencies. Data from three listeners are shown indi-
vidually in the three panels.
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the auditory system comparing the fluctuations across differ-
ent frequency channels—something not possible with an on-
frequency masker. However, a release from masking would
also be predicted based on the effects of suppression, as fol-
lows: suppression would generally reduce the effective level
of the signal more at a masker peak than in a masker valley,
due to the nonlinear growth of suppression. Thus, the release
from masking introduced by brief reductions in masker level
will be greater for off-frequency maskers than for on-
frequency maskers, where suppression plays no role.

A similar argument can be applied to the findings re-
ported by Zwicker~1976!, Nelson and Swain~1996!, and
Greganet al. ~1998! that the peak-to-valley difference in
thresholds for a brief signal in a modulated masker is greater
for signal frequencies well above the masker frequency than
for those at or below the masker frequency. It has been ar-
gued that this difference is due in part to the upward spread
of masking found for stationary maskers; the difference is
thought to reflect the internal difference in excitation be-
tween the peak and the valley of a masker at the signal fre-
quency~Zwicker, 1976!. However, at rapid modulation rates
and large modulation depths, thresholds in masker valleys
have been found to be determined by forward masking from
the masker peak, rather than by simultaneous masking from
the masker valley~Greganet al., 1998!. In such cases, the
explanation in terms of stationary maskers does not hold. It
seems possible that the differences in such cases can be ac-
counted for by suppression: consider a 100% amplitude-
modulated sinusoidal masker and a brief sinusoidal signal
well above the masker in frequency. When the signal is pre-
sented at a time corresponding to a peak in the masker en-
velope, thresholds will be determined by the excitationand
suppression produced by the peak. When the signal is pre-
sented in a masker valley, the signal is no longer suppressed
by the masker peak. Thus, the peak-to-valley difference in
thresholds represents the combined decay of forward mask-
ing and release from suppression. When the signal is at the
same frequency as the masker, the peak-to-valley difference
reflects only the decay of forward masking. Therefore, the
peak-to-valley threshold difference is expected to be smaller
for on-frequency maskers than for maskers well below the
signal frequency, as has been found.

For these reasons, caution should be used in interpreting
CMR purely in terms of across-channel comparisons in situ-
ations where masker energy below the signal is sufficiently
high to potentially produce suppression effects.

C. An alternative theory

The psychophysical effects of suppression on masking
have been controversial. Although early measures of sup-
pression found large effects, later studies showed that some
of these effects may have been due to factors other than
suppression, such as confusion. Lutfi~1984, 1988! proposed
that it may not even be necessary to consider the effects of
suppression when explaining the difference between tuning
curves measured in forward and simultaneous masking.
While this theory is controversial~Lutfi, 1985; Moore,
1985!, it has been endorsed in a review article~Jesteadt and
Norton, 1985! and seems not to have been totally disproved

even now~Sommers and Gehr, 1998!. A stated, and funda-
mental, assumption of Lutfi’s model is that masking patterns
in forward masking are identical to those in simultaneous
masking, but shifted down in level by a fixed dB amount. It
is clear from the present data that this assumption is not
tenable, at least for the frequency intervals tested here; dif-
ferences between simultaneous and nonsimultaneous condi-
tions are much greater for the off-frequency conditions than
for the on-frequency conditions. Thus, Lutfi’s model does
not hold at least for masker–signal frequency ratios between
1.67 and 2.33. This somewhat restricts the applicability and
attractiveness of the model.

IV. SUMMARY

Suppression seems to play a major role in the nonlinear
upward spread of masking, especially at signal levels below
40 dB SPL. However, it seems that masking is rarely, if ever,
purely suppressive. At signal levels higher than 40 dB SPL,
suppression is substantial, but not necessary for the nonlinear
upward spread of masking. The results suggest that the the-
oretical underpinnings of psychoacoustic models that equate
simultaneous-masking patterns with excitation patterns may
require reconsideration. In particular, the assumption that the
upward spread of masking is due solely to a broadening of
auditory filters at high levels~Glasberg and Moore, 1990;
Rosen and Baker, 1994! seems questionable. As many
stimuli in the natural environment are masked by simulta-
neous sounds, these assumptions may still provide a useful
model ofeffectiveprocessing. Nevertheless, it should be re-
membered that the amount of excitation may be considerably
less than that estimated in simultaneous-masking tasks. This
may have some implications for the underlying theory in
models of loudness or intensity discrimination, which as-
sume a summation of excitation across frequency~Zwicker
and Scharf, 1965; Florentine and Buus, 1981; Mooreet al.,
1997!.
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APPENDIX: AVOIDING POSSIBLE CONFOUNDING
FACTORS

1. Effects of ‘‘confusion’’

Differences between simultaneous and nonsimultaneous
masking have been interpreted as evidence for suppression in
the past~Houtgast, 1972, 1973, 1974; Shannon, 1976; Weber
and Green, 1978; Moore, 1980b!. However, in certain stimu-
lus conditions other effects have also been shown to play a
role. For instance, when the signal is at the same frequency
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as the masker, the signal may be confused with a continua-
tion of the forward masker, resulting in elevated thresholds.
The addition of a second stimulus, gated with the masker but
at a different frequency, may provide a cue for the detection
of the signal and thus reduce thresholds without actually pro-
ducing any suppression. Similarly, a reduction in threshold
as the signal moves away from the masker in frequency may
reflect an increase in perceptual dissimilarity between the
masker and signal as well as the effects of frequency selec-
tivity. The role of confusion and its alleviation have been
studied in considerable depth~Moore, 1980a; Moore and
Glasberg, 1982, 1985; Neff, 1985, 1986!. Briefly, ‘‘confu-
sion’’ can occur if the masker and signal are in the same
frequency region and~1! both masker and signal have the
same bandwidth~e.g., a sinusoidal masker and signal!, or ~2!
the masker is a narrow-band noise and the signal can be
confused with the inherent fluctuations of the masker.
Thresholds affected by confusion are generally less stable,
are more susceptible to practice effects, and can depend
strongly on the starting level of an adaptive threshold-
tracking procedure~Neff, 1985, 1986!. Confusion can gener-
ally be alleviated by introducing a temporal ‘‘cue’’ to demar-
cate the masker. This cue can be either ipsi- or contralateral
~Moore and Glasberg, 1982!.

The stimulus configuration used in the present experi-
ment was designed to avoid confusion effects. The masker
bandwidth of 500 Hz was sufficiently wide to avoid slow,
audible fluctuations in the envelope, and the percept of the
10-ms sinusoidal signal was rather different from that of the
noise. Furthermore, a contralateral noise was gated with the
masker in all conditions to further cue the temporal bound-
aries of the masker. Pilot studies using a range of different
starting levels in the adaptive tracking procedure showed no
effect of starting level. Also, no long-term practice effects
were observed for any of the listeners. Thus, we conclude
that confusion probably did not play a major role in our
experiment.

2. Physical overlap of nonsimultaneous stimuli in the
auditory periphery

The underlying assumption of this study is that, since
suppression is thought to be the result of nonlinear interac-
tions on the BM, suppression only occurs when the stimuli
physically overlap in time on the BM. Due to the filtering
action of the cochlear partition, it is possible that acoustic
stimuli that are separated in time may in fact overlap tempo-
rally in the cochlea. This has been termed ‘‘ringing in the
auditory filters.’’ A number of studies have investigated the
possible effects of peripheral stimulus interactions. Carlyon
~1988!, by measuring thresholds as a function of masker du-
ration, found that forward-masked thresholds behaved like
simultaneous-masked thresholds at a center frequency of 250
Hz when the signal was placed very close to the masker. He
ascribed this effect to continued ringing in the auditory fil-
ters, effectively producing simultaneous masking, even
though the acoustic signals did not physically overlap. At a
signal frequency of 2 kHz, no such effects were found. His
masker and signal were both gated with 2-ms ramps, the
signal had a half-amplitude duration of 5 ms, and the shortest

masker–signal interval tested was 1 ms~0–V points in the
envelope!. Even in this situation, no evidence for interaction
was found at 2 kHz, suggesting that filter ringing did not
limit performance to any significant degree.

Vogten ~1978! studied peripheral interactions by ma-
nipulating the phase relationship between a sinusoidal
masker and signal, both at 1 kHz. Vogten used ramps of 10
ms and a signal with no steady state. He found no evidence
for interaction at 1 kHz even when the masker and signal
overlapped at the26-dB points in their envelopes. In this
condition, the delay between the beginning of the masker
offset and the peak of the signal is 10 ms, which is compa-
rable to the 9 ms used in experiment 1 of the present study.
In a gap-detection study, Shailer and Moore~1987! found
that the phase relationship between the stimulus portions pre-
ceding and following the gap could influence performance at
short gap durations~up to 8 ms! for signal frequencies up to
and including 1 kHz. They interpreted this in part as being
due to cancellation and/or addition in the auditory filters. No
such effect was found at 2 kHz.

In summary, there is no evidence suggesting that ringing
in the auditory filters affects performance at frequencies of 2
kHz or higher. As the lowest center frequency tested here is
2.4 kHz, we can conclude that peripheral interactions prob-
ably play no role in our experiments.

1Oxenham and Plack~1997! plotted masker level as a function of signal
level. Thus, the slopes in their graphs are the reciprocal of the typical
growth-of-masking functions discussed here.

2Off-time listening refers to the possibility that listeners can attend to the
decay of an ‘‘internal representation’’ of the signal, after the offset of the
physical stimulus, thereby enhancing detection. The addition of a backward
masker should reduce the availability of this cue.

3The value of 40 dB SPL is based on the physiological findings and accom-
panying model of Yateset al. ~1990! and Yates~1990!. The assumption
also corresponds reasonably well with the psychophysical data of Oxenham
and Plack~1997!, who found a breakpoint of around 45 dB SPL, and Plack
and Oxenham~1998!, who in a different set of tasks found a breakpoint of
around 35 dB SPL. It should be noted, however, that the exact level of this
breakpoint is still a matter of debate. Direct physiological measurements of
BM response have resulted in estimates ranging from 20 dB~Ruggero
et al., 1997! to 65 dB SPL~Murugasu and Russell, 1995!. These differ-
ences may result in part from differences in calibration procedures, but may
also reflect real differences within and across species.

4Due to the partitioning of the data from the off-frequency conditions into
ranges below and above 40 dB SPL, different masker levels were included
for different individuals. In order to pool the data to obtain summary
slopes, the individual data were first swept to eliminate differences in
means on both axes.
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Profiling the perceptual suppression of partials in periodic
complex tones: Further evidence for a harmonic templatea)
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The basis for the perceptual cohesion of periodic complex tones was investigated. In experiment 1,
2–4 consecutive components~harmonics 6 and above! were removed from a 14-harmonic complex
and replaced with a sinusoidal ‘‘probe,’’ located at one of a set of regularly spaced positions
spanning the gap. On each trial, subjects heard a complex tone followed by an adjustable pure tone
in a continuous loop. Subjects were better able to match the pure tone to the probe when the probe
did not coincide with a harmonic position. Minima in ‘‘hit rate’’ were more pronounced when
harmonic probes were in positions adjacent to other harmonics than when they were not. These
findings suggest that the pitch of each in-tune partial was actively suppressed by a template whose
influence attenuated with distance from regions of consecutive harmonics. In experiment 2, the
partials on either side of the spectral gap were harmonics of different fundamental frequencies.
Hit-rate minima corresponding to both fundamentals were found, indicating an upward and
downward spread of suppression, and also demonstrating the concurrent operation of two templates.
The results confirm recent findings in support of template models, and are consistent with the idea
that partial-pitch suppression underpins harmonic fusion. ©1998 Acoustical Society of America.
@S0001-4966~98!05812-3#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Ba, 43.66.Lj@DWG#

INTRODUCTION

Partials in a periodic complex tone typically fuse to form
a coherent perceptual entity with a single low pitch. This low
pitch may be perceived without any interactions between
components in the cochlea~Houtsma and Goldstein, 1972;
Houtgast, 1976!. These findings suggest that low pitch is
derived from the spectrum of the complex by a central
pattern-recognition mechanism~Goldstein, 1973; Wightman,
1973; Terhardt, 1974!. The optimum processor theory devel-
oped by Goldstein and his colleagues~e.g., Goldstein, 1973;
Gerson and Goldstein, 1978! first introduced the concept of a
central harmonic template in pitch perception. This account
has since been extended to instances where more than one
sound is heard concurrently~Duifhuis et al., 1982; Scheffers,
1983a, b!. These models assume that the pitch of a complex
tone corresponds to the fundamental (F0) frequency of a
‘‘harmonic sieve’’ that best fits the distribution of resolved
components. Subsequent studies have shown that partials ly-
ing outside narrow regions around the harmonic values de-
fined by thisF0 frequency are excluded from the pitch com-
putation~e.g., Mooreet al., 1985!, and are heard as separate
perceptual entities~e.g., Mooreet al., 1986!. Hartmannet al.
~1990! devised a pitch-matching task to provide a perfor-
mance measure of this perceptual segregation. Subjects were
asked to match the pitch of an adjustable pure tone to the
pitch of a mistuned harmonic. The probability of a correct
match by chance was low, and so accurate matches were

taken as evidence of the segregation of the mistuned partial.
Hartmannet al.’s ~1990! experiments indicate that segrega-
tion increases over the range of mistunings 0.5%–4%, irre-
spective of sign.

Bregman~1990, pp. 243–244! has speculated that an
individual harmonic may be difficult to hear out from a pe-
riodic complex tone because its pitch is actively suppressed
by the auditory system. By this account, a template is used to
estimate the low pitch of a complex tone, and the auditory
system then inhibits partial pitches that fall near integer mul-
tiples of the template’sF0 frequency. Partial-pitch suppres-
sion based on the location of slots in a harmonic template
further predicts that the perceptual fusion of a harmonic into
a complex tone does not depend directly on the presence of
its immediate neighbors. Lin and Hartmann~1998! have re-
cently provided indirect evidence in support of this predic-
tion ~see Sec. III for a full discussion!. A modified pitch-
matching procedure, based on that devised by Hartmann
et al. ~1990!, was used in the current experiments to provide
a more direct test of Bregman’s~1990! proposal.

I. EXPERIMENT 1

A. Method

1. Overview and conditions

A pitch-matching procedure was used to explore how
the salience of a pure-tone ‘‘probe,’’ located within a spec-
tral gap in a periodic tone, changes as its frequency is varied
in relation to the ‘‘harmonic frame’’ provided by the other
components. If the salience of harmonic partials is sup-
pressed, then correct matches to probes that are harmonically
related to the frame should be more difficult, and hence less
frequent, than correct matches to probes that are not. Within

a!A preliminary account of this research was presented at the Joint 16th
International Congress on Acoustics and 135th Meeting of the Acoustical
Society of America, Seattle, WA, June 1998@J. Acoust. Soc. Am.103,
2768~A! ~1998!#.

b!Electronic mail: j.m.brunstrom@bham.ac.uk
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each trial, subjects listened to a repeating cycle of a complex
‘‘test’’ tone followed by an adjustable, pure, ‘‘comparison’’
tone. Subjects were instructed to adjust the pitch of the com-
parison tone to that of the probe, which was described as a
pure-tone-like sound embedded in the test tone.

Figure 1 illustrates the spectra of the complex tones used
in conditions 1–3. These test tones were created by remov-
ing 2, 3, or 4 consecutive harmonics~number 6 and above!,
respectively, from complex tones comprising harmonics 1–
14. A single probe was then inserted at one of 17, 25, or 33
~conditions 1–3! possible positions across a range spanning
the gap created in the spectrum of the test tone. In units of
harmonic number, the probe range corresponded to 5.5–7.5,
5.5–8.5, and 5.5–9.5, for conditions 1–3, respectively. The
probe positions used were equally spaced within each probe
range, in units of 0.1253F0 frequency.

Probe positions shown in bold in Fig. 1 represent occa-
sions when the probe frequency coincides with the position
of a missing harmonic. These are calledin-tune probe posi-
tions. Other positions in the range are described as out-of-
tune. An in-tune probe position sometimes forms a consecu-
tive series with either the lower or the upper set of partials in
the harmonic frame, in which case it is referred to as acon-
secutive in-tune probe position. Positions of this kind are
indicated with an asterisk in Fig. 1 and in subsequent figures.
When both harmonics adjacent to an in-tune probe position
are missing, so that the probe does not form a consecutive
series with either set of partials in the harmonic frame, it is
called a nonconsecutive in-tune probe position. Template
models of harmonic fusion predict a reduction in successful
matches around both consecutive and nonconsecutive in-tune
probe positions. This is because the optimum alignment of a
harmonic template with the partials of the test tone should
lead to vacant template slots centered around all harmonic
frequencies in the spectral gap, irrespective of whether or not
those frequencies form a consecutive series with either set of
partials in the harmonic frame. If a reduction in pitch-

matching success can be found only for consecutive in-tune
probes, then this would suggest that the effect is a conse-
quence of local rather than more global processes.

For conditions 1–3, the number of nonconsecutive in-
tune probe positions tested was zero, one, and two, respec-
tively. The nonconsecutive positions used in condition 3 dif-
fered from their counterpart in condition 2 in that neither was
equidistant from the edges of the spectral gap. Therefore,
condition 3 served both to extend the range of nonconsecu-
tive harmonic frequencies tested and to provide a control for
the effects of any factors unique to an equidistant probe po-
sition, especially the equal intermodulation rate evoked be-
tween the probe and the two neighboring partials in the test
tone. Two consecutive in-tune probe positions were tested in
all conditions.

2. Subjects

Every subject had some prior experience of listening to
stimuli of the kind used in this experiment. As a strict test of
general pitch-matching ability, it was decideda priori to
reject the data of anyone who failed to match successfully
~see ‘‘hit’’ criteria in Sec. I A 5! on at least 60% of occa-
sions, when collapsed across probe positions and conditions.
Only one subject failed to meet this criterion. Of the six
subjects who passed, one was the first author and the rest
were students. All of them reported normal hearing, and two
were musically trained.

3. Stimuli

Pilot tests using a fixedF0 frequency had indicated that
ceiling effects on performance were a potential problem.
Some subjects regularly matched the probe successfully after
relatively few trials, irrespective of its position in the probe
range. Therefore, theF0 frequency of the test tones was
roved to reduce across-trial learning. It was chosen randomly
on each trial from a rectangular distribution with a width of
620% around 200 Hz.

The durations of the test and the adjustable tones were
420 ms and 310 ms, respectively, both including linear onset
and offset ramps of 20 ms each. Test tones were followed by
a 200-ms silent interval and adjustable tones were followed
by a 500-ms silent interval. The durations of the silent inter-
vals were chosen to create a rhythm that clearly defined the
within-cycle order of the tones. The probe and all compo-
nents in the harmonic frame began in sine phase. The partials
in the harmonic frame were set to 60 dB SPL, and the probe
and adjustable tone were set to 54 dB SPL. Setting the probe
level at 6 dB below that of the test-tone partials made it more
difficult to match, which further reduced ceiling effects on
performance. Each session consisted of three consecutive
sets, each in a new randomized order, of all probe positions
for the three conditions, giving a total of 225 trials@3 sets
3(17125133)#. Subjects were run 4 times, providing 12
responses per subject to each probe position in the 3 condi-
tions.

All stimuli were generated usingMITSYN software~see
Henke, 1990!. Stimuli were synthesized at a sampling rate of
16 kHz and played back via a 16-bit digital-to-analog con-

FIG. 1. Schematic of the test tones and probe ranges used for conditions
1–3 in experiment 1. Harmonics comprising the test tones are shown heavy
and in bold. For each condition, in-tune probe positions are shown in bold
and the corresponding harmonic numbers are given in brackets. Consecutive
in-tune probe positions are indicated with an asterisk.
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verter ~Data Translation DT2823!. They were low-pass fil-
tered~corner frequency55.2 kHz, roll-off5100 dB/oct.! and
presented binaurally over Sennheiser HD 480-13II ear-
phones. The levels of the stimuli were set using a program-
mable attenuator~0.25-dB steps!, and were calibrated with a
sound-level meter~Brüel and Kjaer, type 2209, linear
weighting! connected to the earphones by an artificial ear
~type 4153!. Stimuli were played to the listeners in a double-
walled sound-attenuating chamber~Industrial Acoustics
1201A!.

4. Procedure

The adjustable tone was controlled using a trackball
mouse with two different sensitivity settings, which could be
selected freely via a mouse button. The default setting was a
coarse control. The fine control was ten times more sensitive.
The initial frequency of the adjustable pure tone was chosen
randomly from the range (1.5– 13.5)3F0 frequency. The
range was restricted to this region to prevent matches to ei-
ther theF0 frequency of the complex or to the prominent
edge pitch~Kohlrausch and Houtsma, 1992! associated with
the highest harmonic present~the 14th!. At the end of each
trial, subjects were given feedback on their performance via
a computer screen. If the response was within61.0
3test-toneF0 from the probe frequency, then the message
‘‘within range’’ was displayed. Above and below this range,
the message ‘‘much too high’’ or ‘‘much too low’’ was dis-
played, as appropriate. Subjects were given unlimited time to
complete each trial and were free to rest between trials.

5. Data analysis (definitions of hit rate and ambiguity)

The reasons for choosing the analysis described below
merit discussion before the details of its implementation are
explained. Were it the case that subjects’ responses always
clustered near the frequency of the probe, then their accuracy
could be quantified in terms of their variance. However, re-
sponses tended to cluster either near the probe, or near one or
more of the partials in the harmonic frame, or both. Conse-
quently, matches to salient nontargets in the harmonic frame
often contributed to the variance in our data. This meant that
the variance associated with two probe positions at a similar
spectral distance from the most salient nontarget could be the
same even when each received a very different proportion of
near-matches. Therefore, it was necessary to quantify sub-
jects’ matching ability by estimating the proportion of re-
sponses clustered around the probe frequency.

The pitch of a mistuned partial in a periodic tone differs
from its pitch when heard in isolation; typically it is shifted
slightly in the same direction as the mistuning~Hartmann
et al., 1990; Hartmann and Doty, 1996; Lin and Hartmann,
1998; Roberts and Brunstrom, 1998!. Since most of the
probe positions tested in our experiment were mistuned from
harmonic values, this complicated the process of categoriz-
ing a response to the probe as either a ‘‘hit’’ or a ‘‘miss.’’
Following previous pitch-matching studies, a two-stage test
was adopted for a response to be accepted as a hit~Hartmann
et al., 1990; Roberts and Brunstrom, 1998!. First, a response
had to fall within 61.03test-toneF0 frequency from the

probe. This stage ensured that all responses falling in the
general vicinity of the probe were flagged as possible hits.
Second, those responses that survived the initial criterion
were entered into a recursive clustering procedure that re-
jected individual matches until the standard deviation of
those remaining fell below 2.5% of the probe frequency.
This criterion was based on the assumption that genuine
matches would be clustered together, and that outliers should
be rejected because they are likely to be chance matches. On
each cycle of the recursion, the response most distant from
the mean was rejected until either the clustering criterion was
met or only two responses remained. Following Roberts and
Brunstrom~1998!, the data point further from the frequency
of the probe was rejected in those cases where these two
responses failed the clustering criterion. In cases where only
one response passed the first criterion, it was accepted as a
hit. The proportion of responses passing both criteria was
expressed as a percentage hit rate.

The pattern of errors of matching observed in pilot work
led to the inclusion of a check on the reliability of our re-
sponse classification for some probe positions. It was found
that incorrect matches tended to cluster around the compo-
nents in the test tone defining the edges of the spectral gap.
This observation is consistent with the finding that an edge
component below about 3 kHz has a salient pitch~Kohl-
rausch and Houtsma, 1992!, which probably reflects phase-
locking in the responses of auditory filters tuned to frequen-
cies on the unmasked skirt of the excitation pattern~Moore
and Ohgushi, 1993!. Since the probe was 6 dB below the
level of the test-tone partials, thegap-edge componentsin
our stimuli would have experienced limited masking, even in
the presence of probes at the nearby extremes of the probe
range. Matches to these gap-edge components did not
present a problem for the classification of hits to probes in
the middle of the range, as these positions were relatively
distant from the edges of the spectral gap. However, this was
not the case for probes near the ends of the range. The ap-
plication of the clustering criterion to responses passing the
initial criterion for these probes might, in some cases, lead to
the unwanted acceptance as hits of a cluster of matches
around a gap-edge component.

Pilot data for probe positions in the middle of the range
suggested that matches to the gap-edge components almost
always fell within60.53F0 of their frequency. Hence, the
reliability of our hit criteria for probes near the ends of the
range was quantified using a window of this width, centered
around the nearer gap-edge component. Those responses
classified as hits that also fell within this window were con-
sidered ambiguous. A low proportion indicates that the vast
majority of responses classified as hits to a particular probe
were genuine attempts to match its pitch, rather than spuri-
ously classified matches to the nearby gap-edge component.

B. Results

Figure 2 shows the mean hit rates and inter-subject stan-
dard errors for all probe positions in a separate panel for each
condition. Vertical dashed lines represent in-tune probe po-
sitions. The hit-rate profiles are characterized by distinct,
regularly spaced, troughs in performance that are centered
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around in-tune probe positions. In condition 1, these troughs
represent a reduction in performance of 40%–50% for
probes corresponding to harmonic numbers 6 and 7. In con-
dition 2, performance was reduced by about 35% and 50% at
the lower and upper consecutive in-tune probe positions
~harmonics 6 and 8!, respectively, and by about 20% at the
nonconsecutive in-tune probe position~harmonic 7!. In con-
dition 3, hit rates were reduced at the lower and upper con-
secutive in-tune probe positions~harmonics 6 and 9! by
about 35% and 60%, and at the lower and upper nonconsecu-
tive in-tune probes positions~harmonics 7 and 8! by about
20% and 30%, respectively.

The proximity of probes near the ends of the range to the
gap-edge components made it necessary to assess the degree
to which the computed hit rates for those probe positions
might have been inflated by the spurious inclusion of
matches to those components. Table I shows the degree of
ambiguity associated with hits to probes near the ends of the
ranges used for the three conditions. For a given probe posi-
tion, ambiguity is expressed as the percentage of hits that
also fell within60.53F0 of the proximal gap-edge compo-
nent. For all conditions, the set of probes analyzed in this
way extended inward from each end of the range to include
the two consecutive in-tune probe positions, which are
shown in bold in Table I. At the edges of the probe range,
about 60%–75% of hits were ambiguous, making it is diffi-
cult to gauge the accuracy of performance at these positions.
However, the degree of potential overlap between matches to

the probe and matches to the nearby gap-edge component
decreased markedly toward the consecutive in-tune probe
positions. Consequently, 10% or fewer of responses classi-
fied as hits to the in-tune probes and to probes in directly
adjacent positions can be considered ambiguous. Indeed, the
ambiguity was often small even for probes two steps away
from an in-tune position. This indicates that the sloping sides
of the troughs in the hit-rate profiles around consecutive in-
tune positions represent a genuine decrement in ability to
match the pitch of the probe correctly.

C. Discussion

Reduced hit rates at in-tune probe positions indicate that
the pitch of the probe was perceptually suppressed when it
fell at a harmonic frequency, making it more difficult to
match. The profiles of hits for conditions 2 and 3 show that
suppression can occur at nonconsecutive in-tune probe posi-
tions, as well as consecutive ones. Furthermore, the hit-rate
profile for condition 3 shows that partial-pitch suppression at
nonconsecutive harmonic positions is not dependent on equi-
distance between neighboring in-tune partials~see Sec.
I A 1!. Together, these findings suggest that minima in the
salience of partial pitches are induced not simply by local
interactions between neighboring components, but rather by
a template mechanism that responds to more global aspects
of spectral pattern.

In addition to the principal findings, other features of the

FIG. 2. Mean hit rates for six subjects,
with inter-subject standard errors, for
all probe positions used in conditions
1–3 of experiment 1. Each in-tune
probe position is marked with a verti-
cal dashed line, and the corresponding
harmonic number is shown. Harmonic
numbers corresponding to consecutive
in-tune probe positions are indicated
with an asterisk. The number of probe
positions tested for conditions 1–3 was
17, 25, and 33, respectively. For probe
positions where no error bar is given,
the hit rate was identical for all sub-
jects.

TABLE I. Ambiguity associated with hits to probes near the ends of the probe range in experiment 1. Results
are rounded to the nearest percentage point. Results for probe positions corresponding to consecutive harmonic
frequencies are shown in bold.

Condition 1~17 probe positions!

Probe position 1 2 3 4 5 ---- 13 14 15 16 17
% ambiguous hits 67 26 8 0 0 ---- 7 0 8 42 67

Condition 2~25 probe positions!

Probe position 1 2 3 4 5 ---- 21 22 23 24 25
% ambiguous hits 57 26 2 0 0 ---- 0 0 31 64 77

Condition 3~33 probe positions!

Probe position 1 2 3 4 5 ---- 29 30 31 32 33
% ambiguous hits 70 29 5 10 0 ---- 0 0 24 54 63
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hit-rate profiles merit discussion. For example, there was a
progressive decline in performance across conditions 1–3 for
the higher of the two consecutive in-tune probe positions
tested in each case. These corresponded to harmonics 7, 8,
and 9, respectively. This finding probably reflects the grow-
ing effect of resolution constraints with increasing harmonic
number, leading to increased masking by the adjacent test-
tone partial above. Support for this interpretation comes both
from the decline in performance for out-of-tune probes at
higher positions, and from the widening of the troughs in
performance for higher harmonic numbers. These features
were particularly evident in condition 3. Likewise, the in-
crease in hits to the probe corresponding to harmonic 6 in
conditions 2 and 3, relative to condition 1, probably resulted
from a reduction in masking. Such a reduction would be
expected given the increase across conditions in the spectral
distance between that probe and the nearest partial above it
in the harmonic frame. An alternative account based on the
progressive removal of a downward spread of harmonic sup-
pression from the upper set of partials seems less likely,
because the hit rate for harmonic 6 did not improve in con-
dition 3, relative to condition 2.

The shallower troughs in the hit-rate profile associated
with nonconsecutive harmonic positions, evident in condi-
tions 2 and 3, suggest that the partial-pitch suppression effect
produced by our hypothetical harmonic template attenuates
with spectral distance from the set of partials that evoke it.
However, this interpretation is complicated by ceiling effects
on performance. Since probes corresponding to nonconsecu-
tive harmonic frequencies are further from the partials of the
test tone than probes corresponding to consecutive harmonic
frequencies, and consequently less subject to masking, one
might expect higher hit rates for them. In cases where hit
rates to nearby out-of-tune probes are already near-perfect,
an increase in hits to an in-tune probe can only manifest
itself as a shallower trough in the hit-rate profile. Consistent
with this cautionary note is the observation that the deepest
trough in performance for a nonconsecutive in-tune position
was for the probe corresponding to harmonic 8 in condition
3, whose neighboring out-of-tune probes were not associated
with near-perfect hit rates. Nonetheless, a comparison be-
tween the hit rates for probes at the in-tune position and its
immediate neighbors for harmonic 8 shows a much greater
difference in condition 2 than in condition 3, despite the fact
that the mean hit rates for all of these probes were below
80%.

II. EXPERIMENT 2

Experiment 1 has shown that hit-rate minima can extend
into the spectral gap separating a lower and higher set of
partials, each of which comprised consecutive harmonics of
the sameF0 frequency. These troughs in the hit-rate profile
were found at both consecutive and nonconsecutive har-
monic frequencies within the spectral gap. Experiment 2
sought to determine whether or not the pattern of suppression
established by a set of consecutive harmonics can extend
both upward and downward in frequency, as the direction of
the effect was not tested explicitly in experiment 1. This was

ascertained by making the lower and upper sets of partials in
the test tone harmonics of differentF0 frequencies.

A. Method

1. Stimuli and conditions

Figure 3 illustrates the spectra of the test tones that were
used in this experiment. Each comprised harmonics 1–4 of a
100-Hz nominalF0 frequency and harmonics 7–10 of a
110-Hz nominalF0 frequency. The actualF0 frequencies
were roved from trial to trial, using a multiplier in the range
1.0–2.0. The same multiplier was used for the two sets of
partials in order to maintain the proportional separation be-
tween in-tune positions across trials. While maintaining a
wide range ofF0’s, this restricted the frequency of the high-
est component in the upper set to a maximum of 2.2 kHz.
This upper limit was chosen because of the abrupt decline in
the precision of neural synchrony at higher frequencies
~Johnson, 1980!, and the associated progressive decline in
the ability to hear out a mistuned harmonic~Hartmannet al.,
1990!. The intention was to ensure that each partial contrib-
uted in full to the auditory organization of the complex.

Probes were inserted at one of 27 positions in the spec-
tral gap between the lower and the higher sets of partials.
These probe positions were spaced in units of 0.13F0 fre-
quency of the lower set. The lowest and highest probe posi-
tions corresponded to the 4th harmonic of the higherF0 and
the 7th harmonic of the lowerF0, respectively. In Fig. 3,
probe positions shown in bold represent in-tune probe posi-
tions; i.e., occasions when the probe location corresponded
exactly with an integer multiple of one or otherF0.

The durations, levels, method of synthesis, and presen-
tation of the stimuli were the same as in experiment 1. The
frequency range for the adjustable pure tone was from 1.5
3 lower nominalF0 to 9.53higher nominalF0. The initial
frequency of the adjustable tone was chosen randomly from
within this range. Each session consisted of five consecutive
sets of all probe positions, each in a new randomized order,
giving a total of 135 trials (5 sets327 positions). Subjects
were run twice, providing ten responses to each probe posi-
tion.

FIG. 3. Schematic of the test tone and probe range used in experiment 2.
Harmonic multiples of the lower and higher nominalF0 frequencies are
depicted by dashed and dotted lines, respectively. Harmonics comprising the
test tone are shown heavy and in bold. In-tune probe positions are shown in
bold and the corresponding harmonic numbers are given in brackets. Con-
secutive in-tune probe positions are indicated with an asterisk.
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2. Subjects

Once again, subjects had to reach an overall perfor-
mance criterion of 60% or more hits for inclusion in the
analysis. Six subjects satisfied this condition, three of whom
had earlier taken part in experiment 1, and one failed. All
subjects were students with normal hearing, four of whom
were musically trained.

3. Procedure and data analysis

As in experiment 1, subjects received feedback on their
performance via a computer screen. Matches were described
as ‘‘within range’’ when they fell within61.03F0 of the
lower set of partials from the probe frequency. This range
was also used as the initial criterion for classifying responses
as hits, before the application of the recursive clustering pro-
cedure. Hits to probes near the extremes of the range of
positions tested were considered to be ambiguous if they fell
within 60.53 lower F0 from a gap-edge component. The
percentage of ambiguous hits was calculated for positions up
to and including the 5th harmonic multiple of the 100-Hz
nominal F0 series~probes 1–7!, and for probes including
and above the 6th harmonic multiple of the 110-Hz nominal
F0 series~probes 23–27!. All other aspects of the procedure
and analysis were the same as for experiment 1.

B. Results

Figure 4 shows the mean hit rates and inter-subject stan-
dard errors for all probe positions. Hit rates were lower at the
in-tune positions in the spectral gap, whether consecutive or

nonconsecutive, as defined either by the lower or the upper
sets of harmonics. These positions are marked in the figure
as dashed and dotted lines, respectively. As in experiment 1,
minima in the hit-rate profiles were lower for probes corre-
sponding to consecutive harmonic numbers than to noncon-
secutive harmonic numbers. The deepest and shallowest
troughs in performance~about 50% and 10%! corresponded
to harmonic 5 of the lower set of partials, and harmonic 5 of
the higher set, respectively.

Table II shows the degree of ambiguity associated with
hits to probes near the upper and lower ends of the probe
range, extending inward to include the consecutive in-tune
positions. In these regions, the edges and slopes of the
troughs in performance were defined primarily by hit rates to
the two nearest out-of-tune probes~positions 5 and 6 for the
lower set of harmonics, and positions 24 and 25 for the upper
set of harmonics!. There was no ambiguity associated with
matches to these probes, which again indicates that the dec-
rement in performance observed for the consecutive in-tune
probes was genuine.

It is unclear how to interpret the modest dips in perfor-
mance at the very edges of the probe range~positions 1 and
27!. Although these dips are consistent with the spectral
spacings defined by the two sets of harmonics, the decline in
performance at the extremes of the probe range may simply
reflect the spread of masking from the nearby partials in the
test tone. However, it is perhaps worth noting that hit rates
for the end-of-range probes used in experiment 1, which
were not coincident with harmonic frequencies, did not show
much evidence of a decline.

C. Discussion

The results have confirmed the main finding of experi-
ment 1, that the pitch of a probe is suppressed when it falls
either at a consecutive or a nonconsecutive harmonic posi-
tion in a spectral gap between two sets of harmonics. More-
over, by using two sets of harmonics that were related to
different F0 frequencies, experiment 2 has shown that the
harmonic suppression effect established by a set of partials
can extend both upward and downward in frequency.

Once again, the troughs in the hit-rate profiles were shal-
lower for the nonconsecutive in-tune probes tested than for
the consecutive in-tune ones. Notwithstanding the issue of
ceiling effects raised in the discussion of experiment 1, this
finding does support the idea that the strength of suppression
declines with distance from the set of harmonics establishing
it. First, the difference in hit rate between the probe positions
corresponding to harmonic 5 of the lowerF0 and harmonic 5
of the higherF0 seems too marked to be explained simply
by a decline in the upward spread of masking from the lower
set of test-tone partials to the probe. Second, for the lower
F0, the difference in hit rate between probes at the in-tune

FIG. 4. Mean hit rates for six subjects, with inter-subject standard errors, for
the 27 probe positions used in experiment 2. In-tune probe positions corre-
sponding to harmonics of the lower and higher nominalF0 frequencies~100
and 110 Hz! are depicted by vertical dashed and dotted lines, respectively.
Harmonic numbers corresponding to consecutive in-tune probe positions are
indicated with an asterisk.

TABLE II. Ambiguity associated with hits to probes near the ends of the probe range in experiment 2. Results
are rounded to the nearest percentage point. Results for probe positions corresponding to consecutive harmonic
frequencies are shown in bold.

Probe position 1 2 3 4 5 6 7 ---- 23 24 25 26 27
% ambiguous hits 81 56 21 7 0 0 0 ---- 0 0 0 2 22
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position and its immediate neighbors was substantial for the
position corresponding to harmonic 5, but modest for that
corresponding to harmonic 6. This was despite the fact that
the hit rates for the immediately adjacent probes were very
similar ~around 85%! on the lower-frequency slopes of these
troughs.

A comparison of the hit-rate minima associated with the
two consecutive in-tune probes tested here and their counter-
parts in experiment 1 reveals an important difference. In ex-
periment 1, the higher of the two consecutive in-tune probes
had an associated hit rate roughly equal to or below that of
the lower one. The finding of a progressively lower hit rate
for the higher consecutive in-tune probe across conditions
1–3 has been attributed to a decline in frequency resolution.
However, the shallower trough associated with the higher of
the two consecutive in-tune probes tested here cannot be ex-
plained in this way. Rather, this finding is consistent with the
notion that the lower set of partials was the more effective at
evoking partial-pitch suppression at nearby harmonic fre-
quencies. Furthermore, it is consistent with Hartmann’s
~1996! proposal that the fusion of a set of harmonics depends
directly on the low pitch evoked by them, because the lower
set of partials in the test tone included most of the dominant
region ~Ritsma, 1967; Plomp, 1967!.

Despite the consistency, the relative strength of the low
pitches associated with the two sets of partials suggests that
this conclusion is not compelling. Informal listening tests
showed that, when heard together, the low pitch associated
with the lower set of partials was much stronger than that
associated with the higher set, yet the difference in trough
depth between the consecutive in-tune positions associated
with the two sets of partials was moderate rather than over-
whelming. Also, the strength of harmonic suppression asso-
ciated with the upper set was still sufficient to produce a
minimum in the hit-rate profile at a nonconsecutive in-tune
probe position, albeit a modest one. A possible interpretation
of these findings is that the perceptual suppression of indi-
vidual partials in a harmonic complex is a process governed
directly by their common spectral pattern, rather than a pro-
cess dependent on the mechanism that estimates low pitch.
The findings of Roberts and Brunstrom~1998! concerning
the perceptual segregation of mistuned partials from regular
but inharmonic complexes~see Sec. III C! add credence to
this suggestion.

III. GENERAL DISCUSSION

A. Evidence supporting a template model of
harmonic fusion

In experiment 1, probes corresponding to harmonic fre-
quencies were less successfully matched than those at other
positions. Consequently, hit-rate profiles were characterized
by distinct, regularly spaced, troughs in performance~see
Fig. 2!. This result is consistent with Bregman’s~1990! pro-
posal that the individual pitches of in-tune partials in a har-
monic complex tone are actively inhibited. Furthermore, the
profiles of hits produced in conditions 2 and 3 indicate that
the partial-pitch suppression established by a set of harmon-
ics extends to nonconsecutive as well as consecutive har-

monic positions. Experiment 2 showed that the suppression
of harmonics can extend both upward and downward in fre-
quency from a spectral region containing a set of consecutive
partials. These results are consistent with template models of
harmonic fusion, because they show that suppression is pri-
marily determined by spectral pattern rather than by local
interactions between neighboring partials.

The principal findings of these experiments confirm
those of Lin and Hartmann~1998!, who exploited the phe-
nomenon of pitch shifts to infer the operation of a template
in the perception of periodic complex tones. Matches to a
mistuned harmonic are typically somewhat displaced from
the true frequency in the same direction as the mistuning
~e.g., Hartmannet al., 1990!. These authors have shown that
this finding cannot be explained by Terhardt’s~1971, 1979!
proposal that pitch shifts result from partial masking interac-
tions between neighboring components. Furthermore, a com-
bined place-and-time model of local interactions between
partials, developed by Hartmann and Doty~1996!, was un-
able to account for some key aspects of the pattern of pitch
shifts, particularly those associated with mistuning of the
fundamental component. This led Lin and Hartmann~1998!
to explore how the pitch shifts associated with mistuning a
given partial upward and downward in frequency changed
when that partial was heard in different spectral contexts. In
particular, these authors were interested in comparing the
effects of removing the components immediately adjacent to
a target partial~local changes! with the effects of manipulat-
ing more remote aspects of spectral structure so as to affect
the harmonic status of the in-tune frequency for the target
partial ~global changes!. In each of the spectral contexts
tested, a measure called thepitch-shift gradientwas com-
puted for the target partial by taking the difference between
the percentage pitch shifts resulting from mistuning it by
68%.

Two of Lin and Hartmann’s~1998! results are of par-
ticular note in relation to our findings. First, the pitch-shift
gradient fell to near zero when the frequency straddled by the
pair of mistuned targets was changed from an odd-harmonic
value ~3.0! to an inharmonic value~1.5! by an octave in-
crease in overall spectral spacing that did not change the
frequencies or harmonic nature of the immediately adjacent
partials. Second, positive pitch-shift gradients were found for
pairs of mistuned targets straddling harmonic frequencies in
a three-component spectral gap created in a consecutive-
harmonic complex tone, even for the nonconsecutive har-
monic position in the middle of the gap. Together, these
findings suggest that a set of harmonics can activate a tem-
plate that affects the perceptual processing of other partials
that fall close to frequencies harmonically related to the same
F0.

B. How global are the effects of an active template on
the salience of individual partials?

What can be inferred about the properties of a template
activated by a set of harmonics? It is common for implemen-
tations of templates in algorithms designed to separate con-
current harmonic series~e.g., Duifhuiset al., 1982; Schef-
fers, 1983a, b! to assume tacitly that an active template will
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pass all resolved partials falling close to harmonic multiples
of its F0 frequency. However, experiments 1 and 2 have
suggested that a template’s range of operation is related to
the set of partials that activate it. In both cases, there was
evidence that the shallower troughs in the hit-rate profile
associated with nonconsecutive harmonic positions reflected
an attenuation of harmonic suppression with distance from
the spectral region or regions containing the test-tone par-
tials. Similarly, Lin and Hartmann~1998! found that the
pitch-shift gradient associated with theF0 component of a
periodic complex tone declined progressively as harmonics
2–4 were removed successively. Therefore, it seems that the
operation of a template is a medium-range process rather
than a truly global one. However, it remains to be established
precisely how the number and positions of contributing par-
tials determine the strength and spread of harmonic suppres-
sion.

Whatever the details of how particular aspects of stimu-
lus structure determine the scope of these inhibitory effects,
it is clear from our results that these effects can extend to
in-tune probe positions further than one equivalent rectangu-
lar bandwidth~see Moore, 1997! away from the harmonic
frame. This indicates that harmonic suppression, like profile
analysis, comodulation masking release, and modulation de-
tection interference, is another example of an across-channel
process in auditory perception~see Hallet al., 1995, for a
review!.

In addition to demonstrating that partial-pitch suppres-
sion can extend both upward and downward in frequency
from a set of consecutive harmonics, experiment 2 has also
shown that more than one template can be applied simulta-
neously to the same spectral region. The evidence for this is
the interleaving of minima in the hit-rate profile associated
with each of the twoF0 frequencies used. Previous studies
have not attempted to explore the perception of individual
partials under these conditions. Therefore, it is gratifying that
this result is consistent with a central assumption of models
of the perceptual separation of concurrent speech—that more
than one harmonic template can be active at once~e.g., Par-
sons, 1976; Scheffers, 1983a; Assmann and Summerfield,
1990!.

C. A comparison of methods: Hit-rate profiles and
pitch-shift gradients

Lin and Hartmann~1998! recorded the pitch-shift gradi-
ents associated with matches to partials mistuned from har-
monic values by68%. A positive gradient was taken to
indicate that a template slot fell between a pair of mistuned
targets, and the magnitude of the gradient was assumed to
reflect the strength of the template’s influence in that region.
This method has certain advantages over our hit-rate profil-
ing technique. In particular, stimuli in which the probe is
widely separated from the other partials are highly suscep-
tible to ceiling effects on performance. This is because any
isolated component tends to be highly salient~e.g., Hart-
mann, 1997, Chapter 6!, and hence easily matched. Measures
of pitch shift are not subject to this limitation. Also, a mea-
sure of the hit rate for a given probe relies on the presence of
other partials that can act as false targets. This set of alter-

native matches is further determined by the range of adjust-
ment allowed for the pure tone. Measures of pitch shift are
not dependent on false targets in this way. Finally, both the
choice of matching range and the provision of feedback may
influence listeners’ responses by providing them with infor-
mation about which part of the stimulus spectrum contains
the probe. This kind of learning is unlikely to influence
pitch-shift measures.

The pitch-shift gradient method does, however, have
shortcomings when compared with our hit-rate profiling
method. First, the perceptual processing of a partial falling at
an in-tune position spanned by a pair of mistuned targets
must be inferred from the pitch shifts associated with those
targets. In contrast, our method explicitly tests the perceptual
processing of in-tune partials. Second, the origin of these
pitch shifts remains unclear. Lin and Hartmann~1998! have
suggested that they serve to exaggerate the contrast between
a mistuned harmonic and other partials present in the com-
plex, thus enhancing the tendency of a mistuned partial to be
heard as a separate entity. In contrast, de Cheveigne´ ~1997!
has interpreted these pitch shifts as a direct consequence of
the perceptual suppression of in-tune partials. Specifically,
he has argued that the internal representation of the fre-
quency of any partial is subject to random variation, and that
a mistuned partial is more likely to integrate into a harmonic
complex~and hence be more difficult to match! on occasions
when its representation is closer to the center of a template
slot. Thus the mean of a set of matches is shifted relative to
the mistuned frequency, because the pitch-matching proce-
dure elicits a skewed distribution that is increasingly under-
represented near the slot centers. Our findings complement
this interpretation, because they provide direct evidence for
partial-pitch suppression at template slot positions. However,
Lin and Hartmann~1998! have argued that de Cheveigne´’s
~1997! model cannot account for both the pitch shifts and the
high hit rates observed by Hartmann and Doty~1996!. Fur-
ther work is needed to resolve these issues.

A third, perhaps more significant, shortcoming of the
pitch-shift gradient method is that the positions of slots in a
hypothetical template are assumed from the outset to be fully
predictable. Clearly, this does not present a problem for stud-
ies of harmonic complexes, but this may not be the case for
other kinds of complex. For example, Roberts and Brun-
strom ~1998! found that listeners were able to adjust a pure
tone to match the pitch of a mistuned partial in a regular
inharmonic complex, created by applying a frequency shift
or a small degree of spectral stretch to a harmonic complex,
almost as well as they could in an otherwise unmodified
harmonic complex. This unexpected sensitivity to the spec-
tral structure of these complexes could not easily be ex-
plained in terms of the operation of a harmonic template.
Therefore, these authors speculated that their results indi-
cated the operation of a template responsive to regular but
inharmonic spectral patterns.

One approach to testing Roberts and Brunstrom’s~1998!
suggestion might be to create spectral gaps in stimuli of the
kind that they used, and to establish exactly where the slots
of the hypothetical template fall within these gaps. The pre-
cision required for this is achievable using our hit-rate pro-
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filing method—but not using Lin and Hartmann’s~1998!
method, which could only establish that a slot fell some-
where between a pair of targets mistuned by68% from a
pre-selected frequency. It is true that the resolving power
could be improved to some extent by reducing the mistuning
to 64%. However, any possible benefits of a further reduc-
tion in the degree of mistuning would be offset by a reduc-
tion in the magnitude of the associated pitch shifts, giving
rise to smaller, and probably less stable, estimates of the
pitch-shift gradient. Furthermore, these estimates would
probably be very sensitive to how symmetrically the target
pair was placed around a slot center. In contrast, the probe
spacing used to obtain a hit-rate profile within a spectral gap
can be set to measure with high resolution the position of
template slots.

D. Concluding remarks

The profiling technique introduced in the current study
has confirmed and extended the main findings of Lin and
Hartmann~1998! regarding the operation of a template-based
mechanism in the perception of periodic complex tones. The
patterns of hit-rate minima found in experiments 1 and 2 are
consistent with the action of a template that suppresses the
pitch of any individual partial that is harmonically related to
a common F0 frequency, as hypothesized by Bregman
~1990!. This suppression effect can spread both upward and
downward in frequency, but appears to attenuate with dis-
tance from regions of consecutive harmonics. The profiling
technique also offers the frequency resolution necessary to
evaluate the idea that the auditory system may be sensitive to
spectral patterns that are inharmonic but predictable, as pro-
posed by Roberts and Bailey~1996! and by Roberts and
Brunstrom~1998!. Although the exact nature of the relation-
ship between partial-pitch suppression and the perceptual fu-
sion of harmonics is not understood, it seems plausible that
the experience of a unified sound requires the identities of
the individual partials to be made less salient.
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Behavioral assessment of acoustic parameters relevant
to signal recognition and preference in a vocal fish
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Acoustic signal recognition depends on the receiver’s processing of the physical attributes of a
sound. This study takes advantage of the simple communication sounds produced by plainfin
midshipman fish to examine effects of signal variation on call recognition and preference. Nesting
male midshipman generate both long duration~.1 min! sinusoidal-like ‘‘hums’’ and short duration
‘‘grunts.’’ The hums of neighboring males often overlap, creating beat waveforms. Presentation of
humlike, single tone stimuli, but not grunts or noise, elicited robust attraction~phonotaxis! by gravid
females. In two-choice tests, females differentiated and chose between acoustic signals that differed
in duration, frequency, amplitude, and fine temporal content. Frequency preferences were
temperature dependent, in accord with the known temperature dependence of hum fundamental
frequency. Concurrent hums were simulated with two-tone beat stimuli, either presented from a
single speaker or produced more naturally by interference between adjacent sources. Whereas
certain single-source beats reduced stimulus attractiveness, beats which resolved into unmodulated
tones at their sources did not affect preference. These results demonstrate that phonotactic
assessment of stimulus relevance can be applied in a teleost fish, and that multiple signal parameters
can affect receiver response in a vertebrate with relatively simple communication signals. ©1998
Acoustical Society of America.@S0001-4966~98!02412-6#

PACS numbers: 43.66.Gf, 43.80.Lb@DWG#

INTRODUCTION

The function and underlying mechanisms of communi-
cation in the acoustic modality have remained largely unex-
plored in the largest of extant vertebrate taxa, teleost fish.
Studies of teleost hearing have demonstrated fundamental
similarities with auditory processing in higher vertebrates, in
spite of differences in their auditory endorgans~review: Pop-
per and Fay, 1993!; thus one might expect similar acoustic
dimensions to have been exploited by both fish and terrestrial
vertebrates for encoding behaviorally relevant information.
We used playback of synthetic signals to test which acoustic
features affect call recognition and attractiveness in a sound-
producing teleost, the plainfin midshipman~Porichthys nota-
tus!.

Acoustic signals, generated by vibration of intrinsic
swimbladder muscles, are a prominent feature of social in-
teractions in midshipman fish. Midshipman breed along the
west coast of North America~Walker and Rosenblatt, 1988!
where the parental, or ‘‘type I,’’ males establish nests under
rocks in the intertidal zone~see Bass, 1996!. From these
nests, the type I males emit long-duration, multi-harmonic
signals known as ‘‘hums’’~Ibara et al., 1983; Brantley and
Bass, 1994; Fig. 1A–C!. When a female enters his nest, a
male stops humming, and spawning may begin. Spawning
can take several hours as the eggs are affixed to the under-
surface of the rock, after which the female departs and the

male alone guards and maintains the developing embryos.
Whereas, in any breeding season, a female probably spawns
only once, depositing all her eggs in one nest~DeMartini,
1988; Brantley and Bass, 1994!, a male may continue to hum
and attract mates and may have several clutches at different
stages of development in his care. Midshipman also have a
smaller, ‘‘type II,’’ male morph, which pursues sneak
spawning strategies, does not hum, and lacks the type I
male’s secondary sexual characteristics, including its special-
ized vocal system~Bass, 1992, 1996!.

Midshipman hums can be continuous for minutes to an
hour or more, often with minimal variation in frequency or
amplitude~Ibaraet al., 1983; Brantley and Bass, 1994; Bass
et al., in press!. Hum fundamental frequency is linearly re-
lated to water temperature, increasing about 5 Hz/°C, and is
approximately 100 Hz at 16 °C~Brantley and Bass, 1994;
also see Bass and Baker, 1991!. Ibara et al. ~1983! found
with simple playback experiments that recorded hums, or
pure tones in the same frequency range, were sufficient to
attract gravid females~phonotaxis!. This finding, along with
aquarium observations of midshipman nesting behavior
~Brantley and Bass, 1994!, suggests the hum functions as a
mate call. Midshipman also produce brief~50–200 ms!
‘‘grunt’’ sounds~Fig. 1D–F! that probably serve an agonistic
function. Both females and type II males have been recorded
making infrequent, single grunts; but only type I males pro-
duce trains of grunts~Fig. 1D–F!, emitted, during aquarium
observations, in response to intruder males~Brantley and
Bass, 1994!.a!Electronic mail: jrm11@cornell.edu
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This study first tests the hypothesis that the hum func-
tions as a mate call by examining the phonotactic responses
of gravid and spent females and of both male morphs. Then,
one- and two-choice tests with gravid females are used to
assess the importance of certain acoustic parameters to hum
recognition and attractiveness. Finally, we examine the ef-
fects of signal overlap. Midshipman nests are often clustered,
and males hum simultaneously; thus receivers must com-
monly process concurrent acoustic signals~Bodnar and Bass,
1997; Basset al., in press!. We chose to present playback
choices as they would be encountered in a natural situation,
that is, with alternative calls originating from closely spaced
sources and overlapping in time. Therefore, inherent in every
choice task presented here is the problem of identifying, lo-
cating and evaluating concurrent acoustic signals. The effect
of overlap on stimulus effectiveness is further investigated
by presenting two-tone beat stimuli.

I. MATERIALS AND METHODS

A. Experimental animals

Midshipman, including females and type I and type II
males, were collected from nests exposed at low tide along
Tomales Bay and San Quentin Point in Marin County, Cali-
fornia. Females and males~type I and II! are distinguished
by the size and shape of the urogenital papilla, while the two
male morphs are easily further separated on the basis of size
and coloration. Gravid females typically have a very dis-

tended abdomen, which becomes flaccid and often darker in
coloration in spent females~e.g., see Brantley and Bass,
1994; Bass, 1996!. Females taken from nests were in various
stages in the spawning process, with many having begun egg
deposition, but the majority were still conspicuously gravid.

Each fish was measured, weighed, and labeled either
with subcutaneous injections of poster paint, creating a
unique color/location pattern, or with a numbered tag sutured
just rostral to the dorsal fin. Most experiments were con-
ducted using gravid females (n5265), which ranged in size
from 8.9 to 20.4 cm~mean 13.562.0 cm! standard length
and 9.3 to 121.8 g~mean 33.8618.1 g!. Fish were held for at
least 24 h prior to testing in outdoor, running sea water tanks
at the University of California Bodega Marine Laboratory,
where all experiments were conducted. The temperature the
fish were housed at varied with the temperature of the in-
coming seawater~usually between 10 and 15 °C!. Live grass
shrimp, brine shrimp and goldfish, and chopped anchovies
were occasionally offered as food. Under these conditions,
females usually would retain their eggs and remain respon-
sive for up to several weeks.

Females and both type I and type II males were tested
for responses to humlike, continuous tones; but all tests of
comparative responses were done with gravid females. Due
to limited numbers of subjects, individual females were used
for multiple tests~median number of tests per fish: 6, median
number of responses: 3!, and may have encountered the
same stimulus as one of the choices in different tests. Except
for serial one-choice tests, fish were used for no more than
one response per night; and, because some fish were used for
the same test on different nights or for tests that were later
grouped, only the first response of a fish to a stimulus pair is
included in the analysis. Variables such as length of time in
captivity and hormonal state could also have affected indi-
vidual responsiveness. However, since all tests involved
choices or response comparisons, loss of responsiveness was
controlled for. It is not possible to rule out experiential ef-
fects on preference strengths, although it seems likely that
any habituation to the artificial sound sources or stress due to
time constraints on egg viability would tend to decrease
rather than increase selectivity.

B. Experimental layout

Tests were done outdoors in a cylindrical concrete tank
~4-m diameter, 0.75-m water depth! supplied with running
seawater. Since midshipman normally call next to the sub-
strate in water a few meters or less in depth, the boundary
conditions in the experimental tank were not entirely unnatu-
ral. Underwater loudspeakers~UW-30; University Sound,
Buchanan, MI! were suspended just above the bottom from
water-filled PVC frames, so that no direct contact substrate
conduction was possible. The speakers were placed near the
center of the tank facing outward~Fig. 2!, well removed
from the wall to reduce both the influence of reflected sound
and incidental approach by the fish, which tended to hug the
tank perimeter in the absence of sound stimuli. For experi-
ments conducted in 1995, the speakers were 137 cm apart
center to center and angled toward the release site~configu-
ration C in Fig. 2!. These experiments include one of the

FIG. 1. Midshipman calls recorded in the field.~A! Segment~1 s! of a hum
waveform showing the nearly flat envelope.~B! An expansion of the hum
waveform. ~C! Frequency spectrum of same hum showing peaks at the
107-Hz fundamental frequency and harmonics. Amplitude values are rela-
tive only. ~D! Waveform for segment~6 s! of a grunt train.~E! Expanded
waveform of single grunt.~F! Spectrum of grunt shown in~E!.
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response specificity experiments~Table II, experiment 1!,
one of the beat test stimuli~Table VI, test C!, and the 90- vs
110-Hz frequency preference tests~Fig. 7A!. However, for
most experiments reported here~conducted in 1996–97!, the
speakers were side by side and 50 cm apart center to center
~configuration A in Fig. 2!. Fish are highly mobile subjects
and tend to swim along barriers, such as that formed by the
release cage, rather than simply orienting to a stimulus.
Thus, their initial swimming direction may not reflect local-
ization of a sound but it can quickly bias any response. The
goal in placing the speakers side by side was to minimize
such random responses by increasing the likelihood of a fish
being able to perceive both stimuli upon release. Natural
nests are often as close or closer together~see Fig. 1 in Bass,
1996!. Around each speaker, 50 by 50 cm squares were
marked with tape to allow quantification of time spent in the
proximity. Two-choice tests of multi-source beat versus tone
preferences utilized two pairs of speakers. One speaker in
each pair played the test tone with the adjacent ‘‘neighbor’’
speaker either playing a second tone or silent~configuration
B in Fig. 2!.

C. Acoustic stimuli

This study involved both one-choice playbacks, to test
for recognition and response specificity, and two-choice
playbacks, to test for preferences. One-choice tests were used
to compare elicitation of phonotaxis by continuous tones,
grunts and noise, by tones at different frequencies, and by
pulsed, short duration tones. Two-choice tests were used to
assess preferences for tones with different frequencies or in-
tensities as well as to compare the attractiveness of tones
with harmonic, frequency modulated, and beat stimuli.

Stimuli were synthesized~except for the natural grunt
train! and played~SoundEdit 16 software! using a portable
computer~Apple Macintosh PowerBook 540c!. All stimuli
were looped for continuous, transient-free playback; and, for
two-choice tests, individual stimuli were stored as separate
audio tracks in the same file. The stereo output was con-

nected to Nagra battery powered amplifiers, which drove the
UW-30 loudspeakers. Speaker output was monitored and re-
corded for analysis using a hydrophone~Cornell Bioacous-
tics Research Program, Laboratory of Ornithology; CBRP;
response flat61 dB, 60–5001 Hz!, suspended with the
sensing element approximately 7.5 cm above the bottom and
15 cm in front of a speaker, connected to a Sony Professional
Walkman. Recordings were digitized at 11 kHz and spectra
computed using Canary, a sound analysis program~CBRP!.

Table I summarizes the types and ranges of synthetic
stimuli used in this study. The basic humlike stimulus con-
sisted of a continuous pure tone with a frequency between 80
and 140 Hz. Tone levels were set at 130–140 dBre: 1 mPa,
15 cm in front of each speaker and matched between speak-
ers for any given test. These stimulus levels are comparable
to what has been recorded at midshipman nests in the field
~CBRP hydrophones; A. Bass and M. Marchaterre, unpub-
lished observations! and to the reported levels for advertise-
ment calls in the related oyster toadfish~Tavolga, 1971; Ba-
rimo and Fine, 1998!. Amplitudes were equalized across
frequencies by adjusting synthesis amplitudes. Harmonic dis-
tortion at the second harmonic was less than240 dB re: the
fundamental 15 cm in front of the speaker. For tests with
amplitude as the variable parameter, both synthesis and am-
plification adjustments were made to achieve 3 dB~60.5
dB! pressure differences between 90- or 100-Hz tones played
from the two speakers. Levels were verified by measuring
the spectral peaks of stimuli recorded in the tank.

Pulsed stimuli were synthesized by reiteration of a unit
composed of a specified silent interval added to a 0.5-, 0.75-,
1-, or 2-s tone. The tone segment had approximately 45-ms
rise and fall times. Both harmonic stimuli and single-source
beat stimuli consisted of two digitally mixed tones. For the
harmonic stimulus, these were the fundamental frequency,
F1 ~90 or 100 Hz!, and its second harmonic, 2•F1. The
second harmonic is generally very prominent in midshipman
calls, often containing at least as much energy as the funda-
mental ~e.g., Fig. 1C!, thus harmonic stimuli were synthe-

FIG. 2. Diagram of playback tank showing speaker positions for two-
speaker tests~A, black bars; and C, open bars! and four-speaker tests~B,
hatched bars!. Squares around speakers in position A represent 50350 cm
areas marked with tape. DR5 drain pipe; FL5 floodlight; N 5 neighbor
speaker; RS5 release site.

TABLE I. Summary of synthetic stimuli and variables presented.

Stimulus Frequency
type components Variables Range

Continuous
tone

F1
Frequency
Amplitude

80–140 Hz
128–136 dB

Pulsed
tone

F1
Pulse duration
Interval duration

0.5–2 s~0.1 s!a

0.25–0.5 s~0.4 s!a

Harmonic F1 and 2•F1 Harmonic phase 0° or 90°

dF(5F2 –F1) 2 or 5 Hz
Beatb F1 andF2 F2 amplitude 212 to 0 dBre: F1

Total amplitude 0 to13 dB re: tone

FM 100 Hz6modulation
frequency

FM range 65 or 10 Hz

Noise Noise band none
95–130 Hz

aFor one-choice, specificity tests.
bFor single-source beat.
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sized with equal energy atF1 and 2•F1. Beat stimuli were
composed ofF1 ~90 or 100 Hz! plus a second tone,F2,
equal toF112 Hz or F115 Hz ~Fig. 3!.

Frequency-modulated~FM! stimuli consisted of a
100-Hz carrier modulated by65 or 610 Hz at 10 modula-
tions per second~i.e., frequency was continually either in-
creasing or decreasing over a 10- or 20-Hz range!. In order to
compensate for the frequency response of the speakers, the
computer-synthesized FM waveform was low-pass filtered,
and then re-digitized and amplified for playback. The noise
stimulus used for response specificity tests was generated
within SoundEdit, then low-pass filtered to produce a 5 s
looped stimulus with peak power, upon playback, between
95 and 130 Hz. Finally, the natural grunt train stimulus was
recorded~CBRP hydrophone into Sony Professional Walk-
man! near a midshipman nest in Tomales Bay, CA, digitized
~11 kHz sampling rate!, and a 10 s segment looped for con-
tinuous playback.

Sound pressure in the tank was mapped with measure-
ments taken at 29 points, forming a grid with 6 in.~15.2 cm!
steps moving away from and perpendicular to the speaker
faces and 10.5 in.~26.7 cm! steps from side to side in par-
allel with the speaker faces. The hydrophone was positioned
3.5 cm ~transducing element approximately 7.5 cm! above
the tank bottom and stimuli were recorded on a Sony Profes-
sional Walkman and then digitized~11 kHz sampling rate,
16 bit! for analysis. Sound pressure values at the stimulus
frequency were computed using Canary software based on
stimulus spectra~FFT size 8192 points!. Over the relevant
frequency range, sound pressure dropped off logarithmically
~0.25 dB/cm! from the speaker to the release site with no
apparent discontinuities. Thus reflections or standing waves
were unlikely to have affected responses. It was not possible
to eliminate all background noise, which sometimes had
peaks within the frequency range of interest~i.e., 60 and 120
Hz!. However, noise peaks in the 20–200-Hz band were at
least 30–50 dB below the stimulus frequency peak level 15
cm in front of a speaker.

D. Experimental protocol

Testing was conducted during the midshipman breeding
season, from June through September, between 18:00 and
03:00 h, when midshipman are normally most active. Three

red floodlights around the tank perimeter~FL, Fig. 2! al-
lowed observation and videotaping of responses. Although
this light was apparently visible to the fish~fish at the perim-
eter sometimes swam to the surface beneath the floodlights!,
it did not seem to affect phonotaxis. The water temperature
in the test tank varied with the temperature of the incoming
sea water and solar heating and could be ‘‘regulated’’ from
night to night by adjusting the rate of water flow~off during
all tests!. Prior to testing, females were held, several to a
bucket, in water from the test tank at the test temperature and
allowed to acclimate for at least 15 min when the test tem-
perature differed from that in their holding tanks. Tests be-
gan with one fish placed in a 30 cm diameter, plastic mesh
cylinder approximately 60 cm in front of the speakers~RS,
Fig. 2!. Fish were released by manually raising the cylinder.

The release protocol was modified over the course of
experimentation in order to reduce the occurrence of fish not
leaving the release site or retreating to the tank perimeter.
Thus, one of three release procedures was followed:

~1! The fish was placed in the mesh cage, allowed to accli-
mate for at least 2 min, the stimuli were then turned on
for 30 s, and the fish released.

~2! The fish was placed in the mesh release cage while the
stimuli were playing and then released after 30 s.

~3! For most experiments reported here, the fish was placed
in the mesh release cage while the stimuli were playing
and released as soon as it swam to the front center of the
cage~used with speakers in configuration A!.

Releasing the fish without an acclimation period seemed to
increase the likelihood of a response, especially in oft tested
fish. Likewise, releasing the fish when they were at the front
of the release cage appeared to increase response rates. This
was presumably because of the steep drop-off in stimulus
level with distance from the speakers. In all cases the stimuli
played continuously after the fish was released. Trials ended
either when the fish swam away from the speaker area or
when the sound from one or both speakers was shut off, the
latter being after at least 30 s in nearly all cases. Most tests
were videotaped~Sony Handycam! to allow verification of
observations and detailed response analysis.

Preliminary experiments showed that fish sometimes re-
sponded after initially bypassing the speakers and swimming
around the tank. Although such free exploration would likely
be the case in nature, the position of the fish when it began
attending to the playback was not controlled. Thus, only fish
that swam directly to a speaker without leaving the area be-
tween the release site and the speakers were counted as re-
sponding. A positive response was scored if a fish ap-
proached a speaker, and then touched or circled in front of or
under the speaker.

For one-choice tests, a single stimulus was presented out
of one speaker, with a second speaker serving as a silent
control. In order to compare responses to different, individu-
ally presented signals while controlling for various levels of
responsiveness across fish, multiple stimuli were presented
serially to the same fish. Such tests with individual fish were
separated by at least 30 min to avoid problems with handling

FIG. 3. Synthesis of beat stimuli. Two tones of slightly different frequency,
F1 andF2, are added together, resulting in amplitude and phase modula-
tions, known as beats, at their difference frequency~dF!.
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stress or short-term experience, and the active speaker was
switched randomly between trials.

For two-choice tests, the alternative stimuli were pre-
sented simultaneously from the two speakers and stimulus
locations were switched either pseudo-randomly to achieve
equal responses in each configuration or alternated from re-
sponse to response. A preference was considered significant
if the distribution of responses was significantly (p<0.05)
different from the two-tailed binomial distribution expected
given the null hypothesis that the proportions of fish ap-
proaching each speaker were equal. Fish that did not ap-
proach either of the stimulus options for a given test were
considered ‘‘nonresponders.’’ Since nonresponses could not
be attributed to the acoustic stimuli, they were excluded from
analysis. Further details of stimulus presentation for each
experiment are presented in the results section.

II. RESULTS

A. Morph-specific phonotactic responses

Gravid females showed phonotactic responses to
humlike continuous tone stimuli, and most of the tested fe-
males responded at some point during their captivity~81% of
74 in 1995, 64% of 101 in 1996, and 69% of 90 in 1997!.
When spent females were tested with the same stimuli, none
approached the speaker (n513). For a representative
sample of consecutive trials, the videotaped behavior of
gravid females was analyzed in detail. Phonotactic responses
by gravid females included several typical behaviors~sum-
marized in Fig. 4A!, and usually began with a straight ap-
proach to one speaker. Most fish approached the speaker
with a distinctive pause-and-glide swimming pattern. Once
at the speaker, the specific movements of a responding fish
reflected the structure of the speaker and stand; but circling
~CI, AF!, and a tendency to go under objects~UN, TU! are
probably general female midshipman response characteris-
tics. Most responses were unambiguous, incorporating both
physical contact~TU, TF! and prolonged active interest in
the chosen speaker~Fig. 4B!. However, in a small percentage
~,10%! of trials, fish swam toward a speaker but then con-
tinued immediately toward the back of the tank or stopped
near the speaker and sat on the bottom. Including these ap-
proaches, which lacked speaker contact or circling, did not
change data trends; however, since the fish were not clearly
responding to the sound, they were not counted as responses.
Figure 4B shows the time spent within a 50 by 50 cm
marked square around the speaker for 79 approaches meeting
the response criteria~either touching the speaker or circling
or both; ‘‘Responses’’! and 13 that did not~‘‘Nonre-
sponses’’!. Most responding fish spent at least 30 s around
the speaker.

Although not tested as systematically as females, several
type I males approached and showed prolonged interest in a
speaker playing a 90- or 100-Hz continuous tone~n59 of 24
fish; 13.1–28 cm standard length!. The responses elicited
from type I males were quite different from those of gravid
females. Whereas females always approached the speaker
head-on, type I males were sometimes observed to back up
to and under the speaker and frequently performed ‘‘dig-

ging’’ motions with their tail and pectoral fins. These move-
ments resemble the nest-building behavior typical of type I
males~Brantley and Bass, 1994!. Type II males rarely ap-
proached a speaker playing humlike, 90- or 100-Hz tones,
but the few observed phonotactic responses (n55 responses
from 3 fish out of 22 tested; 7–11 cm! included ‘‘sneaker-
like’’ behaviors such as sidling up to the speaker frame or
working their tails underneath the frame~see Brantley and
Bass, 1994!. Unlike females, neither type I nor type II males
touched the speaker face or circled rapidly back and forth in
front of the speaker.

FIG. 4. ~A! Histogram showing frequencies of occurrence of different be-
haviors in a sample of 87 videotaped phonotactic responses by gravid fe-
males. Only trials which included either circling~CI! or contact with the
speaker~TU, TF! are included in this analysis. CI5circling: swimming in
circles or back and forth in front of or under the speaker. TU5touching
underside of speaker: approaching speaker head-on or from side and making
contact with underside of projecting speaker face. UN5under: going under
the speaker from front to back, back to front, or from the side. BE5behind:
approaching or lingering behind the speaker within the boundaries of the
speaker stand. TF5touching speaker face: contacting, often appearing to
nuzzle or swim against speaker face. AF5around frame: swimming near the
bottom around the square frame supporting the speaker.~B! Time spent
within 50350 cm area around speaker during first 30 s after entering area.
Data are shown for 92 trials including 79 responses~the 87 in A minus 8
responses without the full 30 s of time data! and 13 instances where fish
crossed into the speaker area but did not circle or touch the speaker~non-
responses!. Five-second bins; values are upper limits.
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B. Response specificity

Table II shows results for two one-choice experiments
where gravid females responded selectively to humlike
stimuli. For each experiment, stimuli were presented one at a
time, in random order, so that each fish was tested once with
each stimulus. The speakers were in the widely spaced con-
figuration~configuration C in Fig. 2! for the first experiment
and side by side for the second~configuration A in Fig. 2!. In
the first experiment, 8 of 11 fish approached a continuous
tone ~matched to the 110-Hz fundamental frequency of the
natural grunt train! but none approached the grunts. Like-
wise, in the second experiment, 10 of 14 fish approached a
speaker playing a continuous 100-Hz tone, but no fish ap-
proached a 100-ms pulsed tone, approximating a grunt train,
or noise centered around 100 Hz. No fish approached the
silent control speaker.

C. Stimulus duration

The importance of signal duration to hum recognition
was further investigated with one-choice tests of phonotaxis
using pulsed tone stimuli with various pulse durations and
intervals ~Fig. 5A!. Experimentally naive gravid females
were presented with one of various sets of two to four dif-
ferent pulsed 90-Hz stimuli. Stimuli were presented indi-
vidually; and, within each set, the order of presentation was
varied across subjects to reduce any experiential bias. Fol-
lowing a set of pulsed stimuli, each fish was tested with a
continuous 90-Hz tone. This served as a control for respon-
siveness and was presented last to prevent expectations from
influencing the attractiveness of the pulsed signals. For
analysis, only data from fish that responded to the continuous
control ~80 of 101 fish tested! were included; and results for
specific stimuli were combined across the different stimulus
sets. Thus the same individual may be represented in the data
for various combinations of stimuli~no fish were tested with
all five stimuli!, but never more than once for the same
stimulus.

The results graphed in Fig. 5B show that pulsed stimuli
of 2 s orless elicited phonotaxis by at least some fish. How-
ever, the percentage of fish approaching the sound tended to
decrease as pulse duration was shortened from 2 to 0.5 s
~stimulus a to e!. Significant differences between pairs of
stimuli ~Fisher’s exact test,p,0.05! are indicated by
matching symbols above the corresponding bars. The pulsed
stimuli also varied in interpulse interval length and, thus,
total energy. A higher percentage of fish approached a 1 s
pulse when the interpulse interval was 0.25 s~stimulus b!
than when it was increased to 0.5 s~stimulus c! ~Chi-square
53.107, p50.078!. Over the range of stimuli tested, the
percentage of fish responding correlated well with the pro-
portion of the stimulus the sound was on~duty cycle! ~Fig.
5C, r 250.826).

The attractiveness of a pulsed tone relative to a continu-
ous tone was directly compared using a two-choice protocol.
Given a choice between a 90-Hz stimulus consisting of 1 s
pulses with 0.5 s intervals~same as stimulus c in Fig. 5! and
a 90-Hz continuous tone, 10 of 13 fish approached the con-
tinuous tone (p,0.05). The three fish that initially ap-
proached the pulsed signal all subsequently went to the
speaker playing the continuous tone.

FIG. 5. ~A! Pulsed stimuli~a–e! consisted of 90-Hz tones with the pulse and
interval durations indicated. Envelopes are shown at right for three seconds
of each stimulus.~B! Percent of fish that subsequently responded to a con-
tinuous tone~responsive fish! that approached each of the five different
pulsed stimuli. Significant differences~Fisher’s exact test,p,0.05! be-
tween responses to pairs of stimuli are indicated with matching symbols
over the corresponding bars. Total number of responsive fish tested with
each stimulus: a, 10; b, 22; c, 19; d, 12; e, 22.~C! Same response data
plotted in terms of duty cycle~proportion of stimulus sound was on!. Test-
ing conducted at 14.4–15.6 °C.

TABLE II. Results of one-choice playback tests showing specificity of pho-
notactic response by gravid female midshipman. Experiment 1: Two stimuli
individually presented~in random order! to each fish~16.3–16.8 °C!. Ex-
periment 2: Three stimuli individually presented to each fish~15.7–
16.2 °C!. The number of fish responding to each stimulus is indicated for
each position of that stimulus in the presentation order.

Presentation order: Total responses:
Experiment Stimulus: 1 2 3 Total fish tested

1 Continuous tone 4 4 ••• 8:11
110 Hz

Field recorded grunts 0 0 ••• 0:11
~110 Hz fundamental!

2 Continuous tone 4 3 3 10:14
100 Hz

Pulsed tone 100 Hz 0 0 0 0:14
~100 ms on, 400 ms off!

Filtered noise 0 0 0 0:14
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D. Harmonics

Although natural hums contain considerable energy at
the first two or three harmonics~Fig. 1C!, pure tones~second
harmonic,240 dB re: fundamental frequency! were suffi-
cient to elicit phonotaxis. Two-choice experiments tested
whether harmonics might affect the attractiveness of a hum.
Fish were presented with a choice between a pure tone and
that same tone plus its second harmonic, at the same inten-
sity and at the same starting phase as the fundamental. De-
spite the greater intensity of the harmonic signal, fish showed
no preference in tests with either a 90- or 100-Hz fundamen-
tal frequency~Table III, tests A and B!. Because harmonic
phase, which affects fine waveform structure, including peak
amplitude, might have affected signal attractiveness~e.g., as
shown for anurans; Bodnar, 1996!, fish were also given a
choice between harmonic stimuli that differed in the phase of

the harmonic. With a 90-Hz fundamental, no preference for
relative phase of the second harmonic, 0° or 90° starting
phase relative to the fundamental at synthesis, was detected
~Table III, test C!.

E. Fundamental frequency

In order to test the frequency selectivity of hum recog-
nition, gravid females were presented individual tones span-
ning a 60-Hz range. Figure 6 shows the results of one-choice
tests with 80-, 100-, 120-, and 140-Hz continuous tones at
two temperatures. Each fish was presented one of the four

FIG. 6. Approaches to individually presented tones at two temperatures.
Each fish was tested with 80, 100, 120, and 140 Hz and the results are
divided~horizontal dashed lines! according to whether the fish were tested at
just cool ~fish a–c!, just warm~fish h–l!, or both temperatures~fish d–g!.
Responses to a given frequency at the cool temperature~14.2–14.4 °C! are
indicated with filled circles, and, at the warm temperature~19.4–21.5 °C!,
with open squares.

FIG. 7. Two-choice, continuous tone frequency preferences at different tem-
peratures.~A! Choice of 90 or 110 Hz over three temperature ranges: 13.6–
15.5, 15.6–17.5, and 17.6–19.5 °C. The number of fish choosing that stimu-
lus is shown next to each bar. Dashed lines in~A! and~B! indicate expected
hum frequency at each temperature~based on Brantley and Bass, 1994; and
unpublished observations!. ~B! Frequency preferences between pairs of
tones differing by 10 Hz at indicated temperatures. For each test, paired
frequency choices are connected with vertical lines, and the preferred~p
<0.05; large filled circles! and nonpreferred~small filled circles! frequen-
cies are indicated.

TABLE III. Results of two-choice tests showing approaches to stimuli with
or without second harmonic (2•F1) ~A and B!, and to stimuli with phase of
second harmonic at 0° or 90° relative to fundamental (F1) ~C!.
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frequencies per trial, in random order, for a total of four trials
per fish; only data from fish that responded to at least one
frequency at the specified temperature are included. Subjects
are grouped~separated by dashed lines! according to whether
they were tested at either the cool~14.2–14.4 °C; fish a–c!
or warm ~19.4–21.5 °C; fish h–l! temperature, or at both
temperatures~fish d–g!. Approaches to each frequency tone
are plotted with filled circles~cool temperature! or open
squares~warm temperature!. At a single temperature~i.e.,
either cool or warm!, 7 of the 12 responding fish~fish a, c–g,
k! approached two or more of the frequencies tested, a
20–40 Hz range. An effect of temperature on the attractive-
ness of different frequencies was also suggested. Fish tended
to respond more to higher frequencies~120 and 140 Hz! at
the higher temperature, although, due to small numbers of
responding fish, the differences were not significant.

To further test the effect of temperature on frequency
preference, fish were given choices between two continuous
tones differing by 10 or 20 Hz at various temperatures. Prior
to testing, subjects were acclimated to the test temperature
for at least 15 min and up to approximately 1 h. The first
experiment~Fig. 7A! tested preferences for 90- or 110-Hz
tones as temperature varied. Results are grouped into 2 °C
bins and plotted with bars extending over the applicable tem-
perature range. Preferred frequencies are indicated with thick
filled bars and nonpreferred frequencies with thin filled bars.
At the lowest temperatures~13.6–15.5 °C!, 9 of 10 respond-
ing fish chose the 90-Hz tone (p50.011); and at the highest
temperatures,~17.6–19.5 °C!, 9 of 11 fish chose the 110-Hz
tone (p50.033).There was no clear preference at interme-
diate temperatures~open bars; 15.6–17.5 °C!.

Figure 7B shows the results of two-choice tests with
stimuli differing by 10 Hz at specific temperatures. Stimulus
choices consisted of continuous tones at 80 and 90 Hz, 90
and 100 Hz, 100 and 110 Hz, and 105 and 115 Hz. Paired
frequency choices are linked by vertical lines, and preferred
frequencies (p<0.05) aremarked with large filled circles;
nonpreferred frequencies, with small filled circles. The num-
ber of fish approaching each stimulus is indicated to the left
of each marker. Frequency preference, significant for all
tests, was neither absolute nor simply directional but de-
pended upon temperature. For example, whereas fish chose
80 Hz over 90 Hz near 12 °C, that preference was reversed at
14.5 °C. The 80-, 90-, and 100-Hz stimuli were each, in dif-
ferent tests, both the preferred and nonpreferred stimulus.
Also plotted in Fig. 7A and B is the expected hum frequency
~dashed line; Brantley and Bass, 1994; and unpublished ob-
servations!, which increases linearly over this temperature
range. Frequency test pairs~Fig. 7B! were chosen to bracket
expected hum frequency, and, for all six tests, fish preferred

the frequency closest to the expected hum frequency at the
test temperature. In four cases this was the lower frequency,
and, in two cases, the higher.

F. Stimulus amplitude

Fish were given a choice between continuous tonal
stimuli that differed by 3 dB~60.5 dB!. Table IV shows
results for three tests demonstrating preferential approach to
the more intense of the two signals. Although speaker output
and the steep drop in sound intensity with distance limited
the range of levels that could be presented, this preference
was apparent over a 6 dBrange at 90 Hz as well as at 100 Hz
and thus was clearly based on amplitude.

G. Frequency modulation

In order to test the importance of frequency constancy
~which is also an indicator of fine temporal waveform peri-
odicity! to signal effectiveness, we compared attraction to
constant frequency and frequency-modulated tones~Table
V!. FM signals consisted of 100 Hz modulated65 or 610
Hz with a modulation rate of 10 Hz. In two-choice tests, fish
preferred a 100-Hz tone to the 100610-Hz FM stimulus
~Table V, test A;p50.038!, although, in separate tests, four
fish presented with just the610-Hz FM stimulus approached
the speaker. When the FM stimulus was modulated only65
Hz, no preference for the tone or FM was observed~Table V,
test B!.

H. Beat stimuli

When two concurrent tones, or hums, of slightly differ-
ent frequencies summate, constructive and destructive inter-
ference results in beats at their difference frequency~dF!.
Because female midshipman approaching a group of hum-
ming males will often encounter beats in the summated
acoustic waveform~see Bodnar and Bass, 1997!, we used

TABLE IV. Results of two-choice tests with tonal stimuli that differed by 3 dB. Response values are numbers
of individual fish approaching each stimulus.

Frequency Stimulus levels To lower To higher Total
Test ~Hz! ~dB re: 1 mPa! intensity intensity responses p-value

A 100 133 and 136 4 14 18 0.015
B 90 131 and 134 1 9 10 0.011
C 90 128 and 131 2 9 11 0.033

TABLE V. Results of two-choice tests between continuously frequency-
modulated~FM! and constant frequency tones. Response values are num-
bers of individual fish approaching each stimulus. Testing conducted at
14.5–15.1 °C~test A! and 15.1–15.3 °C~test B!.

FM 100 Hz Total
Test stimulus FM tone responses p-value

A 100 Hz610 Hz
at 10 Hz 4 12 16 0.038

B 100 Hz65 Hz 14 8 22 0.143
at 10 Hz
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two-choice tests to assess what impact beats might have on
hum attractiveness. First we compared the attractiveness of a
beat waveform played from one speaker~single-source beat!
with a single tone from a second speaker. Then we compared
the attractiveness of a single tone with or without beat inter-
ference from an adjacent speaker~multi-source beat!.

Single-source beat stimuli were generated by adding two
tones,F1 andF2 ~equal toF112 or 15 Hz!, together~Fig.
3!. Tests paired the beat stimulus played out of one speaker
with a single tone stimulus,F1, played out of the second
speaker. Depending on the test, beat stimuli were either
equal in intensity~averaged over a complete beat cycle! to
the tone alternative or equivalent to the tone intensity plus
the F2 intensity. In the latter case, this meant beat stimuli
were up to 3 dB more intense than the tone stimulus. The
depth of the beat modulation was varied by changing the
relative contribution ofF2 to the beat stimulus.

Table VI summarizes the results of the two-choice beat
tests. When fish were given a choice betweenF1 and an
equal intensity 5-Hz beat signal composed ofF2 equal in
amplitude toF1 ~maximum beat depth!, 11 of 13 fish~p
50.011! went to the nonbeat signal~Table VI, test A!. When
the depth of beating was reduced, by reducing the relative
amplitude of theF2 component to one third that ofF1,
while keeping total signal energy the same~test B!, 10 of 11
(p50.006) fish approached the nonbeat stimulus. In tests
C–F, the beatF1 component was not attenuated, resulting in
beat stimuli with higher average intensity than the single
tone stimulus. WithF1 equal in amplitude toF2~Test C!, 10

of 10 fish preferred the nonbeat, lower intensity stimulus.
~This one test was conducted with speaker arrangement C in
Fig. 2!. WhenF2 was reduced to half the amplitude ofF1,
producing shallower envelope modulation~test D!, fish still
tended to approach the nonbeat stimulus~8 of 10,p50.055!.
However, there was no preference whenF2 was only one
quarter the amplitude ofF1 ~test E!. Likewise, whenF2 was
equal to the amplitude ofF1 but the dF was only 2 Hz~test
F!, there was no detectable preference.

Unlike the single-source beat stimuli presented above,
naturally occurring beat waveforms result from interference
between separate sources, which are themselves nonbeating.
In order to separate out the attractiveness of beat stimuli at a
distance from acceptability at the source, fish were tested
with multi-source beat stimuli. This experiment used two
pairs of speakers~Fig. 2, configuration B! with one speaker
in each pair playing the test tone and the neighboring speaker
either playing a second tone, creating a multi-source beat, or
silent. When the test tone, 90, 95, or 100 Hz~chosen to be
attractive at test temperature! was paired with a single tone
‘‘neighbor’’ of equal amplitude and65 Hz from the test
tone, there was no detectable preference among 12 fish for
the tone or beat signal~Table VII, tests A–C!. Likewise,
with a multi-source beat consisting of a 90-Hz test tone plus
a 92-Hz neighbor~test D!, fish went equally to the tone and
beat speakers. When fish approached the beat speakers dur-
ing these tests, they responded to either or both of the tones.

TABLE VI. Results of two-choice playback tests comparing approaches to single tone and two-tone beat stimuli. Beat stimulus tones~F1 andF2! were
combined and presented out of a single speaker.
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III. DISCUSSION

A. Playback and acoustic communication

This study has examined attraction by females and type
I and type II males to synthetic type I male calls in the
plainfin midshipman fish. By isolating acoustic signals from
the potentially complex behavioral milieu, playback allows
more direct comparison between the physical properties of a
sound and the receiver’s response. Whereas playback has
been broadly exploited in terrestrial vertebrates~e.g., reviews
by Gerhardt, 1988; Searcy, 1992; Hauser, 1996!, the study of
midshipman reported here is the first we are aware of in fish
that uses two-choice presentations to test the relative attrac-
tiveness of signals that vary in precisely specified param-
eters.

This study has used one-choice tests of call recognition
and two-choice tests of preferences between simultaneously
presented variants to elucidate several acoustic dimensions
important to female midshipman attraction to male hums.
Recognition and preference are likely to be measures of the
same underlying sensory and neural processing~Ryan and
Rand, 1993!. A call may evoke a response~recognition! over
a range of values for an acoustic parameter~e.g., frequency!;
and, within that range, certain values may be chosen over
others~preference!.

B. Fish phonotaxis

Historically, much more has been known about the pro-
duction of sounds by fish than about their communicatory
significance~reviews by Fineet al., 1977; Myrberg, 1981;
Ladich, 1997!. A small number of playback experiments
with vocal fish have been used to test call function, species
specificity of responses, and behavioral relevance of call pa-
rameters; however, only a very few experiments have tested
differential phonotaxis. Experiments with sunfish~Gerald,
1971!, and cyprinids~Delco, 1960! showed greater attraction
to conspecific than to heterospecific calls. Likewise, in bi-
color damselfish, a conspecific call was more effective than
heterospecific calls in facilitating courtship by males~Myr-
berg and Spires, 1972! and more effective than heterospecific
calls or noise in attracting females~Myrberg et al., 1986!.
Tavolga~1958! found that female and male gobies,Bathygo-
bius soporator, increased activity or approached the trans-
ducer, respectively, in response to playbacks of male court-
ship sounds. Tavolga then presented, one at a time, synthetic
call variants and concluded that the fish were not very selec-

tive as long as stimulus fundamental frequency, pulse dura-
tion and pulse repetition rate fell within certain ranges. By
playing back the calls of a large and a small male bicolor
damselfish near the natural territories of several females,
Myrberget al. ~1986! demonstrated preferential attraction to
the larger male’s call. The larger male’s call was lower in
frequency~see also Myrberget al., 1993!, although it is pos-
sible that temporal differences between these two natural,
amplitude-modulated signals could have influenced female
preference.

An Atlantic relative of the midshipman, the oyster toad-
fish,Opsanus tau, also has nesting males that produce adver-
tisement calls. These ‘‘boatwhistle’’ calls are generally less
than 500 ms in duration and have fundamental frequencies
similar to midshipman signals, though warmer ambient tem-
peratures tend to make boatwhistle frequencies higher~Fine,
1978; Bass and Baker, 1991; Barimo and Fine, 1998!. Most
playback experiments with toadfish have been directed at
calling males, which will increase or decrease their calling
rates in response to certain signals~Winn, 1967, 1972; Fish,
1972!. Winn ~1972! showed that gravid female, and very
occasionally male, toadfish approach speakers playing back
pre-recorded boatwhistles. Only one signal was used, so no
conclusions about call preference could be made.

Ibaraet al. ~1983! tested plainfin midshipman responses
to recorded hums and pure tones. Gravid, but not spent, fe-
males were found to become more active in response to in-
dividually presented tones between 80 and 115 Hz, and five
fish for which data were collected were most responsive to
frequencies around 95 Hz~playback temperatures were not
given!. Midshipman were apparently unable to localize
sound sources in the small test tanks, but in additional tests
in a larger tank, fish approached the active speaker. Again,
fish were not given a choice between signals; and only
stimulus frequency was varied.

C. Phonotaxis and function

Aquarium observations of midshipman acoustic and
spawning behavior~Brantley and Bass, 1994! and both the
present and previous~Ibara et al., 1983! playback studies
strongly support the hypothesis that the midshipman hum
functions as a mate call. Gravid females show the most ro-
bust and consistent phonotactic responses and are clearly
able to localize sound sources even in a non-ideal acoustic
environment, such as the shallow tank used in this study.

TABLE VII. Results for two-choice tests with single tone versus multi-source beat stimuli. For beat stimuli,
equal intensity tones with dF’s of 5 or 2 Hz were projected from adjacent speakers. Response numbers indicate
individual fish approaching each stimulus.

Tone
stimulus

Beat stimulus
components To

To
multi-source Total

Testa ~Hz! ~Hz! tone beat responses p-value

A 90 90 & 95 2 4 6 0.34
B 95 90 & 95 2 0 2 0.25
C 100 100 & 105 2 2 4 0.69
A–C Totals for 5 Hz dF 6 6 12 0.61
D 90 90 & 92 4 6 10 0.38

aTest temperatures~°C!: A, 12.7–14; B, 14; C, 14.2; D, 14.4–14.8.
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The observation that both type I and type II males will
sometimes approach a loudspeaker playing humlike signals
suggests that the hum has a general meaning of ‘‘nesting
male present,’’ and probably plays a role in male–male in-
teractions as well. As noted above, in the related oyster toad-
fish, playback of male calls influenced the calling behavior
of nearby males~Winn, 1967; Fish, 1972! as well as attract-
ing gravid females~Winn, 1972!. Although all three mid-
shipman morphs showed some degree of phonotaxis to
hums, they differed in the motor patterns elicited. This im-
plies that a neural mechanism couples auditory input to the
evocation of sex- and morph-specific reproductive behaviors
~as described by Brantley and Bass, 1994!.

D. Spectral and temporal waveform selectivity

Female midshipman were selective with regard to the
type of sound they found attractive. Pure tones or tones with
harmonics evoked phonotaxis, but noise with comparable en-
ergy at relevant frequencies was never attractive. Thus, au-
dible sound is not sufficient for mate recognition. Noise, by
definition, lacks periodicity in its fine waveform structure,
and the periodicity of the hum waveform is one of its most
salient characters~Fig. 1B!. Hums can be remarkably con-
stant in frequency~Basset al., in press!, and recordings in
the midshipman peripheral auditory system have shown that
inner ear afferents can precisely synchronize~i.e., phase
lock! to the periodicity of tones over the range of frequencies
that attract gravid females~McKibben, 1998!.

To investigate the importance of fine temporal wave-
form periodicity to female preference, fish were given a
choice between constant frequency and frequency-modulated
signals. Continuous frequency modulation produced an ap-
proximately sinusoidal signal with varying intervals between
successive peaks in the waveform. While a pure tone was
preferred over a610-Hz modulated signal, the FM signal
was attractive to at least some fish, and four fish presented
with the FM stimulus alone approached the speaker. Fish
went equally to the tone and FM signal when the modulation
was only 65 Hz. Thus, hum recognition does not require
strict frequency constancy, although increasing degrees of
modulation are likely to make a signal less attractive. A con-
founding aspect of frequency modulation in this system is
the relationship between temperature and frequency prefer-
ence. Although frequency variation over 20 Hz does not ex-
ceed the demonstrated range of recognition at a given tem-
perature ~Fig. 6!, a preference for lower or higher
frequencies could affect the relative attractiveness of the FM
signal depending on temperature and apart from modulation
effects.

E. Duration

Hums generally last on the order of minutes~Ibaraet al.,
1983; Brantley and Bass, 1994!, but we observed females
responding to trains of stimuli as short as 500–750 ms~Fig.
5!. Although much shorter than most hums, 500 ms is con-
siderably longer than a grunt~Brantley and Bass, 1994!. In-
deed, duration may be the critical difference between calls

perceived as hums and as grunts.@Fine et al. ~1977! review
both graded and categorical differences in duration in the call
repertoires of several fish species.#

Over the range of pulsed stimuli tested with midshipman
there was a positive correlation between the duty cycle~per-
cent of time the sound was on! and the attractiveness of the
stimulus~Fig. 5C!. However, in the two cases where stimuli
with different pulse durations had the same duty cycle~Fig.
5, stimuli a and b, c and e!, the stimulus with longer pulse
durations attracted a higher percentage of fish~Fig. 5B!. This
suggests that the duration component of hum recognition
cannot be solely a matter of temporal integration~over hun-
dreds of milliseconds! but depends on the duration of indi-
vidual sound pulses. The threshold duration for hum recog-
nition appears to be around 0.5–1 s. In two-choice tests,
females preferred a continuous tone over a 1 spulsed stimu-
lus. This result, along with the observation that female search
behavior usually ceases when a hum stops, suggests that fe-
males would be more likely to locate and approach a con-
tinuously humming male.

F. Harmonics

The hum fundamental frequency alone is sufficient to
attract female midshipman, and adding the second harmonic
had no effect on stimulus preference. The midshipman’s pe-
ripheral auditory system can encode frequencies up to at
least the third harmonic~around 300 Hz; McKibben, 1998!,
so harmonics could have some behavioral relevance. For ex-
ample, harmonics could increase the detectability of a near-
threshold hum, especially given constraints on sound trans-
mission presented by the physical environment. Midshipman
often nest in the intertidal zone where the water depth is
variable but often considerably less than the 1/4 to 1/2 wave-
length ~15 m for a 100 Hz signal! necessary for efficient
propagation of the fundamental~Forrestet al., 1993!. In such
a constricted space the harmonics’ shorter wavelengths may
be able to propagate further than the fundamental~Fine and
Lenhardt, 1983!.

G. Frequency preference and temperature coupling

In this study, gravid female midshipman approached
tones with fundamental frequencies of 80 to 140 Hz. This is
greater than the 80–115-Hz range found by Ibaraet al.
~1983!, and the full range of attractive frequencies, especially
as temperature is varied, is presumably greater. The funda-
mental frequency of a male’s hum is a function of muscle
contraction rate, determined by the output of a pacemaker-
motoneuron circuit in the hindbrain~Cohen and Winn, 1967;
Bass and Baker, 1990!. The frequency of this rhythmic out-
put and, hence, of the hum, increases linearly with ambient
temperature~Bass and Baker, 1991; Brantley and Bass,
1994!.

The two-choice experiments reported here show that
midshipman are capable of discriminating and choosing be-
tween two signals differing by 10 or 20 Hz. Although these
tests used tones well within the frequency range of midship-
man calls, analysis of field recordings has shown that the
differences in hum fundamental frequency that a female is
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likely to encounter at any one temperature are less than 10
Hz ~Bodnar and Bass, 1997!. Thus, the question of whether
midshipman can discriminate frequency differences that
could influence choice between humming males remains
open. In psychophysical tests with tones around 100 Hz,
goldfish are able to detect frequency differences down to
approximately 5 Hz~Fay, 1970!.

Female frequency preference was temperature depen-
dent and in accord with the temperature dependence of hum
frequency. In two-choice tests with tones differing by 10 or
20 Hz, fish preferred the frequency closest to the expected
hum frequency at the test temperature. However, when fish
were given a choice between 90 and 110 Hz at intermediate
temperatures~15.6–17.5 °C! where the expected hum fre-
quency would be around 100 Hz, they showed no preference.
These results suggest that at a given temperature there will
be a most attractive frequency, with attractiveness falling off
as the frequency is either increased or decreased. Similar
temperature coupling of male calling song and female re-
sponse preferences has been described in crickets~Pires and
Hoy, 1992! and frogs~e.g., Gerhardt and Doherty, 1988! and
has been linked to underlying sensory processes~Brenowitz
et al., 1985!. Temperature dependence of call characteristics
is common in poikilothermic species, and temperature-
dependent reception presumably can enhance the sensitivity
or accuracy of recognition of conspecific calls.

H. Amplitude

Female midshipman preferentially approached the
higher intensity of two tones that differed by just 3 dB. Us-
ing our experimental layout, the responding fish were pre-
sumably able to hear both signals and choose the higher
amplitude. Since both sources were equi-distant from the re-
lease site, this response could reflect assessment either of
source intensity or of relative intensity at the fish’s location
~see Forrest and Raspet, 1994!. Three dB sensitivity is better
than the 3.7–5.2 dB intensity discrimination thresholds ob-
tained for 110-Hz pulsed tones in conditioning experiments
with cod and haddock~Chapman and Johnstone, 1974!. Like
the midshipman, these species lack specialized connections
between the swimbladder and inner ear. Goldfish, known as
‘‘hearing specialists’’ for just such an enhanced transmission
pathway, are sensitive to differences in pulsed tone ampli-
tude of only 2.1 dB at 100 Hz~Fay, 1989!. We did not test
the limits of midshipman discrimination, but the demonstra-
tion of a preference based on a 3 dBdifference suggests that
midshipman sensitivity is likely to be comparable to that of
goldfish and to other vertebrates~Fay, 1989!. It remains to be
seen whether there are true interspecies difference in fish
intensity discrimination abilities or just differences in experi-
mental methods.

I. Concurrent hums and beat stimuli

Perhaps the most striking aspect of the hum signal is its
essential lack of gross temporal structure. Whereas acoustic
communication signals typically have some form of distinct
envelope modulation that contributes to the signal’s behav-
ioral effectiveness~e.g., Winn, 1972; Myrberget al., 1978;

Van Tasell et al., 1987; Gerhardt, 1988; Crawfordet al.,
1997; Penna, 1997!, the midshipman hum is effectively con-
tinuous and flat in amplitude. However, females commonly
encounter acoustic waveforms that are more complex than
those of individual hums. Neighboring males often hum si-
multaneously, and small differences in their fundamental fre-
quencies~,8 Hz! produce beats in the summated acoustic
waveform~Bodnar and Bass, 1997!.

In both the two-choice, frequency preference tests~Fig.
7! and the beat stimulus experiments~Tables VI and VII!
reported here, fish were able to discriminate and localize
sounds in the presence of beat waveforms. For the frequency
tests, the concurrent tones originated from separate speakers
and differed by 10 or 20 Hz. Thus, their interference pro-
duced beats at 10 or 20 Hz. Just as these overlapping signals
did not effectively jam each other and eliminate phonotaxis,
fish were also able to localize and respond to individual
sources in tests with single- or multi-source beat stimuli with
dF’s of 2 or 5 Hz. Thus, female preference for the hums of
individual males must be based on auditory processing that
can extract overlapping hums~Bodnar and Bass, 1997!.

Fish preferred pure tones over certain single-source beat
stimuli. Both beat frequency~dF! and depth of beating ap-
pear to be limiting factors for stimulus attractiveness. In two-
choice tests, fish rejected 5-Hz dF, 100% modulated~F1 and
F2 equal amplitude! beat stimuli in favor ofF1 presented
alone ~Table VI, tests A, C!. WhenF2 was attenuated, re-
ducing the depth of modulation, this preference gradually
disappeared~Table VI, tests D, E!. Fish did not prefer tone
over beat stimuli when the dF was only 2 Hz~Table VI, test
F!.

Beat stimuli differ from single tones in their envelope
modulation and in their spectrum and fine waveform struc-
ture. Any of these differences could have reduced the attrac-
tiveness of certain beat stimuli relative to a tone. As the
frequency components of rejected beat stimuli differed by
only 5 Hz, and FM stimuli that varied by65 Hz ~a 10-Hz
range! were not distinguished from tones, envelope modula-
tion may be the critical factor.

When we presented females with a choice between a
beat waveform created by the summation of single tones
from adjacent speakers and a tone stimulus, no preference
was apparent~Table VII!. Thus, beats did not affect stimulus
attractiveness as long as at their sources they resolved into
individual tones. Multi-source beats more closely mimic
natural beats resulting from the overlap of hums from adja-
cent males.

Comparing responses to single- and multi-source beats
suggests strategies females may use to accomplish the real
world listening task, extracting individual calls from sum-
mated waveforms. Single- and multi-source beats are likely
to be perceived similarly at some distance from the speakers.
If this is the case, the differences in response could reflect
differential perception based on spatial sampling. The appar-
ent depth of modulation for multi-source beats is dependent
upon the relative amplitudes and distances to the two signals.
Thus, not only can the effective magnitude of the beating
change, and become smaller, with position for a multi-source
beat, but, by attending to beats, receivers could gauge their
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relative proximity to an individual source. Given the re-
sponse criteria applied in this study, it is also possible that
rejection of single-source beat stimuli occurs only after the
fish has approached the source. Indeed, fish were sometimes
observed to orient toward and begin to approach a speaker
playing a strongly beating waveform and then to swim away,
implying recognition of the summated waveform that oper-
ates at a distance but not at the source.

Alternatively, although the two speakers used here to
create the multi-source beat were side by side, it is possible
that, due to directional selectivity of sound transducing hair
cells in the fish ear, the angular separation of the sources was
sufficient to diminish the effective interference~review of
directional masking data in Fay, 1988; Fay and Edds-
Walton, 1997!. In effect, each tone would be processed by a
separate channel, and beating would not be a problem.

IV. SUMMARY AND CONCLUSIONS

First, this study supports the conclusion of Ibaraet al.
~1983! that the plainfin midshipman hum functions as a mate
call, and extends that finding by describing the phonotactic
response of both male morphs as well as of gravid females.
Second, results from one and two-choice tests show that fe-
male midshipman fish respond selectively to audible sounds
and are capable of differentiating and choosing between
acoustic signals that differ in duration, frequency, amplitude,
and spectral/temporal content. Although it is most straight-
forward to examine preference functions along one dimen-
sion, in reality there are probably interactions between vari-
ous signal parameters such that they create a multi-
dimensional preference space~Doherty, 1985; Ryan and
Rand, 1993; Forrest and Raspet, 1994!. This study has not
directly addressed the influences of one parameter on an-
other, but it is apparent, for example, that, although fish can
discriminate small amplitude differences, they do not always
prefer the more intense signal.

In the absence of any data correlating hum characteris-
tics with male or nest quality, we do not know whether fe-
males would benefit from acoustic choosiness beyond that
necessary to locate a conspecific male. However, females do
make a large investment in one clutch of eggs that is appar-
ently deposited in a single nest~DeMartini, 1988; Brantley
and Bass, 1994!, and search behavior could be costly. Thus,
selection would likely have favored acoustic discrimination
that enabled females to extract any available information
about mate or nest quality from male hums.

The midshipman’s simple acoustic signals and unam-
biguous phonotactic responses make it a promising system
for understanding the receiver mechanisms of communica-
tion, both in terms of behavioral decisions and the underly-
ing neural coding.

ACKNOWLEDGMENTS

We would like to thank Margaret Marchaterre and
Deana Bodnar for logistical support and advice during this
study, and Deana Bodnar, Christopher Clark, Ronald Hoy,
and the reviewers for their comments on the manuscript.

This research was supported by a training grant from NIMH
~5T32GM07469!. a Clare Booth Luce Fellowship, and NIH
Grant No. DC-00092.

Barimo, J. F., and Fine, M. L.~1998!. ‘‘Relationship of swim-bladder shape
to the directionality pattern of underwater sound in the oyster toadfish,’’
Can. J. Zool.76, 134–143.

Bass, A. H.~1992!. ‘‘Dimorphic male brains and alternative reproductive
tactics in a vocalizing fish,’’ Trends Neurosci.15, 139–145.

Bass, A. H.~1996!. ‘‘Shaping brain sexuality,’’ Am. Sci.84, 352–363.
Bass, A. H., and Baker, R.~1990!. ‘‘Sexual dimorphisms in the vocal con-

trol system of a teleost fish: Morphology of physiologically identified
neurons,’’ J. Neurobiol.21, 1155–1168.

Bass, A. H., and Baker, R.~1991!. ‘‘Evolution of homologous vocal control
traits,’’ Brain Behav. Evol.38, 240–254.

Bass, A. H., Bodnar, D. A., and Marchaterre, M. A.~in press!. ‘‘Comple-
mentary explanations for existing phenotypes in an acoustic communica-
tion system,’’ in Neural Mechanisms of Communication, edited by M.
Hauser and M. Konishi~MIT, Cambridge!.

Bodnar, D. A. ~1996!. ‘‘The separate and combined effects of harmonic
structure, phase, and FM on female preferences in the barking treefrog
~Hyla gratiosa),’’ J. Comp. Physiol. A178, 173–182.

Bodnar, D. A., and Bass, A. H.~1997!. ‘‘Temporal coding of concurrent
acoustic signals in auditory midbrain,’’ J. Neurosci.17, 7553–7564.

Brantley, R. K., and Bass, A. H.~1994!. ‘‘Alternative male spawning tactics
and acoustic signals in the plainfin midshipman fish,Porichthys notatus
~Teleostei, Batrachoididae!,’’ Ethology 96, 213-232.

Brenowitz, E. A., Rose, G., and Capranica, R. R.~1985!. ‘‘Neural correlates
of temperature coupling in the vocal communication system of the gray
treefrog~Hyla versicolor!,’’ Brain Res.359, 364–367.

Chapman, C. J., and Johnstone, A. D. F.~1974!. ‘‘Some auditory discrimi-
nation experiments on marine fish,’’ J. Exp. Biol.61, 521–528.

Cohen, M. J., and Winn, H. E.~1967!. ‘‘Electrophysiological observations
on hearing and sound production in the fish,Poichthys notatus,’’ J. Exp.
Zool. 165, 355–370.

Crawford, J. D., Cook, A. P., and Heberlain, A. S.~1997!. ‘‘Bioacoustic
behavior of African fishes~Mormyridae!: Potential cures for species and
individual recognition inPolliymrus,’’ J. Acoust. Soc. Am.102, 1200–
1212.

Delco, E. A., Jr.~1960!. ‘‘Sound discrimination by males of two cyprinid
fishes,’’ Tex. J. Sci.12, 48–54.

DeMartini, E. E.~1988!. ‘‘Spawning success of the male plainfin midship-
man. I. Influences of male body size and area of spawning site,’’ J. Exp.
Mar. Biol. Ecol.121, 177–192.

Doherty, J. A.~1985!. ‘‘Temperature coupling and ‘trade-off’ phenomena in
the acoustic communication system of the cricket,Gryllus bimaculatusDe
Geer~Gryllidae!,’’ J. Exp. Biol. 114, 17–35.

Fay, R. R.~1970!. ‘‘Auditory frequency discrimination in the goldfish~Car-
assius auratus!,’’ J. Comp. Physiol. Psychol.73, 175–180.

Fay, R. R.~1988!. Hearing in Vertebrates: A Psychophysics Databook~Hill-
Fay Associates, Winnetka, IL!.

Fay, R. R.~1989!. ‘‘Intensity discrimination of pulsed tones by the goldfish
~Carassius auratus!,’’ J. Acoust. Soc. Am.85, 500–502.

Fay, R. R., and Edds-Walton, P. L.~1997!. ‘‘Directional response properties
of saccular afferents of the toadfish,Opsanus tau,’’ Hearing Res.111,
1–21.

Fine, M. L. ~1978!. ‘‘Seasonal and geographical variation of the mating call
of the Oyster Toadfish,Opsanus tau L.,’’ Oecologia36, 45–57.

Fine, M. L., and Lenhardt, M. L.~1983!. ‘‘Shallow-water propagation of the
toadfish mating call,’’ Comp. Biochem. Physiol. A76, 225–231.

Fine, M. L., Winn, H. E., and Olla, B. L.~1977!. ‘‘Communication in
fishes,’’ in How Animals Communicate, edited by T. A. Sebeok~Indiana
U.P., Bloomington!, pp. 472–518.

Fish, J. F.~1972!. ‘‘The effect of sound playback on the toadfish,’’ inBe-
havior of Marine Animals, Volume 2: Vertebrates, edited by H. E. Winn
and B. L. Olla~Plenum, New York!, pp. 386–434.

Forrest, T. G., Miller, G. L., and Zagar, J. R.~1993!. ‘‘Sound propagation in
shallow water: Implications for acoustic communication by aquatic ani-
mals,’’ Bioacoustics4, 259–270.

Forrest, T. G., and Raspet, R.~1994!. ‘‘Models of female choice in acoustic
communication,’’ Behav. Ecol.5, 293–303.

Gerald, J. W.~1971!. ‘‘Sound production during courtship in six species of
sunfish~Centrarchidae!,’’ Evolution ~Lawrence, Kans.! 25, 75–87.

3532 3532J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 J. R. McKibben and A. H. Bass: Signal recognition in fish



Gerhardt, H. C.~1988!. ‘‘Acoustic properties used in call recognition by
frogs and toads,’’ inThe Evolution of the Amphibian Auditory System,
edited by B. Fritzsch, M. J. Ryan, W. Wilczynski, T. E. Hetherington, and
W. Walkowiak ~Wiley, New York!, pp. 455–483.

Gerhardt, H. C., and Doherty, J. A.~1988!. ‘‘Acoustic communication in the
gray treefrog,Hyla versicolor: Evolutionary and neurobiological implica-
tions,’’ J. Comp. Physiol. A162, 261–278.

Hauser, M. D.~1996!. The Evolution of Communication~MIT, Cambridge!.
Ibara, R. M., Penny, L. T., Ebeling, A. W., Van Dykhuizen, G., and Cailliet,

G. ~1983!. ‘‘The mating call of the plainfin midshipman fish,Porichthys
notatus,’’ in Predators and Prey in Fishes, edited by D. L. G. Noakes, D.
G. Lindquist, G. S. Helfman, and J. A. Ward~Dr. W. Junk Publishers, The
Hague, The Netherlands!, pp. 205–212.

Ladich, F.~1997!. ‘‘Agonistic behavior and significance of sounds in vocal-
izing fish,’’ Mar. Fresh. Behav. Physiol.29, 87–108.

McKibben, J. R.~1998!. ‘‘A neuroethological analysis of acoustic commu-
nication in the plainfin midshipman fish,Porichthys notatus,’’ Ph.D. the-
sis, Cornell University, Ithaca, NY.

Myrberg, A. A., Jr. ~1981!. ‘‘Sound communication and interception in
fishes,’’ inHearing and Sound Communication in Fishes, edited by W. N.
Tavolga, A. N. Popper, and R. R. Fay~Springer-Verlag, New York!, pp.
395–425.

Myrberg, A. A., Jr., Ha, S. J., and Shamblott, M. J.~1993!. ‘‘The sounds of
bicolor damselfish~Pomacentrus partitus!: Predictors of body size and a
spectral basis for individual recognition and assessment,’’ J. Acoust. Soc.
Am. 94, 3067–3070.

Myrberg, A. A., Jr., Mohler, M., and Catala, J. C.~1986!. ‘‘Sound produc-
tion by males of a coral reef fish~Pomocentrus partitus!: Its significance
to females,’’ Anim. Behav.34, 923–933.

Myrberg, A. A., Jr., and Spires, J. Y.~1972!. ‘‘Sound discrimination by the
bicolor damselfish,Eupomacentrus partitus,’’ J. Exp. Biol. 57, 727–735.

Myrberg, A., Spanier, E., and Ha, S.~1978!. ‘‘Temporal patterning in acous-
tic communication,’’ inContrasts in Behavior, edited by E. Reese and F.
Lighter ~Wiley, New York!. pp. 137–179.

Penna, M.~1997!. ‘‘Selectivity of evoked vocal responses in the time do-
main by frogs of the genusBatrachyla,’’ J. Herpetology31, 202–217.

Pires, A., and Hoy, R. R.~1992!. ‘‘Temperature coupling in cricket acoustic
communication: I. Field and laboratory studies of temperature effects on
calling song production and recognition inGryllus firmus,’’ J. Comp.
Physiol. A171, 69–78.

Popper, A. N., and Fay, R. R.~1993!. ‘‘Sound detection and processing by
fish: Critical review and major research questions,’’ Brain Behav. Evol.
41, 14–38.

Ryan, M. J., and Rand, A. S.~1993!. ‘‘Species recognition and sexual se-
lection as a unitary problem in animal communication,’’ Evolution
~Lawrence, Kans.! 47, 647–657.

Searcy, W. A.~1992!. ‘‘Song repertoire and mate choice in birds,’’ Am.
Zool. 32, 71–80.

Tavolga, W. N.~1958!. ‘‘The significance of underwater sounds produced
by males of the gobiid fish,Bathygobius soporator,’’ Physiol. Zool. 31,
259–271.

Tavolga, W. N.~1971!. ‘‘Sound production and detection,’’ inFish Physi-
ology, edited by W. S. Hoar and D. J. Randall~Academic, New York!,
Vol. 5, pp. 135–205.

Van Tasell, D. J., Soli, S. D., Kirby, V. M., and Widin, G. P.~1987!.
‘‘Speech waveform envelope cues for consonant recognition,’’ J. Acoust.
Soc. Am.82, 1152–1161.

Walker, H. J., and Rosenblatt, R. H.~1988!. ‘‘Pacific toadfishes of the genus
Porichthys ~Batrachoididae! with descriptions of three new species,’’
Copeia1988, 887–904.

Winn, H. E. ~1967!. ‘‘Vocal facilitation and the biological significance of
fish sounds,’’ inMarine Bioacoustics, edited by W. N. Tavolga~Perga-
mon, Oxford!, Vol. 2, pp. 213–230.

Winn, H. E. ~1972!. ‘‘Acoustic discrimination by the toadfish with com-
ments on signal systems,’’ inBehavior of Marine Animals, Volume 2:
Vertebrates, edited by H. E. Winn and B. L. Olla~Plenum, New York!,
pp. 361–385.

3533 3533J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 J. R. McKibben and A. H. Bass: Signal recognition in fish



Effects of ear of entry and perceived location of synchronous
and asynchronous components on mistuning detectiona)

Hedwig Gockelb) and Robert P. Carlyon
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Listeners were required to detect mistuning imposed on the center~‘‘target’’ ! component of a
200-ms complex consisting of the first seven harmonics of a 500-Hz fundamental. In the standard
interval of each 2IFC trial, all components were frequency modulated in-phase by a 5-Hz sinusoid.
In the signal interval the frequency modulation of the target component was inverted in-phase,
thereby introducing a mistuning proportional to the depth of FM. In a similar experiment, using
monaural presentation, Carlyon@J. Acoust. Soc. Am.95, 2622–2630~1994!# reported a substantial
elevation of thresholds in the presence of an unmodulated asynchronous interferer with frequency
identical to the mean frequency of the target. This was attributed to the interferer, causing the target
component to be perceptually segregated from the remainder of the complex, thereby impairing
across-frequency comparisons. Experiment 1 of the present study showed that an interferer
presentedcontralaterallyfor 200 ms before and 100 ms after the signal complex~no simultaneous
presentation! also impaired performance, but to a lesser extent than an ipsilaterally presented one.
Experiment 2 showed that an interferer which was presented dichotically with an interaural level
difference~ILD ! of 10 dB, so that it was perceived contralaterally, had the same~large! effect as if
it were presented ipsilaterally. Experiment 3 showed that, in the absence of any interferer,
performance was impaired when the nontarget components were presented contralaterally to the
target component. However, performance was not impaired when the nontarget components were
presented dichotically with an ILD of 20 dB, so that they were perceived contralaterally to the target
component. It is concluded that the level of performance in the mistuning task is determined by
whether the target is presented to the same ear as the rest of the complex, rather than by its perceived
location. © 1998 Acoustical Society of America.@S0001-4966~98!05212-6#

PACS numbers: 43.66.Hg, 43.66.Rq, 43.66.Mk@DWG#

INTRODUCTION

In our physical world a single periodic source gives rise
to components with a harmonic frequency relationship, i.e.,
components which have frequencies corresponding to integer
multiples of a common fundamental frequency~‘‘ F0’’ !.
Such harmonically related components are usually perceptu-
ally grouped together, i.e., perceived as one sound source.
However, most often there are not only one but several
sound sources present at the same time. This means that
many components originating from different sources reach
our ears simultaneously, so that we are confronted with the
problem of which components to group together, and which
components to segregate from each other in order to identify
the number and characteristics of the sound sources in the
environment. This process, concurrent sound segregation,
stresses our ability to organizesimultaneousauditory input.
There is another question, namely how to group together
auditory eventsspaced in time. The effectiveness of a certain
cue in sound segregation may differ, depending on whether
the simultaneous or the sequential aspect of the condition is
more dominant. The two processes are not independent of
each other, and although the first two experiments in the
present paper included sequential aspects, the focus will be

on concurrent sound segregation. A number of studies have
demonstrated the importance of across-channel processes for
concurrent sound segregation~for a review, see Darwin and
Carlyon, 1995!. Some of the paradigms used in these studies,
together with relevant cues that were identified to play a role
in concurrent sound segregation, will be reviewed below.

One of the most important cues for concurrent sound
segregation is mistuning~Moore et al., 1986; Hartmann
et al., 1990!. Moore et al. ~1985! showed that the detection
of a mistuned component in a complex tone can be based on
two different cues, depending on the number or the resolv-
ability of the mistuned harmonic. For low harmonics, the
inharmonic partial appears to stand out from the complex
tone as a whole. For high harmonics~above the fifth! the
mistuning is detected as a kind of beat or roughness. This
beat cue arises from the interaction of the mistuned compo-
nent with its neighbors in a single auditory filter, and its
usefulness depends crucially on stimulus duration. For
stimulus durations of 50 ms, Mooreet al. found approxi-
mately constant thresholds for the detection of mistuning
across harmonic number~thresholds expressed as percentage
of the harmonic frequency!, while for longer stimulus dura-
tions ~410 ms and longer! thresholds decreased with increas-
ing harmonic number.

Another important factor affecting concurrent sound
segregation is onset and offset asynchrony. For example,
Bregman and Pinker~1978! demonstrated that for onset

a!Some of the results in this paper were presented at the 133rd meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.101, 3107~A! ~1997!#.

b!Electronic mail: hedwig.gockel@mrc-cbu.cam.ac.uk
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asynchronies of at least 30 ms, the perceived timbre of a
two-tone complex changed, a consequence of the leading
tone being ‘‘heard out’’ as an individual stream with a much
reduced influence on the timbre of the complex. Similarly,
Darwin and Ciocca~1992! found that the pitch shift pro-
duced by a slightly mistuned harmonic in an otherwise har-
monic complex tone was reduced by turning on the mistuned
harmonic more than about 80 ms before the rest of the com-
plex. The effect of onset asynchrony could be partially elimi-
nated by presenting an~in-tune! complex tone simulta-
neously with the leading part of the mistuned component
~Ciocca and Darwin, 1993!. Thus presenting another stimu-
lus, with which the leading part of the mistuned component
could be grouped, prevented its continuation~the simulta-
neous part of the mistuned component! from being segre-
gated from the original complex tone and thereby restored its
influence on the calculation of pitch.

Evidence that onset asynchronies can affect across-
channel processes for concurrent sound segregation has also
been found in another paradigm. In a profile analysis task,
subjects typically discriminate between two complex tones,
one with a flat spectrum and the other with an amplitude
increment added in-phase to one of its components~the tar-
get component!. Green and Dai~1992! reported that thresh-
olds ~the size of the increment! in this task increased consid-
erably when the target started about 50 ms earlier than the
remainder of the complex, compared to the case where all
components started together. Again, the effect of onset asyn-
chrony could be counteracted by presenting a complex tone
simultaneously with the leading part of the incremented
component~Hill and Bailey, 1997!. Analogous findings to
the effects of onset asynchrony and the ability of regrouping
the leading part in pitch matching and profile analysis para-
digms have been reported for the detection of a mistuned
component in a complex tone~Carlyon, 1994a!, for the in-
fluence of an individual harmonic on vowel perception~Dar-
win and Sutherland, 1984!, and for the influence of an indi-
vidual harmonic on vowel perception when there are
interaural time disparities~Darwin and Hukin, 1997!.

A third factor, lateralization, has been found to produce
more varied results, especially in concurrent sound segrega-
tion. In sequentialstreaming, where subjects can attend to a
sequence of auditory events extended over time, lateraliza-
tion effects may be more substantial. For example, Deutsch
~1979! found much worse performance for identification of a
melodic configuration~an example of sequential streaming!
when the component tones of the melody switched between
ears than when they were presented to the same ear. Simi-
larly, Hartmann and Johnson~1991! found improved melody
recognition when the alternating tones of two interleaved
melodies were presented with an interaural time difference of
500ms, leading at the left for one melody and leading at the
right for the other melody. Thus perceiving the correspond-
ing notes from different directions affected sequential segre-
gation. Forconcurrentsound segregation, Darwin and Cio-
cca~1992! found pitch shifts to be only slightly larger when
the mistuned harmonic was presented to the same ear as the
rest of the complex as opposed to the opposite ear~see also
Houtsma and Goldstein, 1972; Beerends and Houtsma,

1989!. For detection of mistuning of a single, low-numbered
harmonic, Lee and Green~1994! found no difference at all
between thresholds obtained with ipsilateral and with con-
tralateral presentation of the mistuned component relative to
the remainder of the complex. In contrast, in profile analysis,
thresholds increased considerably if the target component
was presented to the opposite ear as the remainder of the
complex ~Green and Kidd, 1983; Bernstein and Green,
1987!. Similarly, Hukin and Darwin~1995! reported a sig-
nificantly reduced contribution to vowel quality of a con-
tralaterally presented component compared to ipsilateral pre-
sentation. This did not hold for contralateral lateralization
due to interaural time differences. Culling and Summerfield
~1995a! found that listeners could take advantage of common
interaural level differences to group together formants for
vowel identification when presented with two simultaneous
vowels, but could take no advantage of interaural time dif-
ferences.

Another potential factor in concurrent sound segrega-
tion, that of frequency modulation~FM!, has also been ex-
tensively investigated~Carlyon, 1991, 1992, 1994b; Culling
and Summerfield, 1995b; McAdams, 1989!. It has been
found that theexistenceof frequency modulation against a
steadyunmodulatedbackground can lead to increased segre-
gation ~McAdams, 1989; Summerfield and Culling, 1992!.
However, incoherent FMper sedid not increase segregation
if no concomitant inharmonicity cues were provided. For ex-
ample, Summerfield and Culling~1992! showed that two
vowels with a staticF0 difference between them were not
segregated according to incoherent FM. Carlyon~1991!
showed that incoherent FM of one component in a complex
harmonic tone was detected only by virtue of the resulting
mistuning. Once the complex tone was inharmonic~when
steady!, coherent FM could not be discriminated from inco-
herent FM. He also showed that the psychometric functions
for the detection of a simple mistuning imposed on one com-
ponent of a harmonic sound could account for the corre-
sponding functions describing the detection of FM incoher-
ence.

The present experiments extended Carlyon’s~1994a!
study on the effects of onset/offset asynchrony on the detec-
tion of mistuning~see above! from monaural to dichotic pre-
sentation. Listeners were presented with frequency-
modulated harmonic complex tones where the mistuning
resulted from inverting the phase of the frequency modula-
tion of the target component. In such a task, the subjective
cue is described as hearing out the mistuned component. The
onset/offset timing differences between the target and the
nontarget components~NTCs! were produced by presenting
a sinusoidal ‘‘interferer,’’ identical in frequency to the mean
frequency of the target component, for a certain time before
and after~but not simultaneously with! the complex tone.
The experiments investigated how listeners’ ability to detect
mistuning is affected by differences in lateralization of the
asynchronous part of the stimuli and by differences in later-
alization between the mistuned component~the target! and
the nontarget components of the complex tone. A crucial
distinction is drawn between those effects driven by the per-
ceived location of a component, and those determined by its
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‘‘ear of entry.’’ In experiments 1 and 2, the lateralization of
the interferer was manipulated, while, in experiment 3, the
lateralization of the NTCs relative to the target component
was varied. The results indicated that detection of mistuning
is a robust ability, which is impaired most by differences in
onset and offset timing, and to a lesser extent by differences
in lateralization.

I. GENERAL METHOD

In this section, the general procedure and stimuli in the
absence of any interferer will be described. Variations in
procedure and stimulus presentation in the different condi-
tions will be given in the sections describing the individual
experiments.

In a 2I-2AFC task, subjects were required to discrimi-
nate between two complex tones both consisting of the first
seven harmonics of a 500-Hz fundamental, frequency modu-
lated by a 5-Hz sinusoid. In the standard interval, all com-
ponents were frequency-modulated~FM! in-phase, and by
the same percentage of their carrier frequency. Thus at all
times the component frequencies were harmonically related
to each other. In the signal interval, the FM of the target
component was inverted in-phase, thereby introducing a mis-
tuning proportional to the depth of FM~Demany and Semal,
1988!. The use of FM sounds should prevent subjects from
basing their judgements on sequential pitch comparisons and
make them rely solely on momentarily inharmonicity. As
mentioned above, the difference between incoherent and co-
herent FM can only be detected by virtue of the resulting
mistuning introduced~e.g., Carlyon, 1991, 1994b!. The ini-
tial phase of the modulator was chosen randomly for each
presentation, following a rectangular distribution ranging
from 0 to 2p. Equation~1! specifies the basic stimuli:

y~ t !5 (
n51

7

A sin 2pF f nt10.01P fn

3E
t50

t

@cos~2p f mt1u rand1unm!dt#G , ~1!

where A is an amplitude constant,f n is the ~carrier! fre-
quency of thenth component,P is the modulation depth as
percentage of the carrier frequency,f m is the modulation
frequency~5 Hz!, u rand specifies the initial modulator phase
for all components and has a random value between 0 and
2p, andunm is the modulator phase of componentn re: the
modulator phase of the other components.unm was equal to
p for the target component in the signal interval and was
zero in the standard interval. Schematic spectrograms of the
stimuli are shown in Fig. 1~a!, ~b!, and~c!. Figure 1~a! shows
an example of the standard stimulus, while Fig. 1~b! and~c!
shows examples of the signal stimulus for two different ini-
tial modulator phases@u rand equals 90° and 270° in Fig. 1~b!
and ~c!, respectively#.

The stimuli were presented at a level of 45 dB SPL per
component in a background of pink noise~low-pass filtered
at 5 kHz, with a spectrum level of 6.5 dB at 2 kHz!. The low
sensation level and pink noise background were chosen to
minimize possible within-channel cues. The stimulus dura-

tion was 200 ms including 5-ms raised-cosine ramps. The
inter-stimulus interval was 450 ms. All stimuli were gener-
ated digitally, played out by a 16-bit digital-to-analog con-
verter ~CED 1401 plus! at a sampling rate of 10 kHz, and
low-pass filtered at 4.3 kHz~target component: Kemo VBF/
25.01; attenuation 100 dB/oct; other components: Kemo
VBF/25.03; attenuation 48 dB/oct1!. The stimuli were pre-
sented over Sennheiser HD 414 headphones. Subjects were
seated individually in a sound-insulated booth. Feedback was
provided following each response.

The same four subjects participated in all experiments.
Subjects ranged in age from 25 to 36 years, and their quiet
thresholds at octave frequencies between 250 and 8000 Hz
were within 15 dB of the 1969 ANSI standard. In monaural
conditions, the stimuli were delivered to the right ear for
subject 01 and to the left ear for subjects 02, 03, and 04. The
ear used in monaural conditions will be referred to as the
‘‘reference ear.’’ In binaural conditions, the ‘‘contralateral’’
side generally means contralateral to the reference ear. Only
subject 03 had a high level of musical education, and only
subject 04 was male. Subject 02 was the first author.

II. EXPERIMENT 1

A. Rationale

In a similar experiment, usingmonaural presentation,
Carlyon ~1994a! reported a substantial elevation of thresh-

FIG. 1. Schematic spectrograms of stimuli:~a! standard interval,u rand

590°; ~b! signal interval,u rand590°; ~c! signal interval,u rand5270°; ~d!
signal interval with sinusoidal interferer,u rand5270°; ~e! signal interval
with ‘‘0.33’’ complex interferer; ~f! signal interval with ‘‘0.5’’ complex
interferer. Note that an extreme FM depth has been chosen for illustrative
purposes.
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olds in the presence of an unmodulated asynchronous sinu-
soidal interferer whose frequency was identical to the mean
frequency of the target component. He explained this by stat-
ing that the interferer caused the target component to be per-
ceptually segregated from the remainder of the complex
~similar to the effect of asynchronously gating the onset of
the target component!, thereby impairing across-frequency
comparisons. While Carlyon~1994a! ran some conditions
where the interferer was presented simultaneously with the
main signal~as well as before and after!, in the present ex-
periments the interferer was only presented before and after
but never simultaneously with the main signal.

The objective of the first experiment was to investigate
whether an interferer presented contralaterally to the main
signal complex would also result in perceptual segregation of
the target component, and thereby lead to an increase in
thresholds relative to a condition without any interferer. This
would provide some information concerning the possible
‘‘site’’ of the streaming mechanism in the processing of au-
ditory information. If there were no effect of a contralaterally
presented interferer at all, then this would argue for the
streaming mechanism being driven by ear-specific informa-
tion only. If, on the other hand, the effects of the contralat-
eral and ipsilateral interferer were of the same size, then this
would argue for a streaming mechanism located at a stage in
auditory processing which follows the combination of infor-
mation across the two ears~the superior olive or a higher
level!.

To control for the possibility that the contralateral inter-
ferer might reduce performance not because of streaming
effects but due to pure distraction or shift in spatial attention,
three different types of interferers were used:~a! a sinusoid
whose frequency was identical to the mean frequency of the
target component@see Fig. 1~d!#; ~b! a complex tone withF0
equal to 333 Hz, consisting of seven successive harmonics,
with the frequency of the first component equal to 1 kHz@see
Fig. 1~e!#; and ~c! a complex tone consisting of the first
seven harmonics of 500 Hz@see Fig. 1~f!#. These three types
of interferers will be abbreviated as ‘‘Sin,’’ ‘‘0.33,’’ and
‘‘0.5,’’ respectively. The sinusoidal interferer was expected
to stream out the target component~at least for ipsilateral
presentation!. The complex tones were expected to produce
little or no streaming effect, because the component in them
corresponding in frequency to the mean frequency of the
target component was assumed to be perceptually grouped
with the rest of the complex, thereby preventing it from
streaming out the target component~see, Darwin and Suth-
erland, 1984; Ciocca and Darwin, 1993; Carlyon, 1994a;
Darwin and Hukin, 1997; Hill and Bailey, 1997 for similar
regrouping of a leading ‘‘interferer’’!. Two different F0s
were used for the complex interferers, one identical to and
one different from the meanF0 of the main complex, to
assess the importance of a correspondence inF0 of the in-
terferer and the main complex in reducing or canceling the
streaming effect.

If contralateral presentation of the complex interferers
produced a similar reduction in performance to that of the
contralateral sinusoidal interferer, then this would argue for
an explanation in terms of ‘‘distraction’’ or ‘‘spatial atten-

tion’’ rather than in terms of auditory streaming. If, however,
a reduction in performance with contralateral presentation
occurred only forsinusoidalinterferers, then this would pro-
vide evidence for an explanation based on streaming rather
than on distraction or shifts of spatial attention.

Two levels of presentation for the interferer, 39 dB and
45 dB SPL per component, were used. Carlyon~1994a! re-
ported a larger increase in thresholds for higher interferer
levels than for lower. However, in his conditions~which in-
cluded level variation! the simultaneous part of the interferer
was presented too. Since, in his study, a synchronous/
simultaneous interferer increased thresholds for higher but
not for low presentation levels, the level effect observed for
asynchronous interferers could have been mainly due to the
increase in level of the simultaneous part. The use of two
different levels in the present paradigm allows us to deter-
mine whether the level of the~nonsimultaneous! interferer
affects its ability to capture the target component~cf. Warren
et al., 1994; Darwin, 1995; McAdamset al., 1998!.

B. Method

In all experiments, interferers~when present! were pre-
sented for 200 ms immediately before and 100 ms immedi-
ately after the main signal complex~including 5-ms raised-
cosine ramps! with no simultaneous portion. As described
above, three types of interferer were used: ‘‘Sin,’’ ‘‘0.33,’’
and ‘‘0.5.’’ Note that all interferers included the 2-kHz sinu-
soidal component, which was presented alone in the first
condition, but corresponded to the fourth of the harmonics
presented in the complex tones for conditions ‘‘0.33’’ and
‘‘0.5.’’ Two levels of presentation for the interferer, 39 dB
and 45 dB SPL per component, were used. The interferer
could be presented either ipsilaterally or contralaterally to
the main signal complex. Thresholds in these 12 interferer
conditions were compared to those for the baseline condition
without any interferer.

In each condition, an adaptive procedure was used to
estimate thresholds. The depth of FM varied according to a
1-up 2-down method, tracking the 70.7% point on the psy-
chometric functions~Levitt, 1971!. The initial factor by
which the depth of FM was changed was 1.21. Following
four reversals, the factor was decreased to 1.1 and 12 further
reversals were obtained. The threshold was defined as the
geometric mean of the FM depth at the last 12 reversals. The
total duration of a single session was about 2 h, including
rest times, which gave 30 threshold estimates. After at least 4
h of practice, 12 threshold estimates were obtained for each
condition and subject.

C. Results

Figure 2 shows the geometric mean thresholds over the
four subjects, and the corresponding standard errors of the
means for the 13 conditions. The asterisk indicates the mean
threshold in the baseline condition~no interferer!. In the
baseline condition the mean threshold was about 0.7%
modulation depth. Thresholds were highest in the ‘‘Sin’’
conditions~triangles!, with a maximum of about 4.5% modu-
lation depth for the ipsilateral presentation at a level of 45 dB
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SPL~large filled triangle!. Thresholds were second highest in
the ‘‘0.33’’ ~squares! and lowest in the ‘‘0.5’’~circles! con-
ditions. In the ‘‘Sin’’ and the ‘‘0.33’’ conditions the higher
level of the interferers~large symbols! led to higher thresh-
olds than the lower presentation level~small symbols!. For
the ipsilateral presentation of the interferer~filled symbols!,
thresholds were on average higher than for the contralateral
presentation~open symbols!.

These results were confirmed by a three-way ANOVA2

~interferer typeX side X level! which showed that all main
effects ~within-subjects! were significant @type: F(2,6)
594.2, p,0.01; side: F(1,3)510.1, p50.05; level:
F(1,3)534.5, p,0.05#. Moreover, post hoc contrasts
showed that all types of interferers were significantly differ-
ent from each other. There were also significant interactions
between type and side@F(2,6)59.29,p,0.05#, and type and
level @F(2,6)517.51, p,0.01#. To investigate specific ef-
fects, data were submitted to specific two-way and one-way
analyses, the results of which will be mentioned where rel-
evant to the hypotheses under investigation.

For the ‘‘0.5’’ interferer ~circles! thresholds were not
significantly different from the baseline@one-way ANOVA
F(4,12)53.1, p50.057#. This indicates that a complex in-
terferer with anF0 equal to the meanF0 of the main com-
plex did not impair detection of mistuning, regardless of the
ear to which it was presented. Presumably, the 2-kHz com-
ponent in the interferer was grouped with the other harmoni-
cally related components of the interferer. Because they all
corresponded in frequency to the mean frequencies of the
components in the main complex, in the case of ipsilateral
presentation, they all grouped with the main stimulus to form
a single integrated percept of the interferer complex and the
main stimulus. In the case of contralateral presentation, the
whole interferer was probably grouped separately from the
main complex. Thus neither contralateral nor ipsilateral pre-
sentation of an interferer impairs performanceper se.

For the ‘‘0.33’’ interferer~squares! thresholds were sig-
nificantly different from the baseline@one-way ANOVA
F(4,12)516.39,p,0.01#. Thus presenting a complex inter-
ferer which differed inF0 from the main complex did impair
detection of mistuning. There are at least two possible expla-

nations for this finding:~1! The change inF0 which resulted
in a marked change in the perception of the pitch of the
stimulus might have distracted subjects and thereby reduced
reliable perception of the more subtle mistuning cue.~2! If
there is a temporal overintegration process in pitch determi-
nation ~Carlyon, 1996; Micheyl and Carlyon, 1998!, this
could have led to a less clear perception of the main com-
plex’s pitch at its beginning and end. This would have re-
duced the effective presentation time of the main complex
and hence reduced the detectability of the mistuning.

For the ipsilateral presentations, the general pattern of
results described above is quite clear, confirming the findings
reported by Carlyon~1994a!. Although the thresholds mea-
sured in the present experiment were in general a bit lower
than the ones he reported, presumably due to more practice
and/or interindividual differences, the overall pattern was
replicated.3 Thresholds in the ipsi45 conditions were also
lower than reported by Carlyon~1994a!. However, this is
probably partly due to the fact that in the present experi-
ments there was no simultaneous part to the interferer, while
in the earlier experiments the simultaneous part of the inter-
ferer was also presented, and was found to have an effect for
higher levels but not for lower levels.

For the contralateral presentations, the pattern of results
was in general the same as for the ipsilateral presentations,
but threshold shifts were smaller. The sinusoidal interferer
significantly impaired detection of mistuning even when it
was presented contralaterally to the main complex~open
triangles.asterisk at both levels!. The increase in thresholds
was greater for the higher than for the lower level of the
sinusoidal interferer. This was supported by the outcome of a
two-way ANOVA ~calculated exclusively for the contralat-
eral interferers!, which showed a significant main effect of
type of interferer@F(2,6)5102.07,p,0.01# and a signifi-
cant interaction between type and level@F(2,6)55.55, p
,0.05#. It is important to note that the substantial effect of
the contralateral sinusoidal interferer cannot be attributed to
a shift of attention to the contralateral ear, since the con-
tralateral complex interferer ‘‘0.5’’ produced no significant
increase in thresholds. Thus the effect of the sinusoidal in-
terferer is interpreted in terms of streaming, for both sides of
presentation. The sinusoidal interferer probably led to segre-
gation of the target component in both the signal and the
standard interval, thereby making it more difficult to detect
mistuning, since the mistuning itself was detected by hearing
out the target component. The level dependence of the size
of the effect of the sinusoidal interferer might be explained
in terms of perceptual subtraction of the asynchronous inter-
ferer from the complex tone: i.e., the higher the level of the
asynchronous interferer, the smaller the remainder of the tar-
get component within the complex tone~Warrenet al., 1994;
Darwin, 1995; McAdamset al., 1998!.

The streaming effect of the sinusoidal interferer was sig-
nificantly less strong for the contralateral presentation than
for the ipsilateral presentation: a two-way ANOVA calcu-
lated exclusively for the sinusoidal interferer showed a sig-
nificant main effect of side, withF(1,3)515.92, p,0.05.
Hence, although a contralateral interferer can increase
thresholds, the elevation is smaller than with ipsilateral pre-

FIG. 2. Mean thresholds and corresponding standard errors for the 13 con-
ditions ~three types of interferer3 two sides of presentation3 two levels of
presentation1baseline! in experiment 1.
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sentation. Experiment 2 investigated whether the smaller ef-
fect obtained with a contralateral interferer was due to a shift
in its perceived location, or due to there being no interferer
energy in the same ear as the complex.

III. EXPERIMENT 2

A. Rationale and method

Experiment 2 investigated whether perceived location or
ear of presentation was responsible for the reduced effect of
the sinusoidal contralateral interferer in experiment 1. Only
one type of interferer was used, a steady sinusoid whose
frequency was identical to the mean frequency of the target
component~corresponding to ‘‘Sin’’ in experiment 1!. Two
new conditions were run with the same subjects:~1! the in-
terferer was presented diotically at a level of 39 dB SPL; and
~2! the interferer was presented dichotically at a level of 39
dB SPL ipsilaterally and 49 dB SPL contralaterally to the
main signal complex. These two conditions will be abbrevi-
ated as ‘‘I39C39,’’ and ‘‘I39C49,’’ respectively. Again, 12
threshold estimates were obtained for each condition and
subject.

If the reduced streaming effect of the contralaterally pre-
sented interferer in experiment 1 was due to the difference in
perceived location of the interferer relative to the perceived
location of the main complex, thresholds in condition
‘‘I39C49,’’ where the interferer was clearly perceived con-
tralaterally ~see, e.g., Blauert, 1983!, should be lower than
the observed thresholds in the ipsilateral conditions in ex-
periment 1, and be equal to or higher4 than thresholds in the
contralateral condition with a 45 dB SPL interferer. Follow-
ing the same reasoning, one would expect thresholds in con-
dition ‘‘I39C39,’’ where the interferer was lateralized in the
center of the head, to be somewhere between thresholds ob-
served in the ipsilateral 39 dB and the contralateral 39 dB
conditions of experiment 1. If, on the other hand, ear of
presentation was the important factor, then shifting theper-
ceived location of the interferer to the contralateral side
should not reduce thresholds compared to the observed
thresholds in the ipsilateral 39 dB SPL condition of experi-
ment 1.

B. Results

Figure 3 shows the geometric mean thresholds and the
corresponding standard errors of the means for the two new
conditions, and the four conditions with the sinusoidal inter-
ferer in experiment 1, plus the baseline condition. As ex-
pected from the results of experiment 1, a repeated measures
one-way ANOVA showed a significant main effect of con-
dition @F(5,15)513.48, p,0.01#. However, thresholds in
conditions ‘‘ipsi39,’’ ‘‘I39C39,’’ and ‘‘I39C49’’ ~all of
which had the same interferer level at the ipsilateral side! did
not differ significantly from each other, as was shown by a
one-way ANOVA@F(2,6)52.43,p50.17# calculated exclu-
sively for these three conditions. Thus although interferers in
conditions ‘‘ipsi39,’’ ‘‘I39C39,’’ and ‘‘I39C49’’ were heard
at markedly different locations~ipsilateral, central, and con-
tralateral, respectively!, performance was about the same. On
the other hand,post hoccalculated contrasts showed that

thresholds in condition ‘‘I39C39’’ were significantly higher
than thresholds in condition ‘‘contra39’’@F(1,3)512.68,p
,0.05# and that thresholds in condition ‘‘I39C49’’ were sig-
nificantly higher than in condition ‘‘contra45’’@F(1,3)
5744.0,p,0.01# even though in the latter case both inter-
ferers were perceived in approximately the same location.
The simplest explanation of these results is that it was the ear
of presentation rather than the perceived lateralization of the
interferer relative to the main signal complex which affected
detection of mistuning via auditory streaming processes.
This issue will be considered in more detail below.

C. Discussion

The results of experiments 1 and 2 were interpreted as
showing that the ear of presentation rather than the perceived
location of an asynchronous interferer determined perfor-
mance level. This is the most parsimonious explanation.
However, it could be argued that there is an effect of per-
ceived location~similar to purely contralateral presentation!
of the interferer but that this effect of perceived location is
counteracted by an effect of level of presentation, so that it
does not show up in the results. Specifically, performance in
conditions I39C39 and I39C49 might have been similar to
performance in condition ipsi39 not because the level of the
ipsilateral interferer was similar, but because the increase in
level of the interferer from conditions ipsi39 to I39C39 to
I39C49 reduced performance, and because this deterioration
was counterbalanced by the beneficial effects of the corre-
sponding shift in perceived location. This ‘‘counterbalance’’
explanation for the results of experiment 2 is not parsimo-
nous, but in the absence of a conclusive control condition we
cannot rule it out. However, the third experiment—without
any interferers producing level dependent effects—provided
a clear cut control condition; albeit in a slightly different
paradigm.

IV. EXPERIMENT 3

A. Rationale

As mentioned in the Introduction, effects of lateraliza-
tion have been found more consistently in sequential than in
concurrent sound segregation~Deutsch, 1979; Hartmann and

FIG. 3. Mean thresholds and corresponding standard errors for the two
binaural sinusoidal interferer conditions~experiment 2! together with the
four monaural sinusoidal interferer conditions~1 baseline! of experiment 1.
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Johnson, 1991; Hukin and Darwin, 1995; Darwin and Hukin,
in press!. The results of experiment 1 and experiment 2
showed an effect of lateralization on concurrent sound seg-
regation. However, even though the task itself was a concur-
rent sound segregation task, the stimuli in these first two
experiments contained a sequential component, the inter-
ferer. Experiment 3 investigated whether the observed later-
alization effect would generalize to a purely simultaneous
task, without presentation of an interferer. For detection of
mistuning insteadytones, Lee and Green~1994! concluded
that in the absence of within-channel cues~for low target
harmonics! there were no differences between performance
obtained with ipsilateral and performance obtained with con-
tralateral presentation of the mistuned component relative to
the remainder of the complex. However, preliminary mea-
surements with our FM stimuli—without interferer—
indicated that for contralateral presentation the task seemed
much harder. Being quite surprised, since we had taken care
to minimize within-channel cues, we chose to run the experi-
ment using both the original target harmonic number~four!,
and a target with a lower harmonic number~two!. The latter
was intended to reduce within-channel cues still further, and
to allow us to check on the possible role of within-channel
cue effects.

B. Method

Experiment 3 investigated the effects of lateralization on
detection of mistuning. Unlike the first two experiments, no
interferer was presented in experiment 3. The basic stimulus
was similar to the one used in the baseline condition in ex-
periment 1. However, in three conditions the ear of
presentation/lateralization of the target component and the
nontarget components~NTCs! were varied independently
from each other. In the first condition, the NTCs were pre-
sented ipsilaterally to the target component and with the
same level~45 dB SPL! per component. In the second con-
dition, the target was monaural, and the NTCs were pre-
sented dichotically with a level of 45 dB SPL in the ear
ipsilateral and 65 dB SPL in the ear contralateral to the target
component, and thus were perceived contralaterally~see,
e.g., Blauert, 1983!. In the third condition, the NTCs were
presented contralaterally to the target component with a level
of 45 dB SPL. These conditions will be abbreviated as
‘‘ipsi,’’ ‘‘dichotic,’’ and ‘‘contra,’’ respectively. The target
component was either the second or the fourth harmonic of
the complex. The second harmonic was chosen as an addi-
tional target component in this experiment, as an extra con-
trol for the use of within-channel cues. One possible within-
channel cue for discriminating between a harmonic and an
inharmonic stimulus is the difference between the patterns of
amplitude modulation produced by these two stimuli at the
output of an auditory filter centered between the target com-
ponent and the next-highest component. This cue is de-
scribed in detail in Sec. IV D. The low presentation levels
and the pink background noise used throughout the experi-
ments should have minimized such within-channel cues any-
way. However, the use of the second harmonic would reduce
the usefulness of these cues even further, due to the reduc-
tion in auditory filter bandwidth with decreasing center fre-

quency ~Glasberg and Moore, 1990!. Another possible
within-channel cue, which was discussed by Lee and Green,
is an envelope cue~derived from an auditory filter centered
on the target harmonic frequency!. This envelope cue would
be less dependent on presentation level and less affected by
the pink noise background~as the signal-to-background ratio
is greater at the output of an auditory filter centered on the
target!. But, as for the first kind of within-channel cue, this
second type of cue would also be less available for the sec-
ond harmonic than for the fourth. Below~Sec. IV D! it will
be argued that such an envelope cue was not available for the
present stimuli.

Seven-point psychometric functions were measured for
all conditions, since initially it was hard to measure adaptive
thresholds in the ‘‘contra’’ condition, as performance was
very poor for some subjects. The amounts of frequency
modulation were 0.47%, 0.76%, 1.23%, 1.98%, 3.19%,
5.14%, and 8.28%, respectively. Performance for these per-
centages of FM was measured in a blocked design, going
from easy~high % FM! to harder~low % FM! trials and then
from harder to easy trials in blocks of 120 trials each. The
order of conditions ‘‘ipsi,’’ ‘‘dichotic,’’ ‘‘contra,’’ and sec-
ond versus fourth harmonic was randomized over subjects.
Each subject ran 480 trials in each condition, for each per-
centage level of FM.

If there is no segregation of the target component due to
ear of presentation or perceived localization relative to the
NTCs, then performance should be the same in all three con-
ditions. If, however, ear of presentation has an influence on
segregation processes when detecting a mistuned harmonic,
then performance in condition ‘‘contra’’ should be worse
than performance in conditions ‘‘ipsi’’ and ‘‘dichotic,’’
which should be about the same. If, on the other hand, the
segregation processes depend on perceived location, then
performance in condition ‘‘ipsi’’ should be superior to per-
formance in conditions ‘‘dichotic’’ and ‘‘contra,’’ which
should be about the same.

C. Results and discussion

Figure 4 shows the individual detectability indicesd8,
and Fig. 5 shows meand8 scores~averaged over individual
d8 values of the four subjects! as a function of percentage of
frequency modulation. Circles correspond to condition
‘‘ipsi,’’ while squares and triangles correspond to conditions
‘‘dichotic’’ and ‘‘contra,’’ respectively. Filled and open
symbols indicate that the target component corresponded to
the second and the fourth harmonic, respectively. Perfor-
mance tended to be better for the second harmonic target
component~1000 Hz! than for the fourth harmonic target
component~2000 Hz!. This may be due to a loss of phase
locking for higher frequencies~Hartmannet al., 1990!. How-
ever, this trend did not reach significance.5 Note that if
within-channel cues had been used in the ipsilateral condi-
tion, then performance would have been better for the fourth
than for the second target component~Moore et al., 1985;
Lee and Green, 1994!. Also, the use of within-channel cues
is not compatible with the finding that performance tended to
be superior for the second target component in all conditions
to the same extent; within-channel cues such as beating
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could not be present in the contralateral condition. With re-
spect to the main questions investigated in the present ex-
periment, the following effects were confirmed by a repeated
measures three-way ANOVA~harmonic no.X lateralization
X percentage of FM! andpost hoccalculated contrasts. When
the NTCs were presented contralaterally~triangles! perfor-
mance was markedly and significantly worse than when they
were presented ipsilaterally~circles! to the target component
@post hoccomparison:F(1,3)536.72, p,0.01#. However,
dichotic presentation~squares!, in which the NTCs were per-
ceived contralaterally, did not significantly impair perfor-
mance relative to ipsilateral presentation@post hoccompari-
son: F(1,3)52.29, p50.23#. This was true for both target
component conditions~significant main effect of lateraliza-

tion @F(2,6)519.0, p,0.01#, but there wasno significant
interaction between harmonic number and lateralization
@F(2,6)50.51,p50.63#!.

For experiment 3 the ‘‘counterbalance’’ explanation for
the results~see Sec. III C! leads to the prediction that perfor-
mance in conditions ‘‘dichotic’’ and ‘‘ipsi’’ should be simi-
lar, because the higher level of the NTCs in the ear contralat-
eral to the target component~65 dB! would improve
performance, and this would be approximately counterbal-
anced by a negative effect of perceived location of the NTCs,
which shifted away from the target component. If that were
true, then presenting the NTCs only contralaterally with a
level of 65 dB per component~‘‘contra65’’! should improve
performance compared to condition ‘‘contra’’~45 dB SPL!
and should lead to similar performance as in condition ‘‘di-
chotic.’’ To check this, two subjects~01 and 03! ran the
control condition ‘‘contra65’’ interleaved with a replication
of the ‘‘dichotic’’ condition for the second harmonic as the
target component. The results~not shown! indicated no ef-
fect of level of the NTCs in the contralateral ear: values ofd8
in conditions ‘‘contra65’’ and ‘‘dichotic’’ differed to the
same extent as they differed before in conditions ‘‘contra45’’
and ‘‘dichotic.’’ Thus the ‘‘counterbalance’’ explanation did
not hold; performance in conditions ‘‘dichotic’’ and ‘‘ipsi’’
was similar, probably because in these conditions the NTCs
were presented to the same ear as the target component.

D. Possible within-channel cues

As mentioned in Secs. IV A and IV B, one possible in-
terpretation of the difference in performance between the
‘‘dichotic’’ and ‘‘ipsi’’ conditions compared to the ‘‘contra’’
condition in experiment 3 is that for the former detection was
mediated by within-channel interactions between the target

FIG. 4. Individual detectability indices
d8 ~each data point is based on 480
trials! measured in experiment 3 as a
function of percentage of frequency
modulation. Circles correspond to con-
dition ‘‘ipsi,’’ while squares and tri-
angles correspond to conditions ‘‘di-
chotic’’ and ‘‘contra,’’ respectively.
Filled and open symbols indicate that
the target component corresponded to
the second and the fourth harmonic, re-
spectively.

FIG. 5. Meand8 scores measured in experiment 3 as a function of percent-
age of frequency modulation. Circles correspond to condition ‘‘ipsi,’’ while
squares and triangles correspond to conditions ‘‘dichotic’’ and ‘‘contra’’
respectively. Filled and open symbols indicate that the target component
corresponded to the second and the fourth harmonic, respectively.
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and other components. Two kinds of possible within-channel
cues have been mentioned. Each of them will now be dis-
cussed in more detail.

~1! Amplitude modulation of the output of a filter tuned
between the target and the next-highest component: the
modulation depth~at the 5-Hz modulation rate! would be
greater for incoherent than for coherent FM. To minimize the
usefulness of such cues, the stimuli were presented at low
levels and with a pink noise background. Nevertheless, to
further test whether such a cue might have been used, we
calculated excitation patterns~Glasberg and Moore, 1990! of
the stimuli in the ipsilateral ear for a maximum mistuning of
1.98%, at which consistent differences were observed be-
tween the dichotic and contra conditions~Fig. 4!. We mea-
sured the amount by which the excitation in the ‘‘valley’’ of
the excitation pattern~that falling between the two peaks
produced by the target and next-highest harmonic! exceeded
that produced by the pink noise background. The amount of
this ‘‘excess excitation’’ was approximately constant over
stimulus duration~i.e., for different points during the modu-
lation cycle! for coherent FM, although the frequency loca-
tion of the ‘‘valley’’ moved. For incoherent FM, the amount
of this excess excitation varied over the modulation cycle.
When the second harmonic was the target, the amount of the
excess excitation was between 0 and 0.5 dB for the standard
stimulus~coherent FM! and varied between 0 dB and 3 dB
for the signal stimulus~incoherent FM!. The corresponding
figures for the fourth harmonic were between 8 and 10 dB
for the standard stimulus and between 4 and 13 dB for the
signal stimulus, suggesting not only that the within-channel
cue was more audible in this condition, but also that it dif-
fered more between the standard and signal stimuli. Thus
although the amounts of excess excitation were often greater
than zero, an explanation in terms of within-channel cues
would predict that the difference in performance between the
dichotic and contra conditions should be consistently greater
when the fourth, rather than the second, harmonic was mis-
tuned. As can be seen in Fig. 4, this was not the case. Fur-
thermore, these rather weak within-channel cues are similar
to those calculated for the study of Carlyon~1991!, which
measured the ability to discriminate coherent from incoher-
ent FM of the center component relative to the flanking com-
ponents of a 15001210012500 Hz complex. The calculated
excess excitation was around 6 dB for the standard stimulus
~coherent FM! and varied between 0 dB and 10 dB for the
signal stimulus~incoherent FM!. Thus the output of a filter
tuned in between the target and the next-highest harmonic
was modulated in amplitude by 10 dB in Carlyon’s~1991!
study and by 9 dB in the present study. Carlyon’s subjects
could not perform the task. Clearly, if listeners could not use
the within-channel cues in Carlyon’s study, it is unlikely that
they could do so here.

~2! Envelope cue: Lee and Green~1994! concentrated
their discussion of within-channel cues on envelope cues
available at the output of the auditory filter centered on the
target component. They estimated the strength of these cues
by analyzing the power spectrum of the envelope of the out-
put of a simulated auditory filter centered on this component.
For a harmonic complex, the only component in the power

spectrum is the one atF0. If the target is mistuned by an
amount ofDF Hz, then lower components are present in the
power spectrum of the envelope. The most dominant compo-
nent is at 2DF Hz and its magnitude increases with increase
in harmonic number of the target component. The pink back-
ground noise used in the present experiment would have re-
duced the detectability of the low-frequency envelope com-
ponents, since the envelope spectrum of the noise, after
passing through the auditory filter, contained components
which would partially mask the low-frequency components
~Dau et al., 1997!. Furthermore, if this sort of envelope cue
had been used in the present experiment, the difference be-
tween performance in conditions ipsi and contra would have
been more pronounced for the fourth than for the second
target component. This was not the case.

To summarize, it is quite unlikely that either of the two
kinds of within-channel cues mentioned was used in the
present experiment. Thus the present findings indicate that
grouping by ear of presentation impairs performance in de-
tection of mistuning.

V. DISCUSSION

A. Comparison with previous studies

The present experiments measured detection of inhar-
monicity in complex tones using the task of discrimination
between coherent and incoherent frequency modulation of a
single target component within an otherwise harmonic com-
plex. Earlier findings that the detection of inharmonicity is
impaired by presenting an asynchronous sinusoidal interferer
which is capable of streaming out the target component~Car-
lyon, 1994a! were replicated. Different conditions of lateral-
ization of the interferer~experiments 1 and 2! and lateraliza-
tion of the nontarget components relative to the target
~experiment 3! were investigated.

1. Lateralization of the interferer

Experiment 1 showed that an interferer presented to the
contralateral side was able to stream out the the target com-
ponent, but to a lesser degree than for ipsilateral presenta-
tion. Experiment 2 showed that an interferer which was pre-
sented dichotically with an interaural level difference~ILD !
of 10 dB, so that it was perceived contralaterally, had the
same~large! effect as if it were presented ipsilaterally. The
most parsimonious explanation for the data is that the
strength of the effect of the interferer was determined by the
ear of presentation, not by the perceived location. This result
differs from that obtained by Darwin and Hukin~1997!, who
investigated the ability of a precursor tone, with a frequency
equal to that of one of the components of a vowel, to reduce
that component’s contribution to the vowel’s quality. They
found the effect of the precursor to be larger when vowel and
precursor were lateralized to opposite sides~due to ITD! than
when they were lateralized to the same side; i.e., lateraliza-
tion of the precursor was an effective factor. The apparent
contradiction might be reconciled in the following way. In
Darwin and Hukin’s study~experiment 4! the precursor con-
sisted of a tone identical in duration to the duration of the
vowel ~56 ms!, separated from the vowel~including the har-
monic corresponding in frequency to the precursor! by a si-
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lent interval of 160 ms. In this situation, the concurrent
grouping of vowel and simultaneous harmonic was counter-
acted by sequential streaming of precursor and harmonic
which might be governed by the repetition of two identical
events. In the present study, the interferer was neither iden-
tical in duration to the main stimulus, nor separated by a
silent interval from the main stimulus. In this situation, con-
tinuity of interferer and target could have been more impor-
tant. It may be that streaming mediated by continuity is
largely determined by ear of presentation, whereas that me-
diated by ‘‘repetition of identical events’’ is determined by
perceived location. A lack of continuity of the interferer in
the contralateral but not in the perceived contralateral condi-
tion might then lead to the dominance of the factor ‘‘ear’’
over the factor ‘‘perceived location.’’ The effect of onset
asynchrony on concurrent sound segregation probably relies
more on continuity of the sounds than does sequential
streaming, which in turn might be more dependent on repeti-
tion of identical events. The same argument might be applied
when comparing the present results with the evidence for
lateralization effects~due to ITDs! in sequential streaming
tasks ~Hartmann and Johnson, 1991; Hukin and Darwin,
1995; Darwin and Hukin, in press!. When subjects listen to a
longer sequence of individual events, then repetition of the
spatial characteristics~the perceived side! of these events
may be more important.

There is another aspect which might be important. Breg-
man ~1990! drew a distinction between primitive, data-
driven segregation on the one hand and schema-based segre-
gation on the other hand. Following this distinction, the
present task—detection of mistuning—is a task which de-
pends mainly on primitive~data-driven! grouping mecha-
nisms, while Hartmann and Johnson’s~1991! task—
recognition of well-known melodies—depends more on
schema-based segregation mechanisms, which are influenced
more by practice and attention. It is quite conceivable that
the two mechanisms are affected differently by perceived
location.

2. Lateralization of the target component

Experiment 3 showed that contralateral presentation of
the target component impaired performance in detection of
mistuning, but perceived contralateral location did not. This
effect is distinct from a loss of within-channel cues reported
for higher harmonics for contralateral presentation by Lee
and Green~1994!. These authors reported no difference be-
tween performance in detection of mistuning of low harmon-
ics in steady tones for ipsilateral versus contralateral presen-
tation of the target component relative to the remainder of
the complex. Hence, the results of the two studies differ with
respect to the presence or absence of effects due to ear of
presentation of the target component. One possible explana-
tion for this discrepancy is based on the fact that the present
study examined a large range of percentages of FM, while
Lee and Green measured thresholds corresponding to 79%
correct responses in an adaptive procedure. At ad8 of 1.1,
which corresponds toP(c) equal to 0.79, the present study
shows only small differences between condition ‘‘contra’’
and conditions ‘‘ipsi’’ and ‘‘dichotic,’’ but these differences

become more pronounced for higher values ofd8. Thus by
measuring the psychometric functions, the present study re-
vealed additional information leading to different conclu-
sions with regard to segregation processes due to ear of pre-
sentation.

Another possible explanation is based on the fact that
the present study used FM stimuli instead of steady tones.
For our stimuli, inharmonicity occurred momentarily be-
tween components and could only be detected by a simulta-
neous across-channel comparison process. Sequential com-
parison in the course of~one! stimulus presentation, of the
pitch of the target component with either theF0 of the re-
mainder of the complex or with the pitch of another compo-
nent would not give any reliable information. In contrast, for
steady tones a sequential pitch comparison process would
result in reliable information about the presence of inharmo-
nicity, even though the components were presented simulta-
neously~Demany and Semal, 1990!. Lee and Green’s sub-
jects may have used such a cue. This explanation is
consistent with Lee and Green’s finding that, in the absence
of within-channel cues, thresholds were similar for simulta-
neous and sequential presentation of the target component
and the NTCs. The two explanations are not mutally exclu-
sive.

Another informal observation should be mentioned at
this point. Two of the subjects reported spontaneously that in
condition ‘‘contra’’ they turned their eyes~and partly turned
their head! in the direction of the NTCs in order to ‘‘listen
mainly’’ to these NTCs. We hypothesize that doing this
helped them focus attention on the NTCs, thereby reducing
the salience of the target component at the opposite side.
Evidence for the existence of such an influence of eye posi-
tion on auditory selective attention has been reported repeat-
edly in the literature~Gopher, 1973; Reisberget al., 1981;
Okita and Wei, 1993!. In the present task this might be help-
ful because if the subjects were focusing on the side ipsilat-
eral to the target component they would be more likely to
hear the target out clearly inboth intervals, and this would
make the standard and the signal interval more similar. How-
ever, if subjects were focusing on the NTCs~contralateral
side! then they would be less aware of the target component
except in the signal interval, where it was segregated and
perceived at the side where it was presented.

B. Role of ear of entry in simultaneous grouping

It is quite conceivable that, in tasks which crucially de-
pend on simultaneous across-channel processes, the ear of
entry is an important factor for segregation. This would be
compatible with the finding that:~1! in profile analysis tasks,
presentation of the target component to the contralateral side
led to worse performance than ipsilateral presentation~Green
and Kidd, 1983; Bernstein and Green, 1987!; ~2! contralat-
eral presentation of a component reduced its contribution to
vowel quality compared to ipsilateral presentation~Hukin
and Darwin, 1995!; and ~3! presenting two simultaneous
competing vowels to different ears improved vowel identifi-
cation ~Culling and Summerfield, 1995a!.

In contrast, perceived location~due to ITD! has been
found to be a rather ineffective cue in simultaneous grouping
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~Culling and Summerfield, 1995a; Hukin and Darwin, 1995!.
The present results extend this finding to perceived location
due to ILDs in detection of mistuning. For sequential group-
ing processes in speech, Darwin and Hukin~in press! re-
ported a strong influence of interaural time differences but no
influence of commonF0. Thus there is some evidence that
for sequentialgrouping the pattern of relative importance of
cues might be reversed.

Hill and Darwin ~1996! reported evidence that mistun-
ing, as a cue for sound segregation, influences lateralization
due to interaural time differences. They suggested that ‘‘spa-
tial information may be combined selectively across fre-
quency on the basis of auditory grouping cues.’’ The present
results~experiment 3! are consistent with this idea, but they
also indicate that the segregation mechanism receives
~weaker! input from the other ear.

VI. SUMMARY AND CONCLUSIONS

The present study measured detection of inharmonicity
in complex tones using a task requiring discrimination be-
tween coherent and incoherent frequency modulation of a
single target component within an otherwise harmonic com-
plex. The results replicated earlier findings that the detection
of inharmonicity is impaired by presenting an asynchronous
sinusoidal interferer which is capable of streaming out the
target component~Carlyon, 1994a!. Different conditions of
lateralization of the interferer~experiments 1 and 2! and lat-
eralization of the nontarget components relative to the target
~experiment 3! were investigated. Experiment 1 showed that
interferers presented to the contralateral side also impaired
performance, although to a lesser degree. Experiment 2
showed that the strength of the interference effect was prob-
ably determined by the ear of presentation, not by the per-
ceived location~due to ILDs!. Experiment 3 showed that this
was also true for the localization of the nontarget compo-
nents relative to the target component; i.e., contralateral pre-
sentation of the nontarget components impaired detection
performance, but perceived contralateral location~due to
ILDs! did not.

The present results indicate that the mechanism under-
lying concurrent sound segregation is unlikely to be directly
driven by the output of a localization mechanism~since dif-
ferent effects were observed for identical perceived locations
depending on whether the perceived location resulted from a
single ear of entry or resulted from an interaural level differ-
ence!. Instead, the segregation mechanism is likely to get a
strong input from one ear and a weaker input from the other
ear, and to be located at a level at least as high as the first
station of binaural interaction, namely the superior olive.
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The source identification method is a standard psychophysical procedure for studying the ability of
listeners to localize the source of a sound. The method can be described in terms of a statistical
model in which listeners’ responses are determined by the width and bias of an internal distribution.
This article presents a theoretical study of the method, particularly the relationships between the
average experimental observables, rms error and variability, and parameters of the internal
distribution. The theory is tested against source-identification experiments, both easy and difficult.
Of particular interest is the experimental dependence of observable statistics on the number of
sources in the stimulus array, compared with theoretical predictions. It is found that the model gives
a good account of several systematic features seen in the experiments. The model leads to guidelines
for the design and analysis of source-identification experiments. ©1998 Acoustical Society of
America.@S0001-4966~98!02712-X#
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INTRODUCTION

The source-identification method is an experimental
technique for studying the ability of human~or other! listen-
ers to localize the source of a sound. The method is easy to
describe. The listener is in an environment with a number,N,
of sound sources. One source is caused to emit a signal, and
it is the listener’s task to identify the location of the source.
The location may be identified by name, number, or by co-
ordinates on a prearranged scale. Over trials the listener re-
ceives presentations from all the sources, typically many
times.

The source-identification method, hereafter called the
‘‘SIM,’’ is especially applicable for localization experiments
in a room. Here, the experimenter may be interested in lo-
calization as a function of the signal, or the listener, or the
room itself. However, because of standing waves in the
room, an experiment done with a sound source in any one
location may be special and not representative of the system
of interest. By averaging performance over a number of
source locations, the experimenter achieves greater general-
ity. Therefore, SIM data are normally averaged over the
source array.

The SIM is naturally modeled in terms of statistical de-
cision theory~Searleet al., 1975, 1976; Hartmann, 1983b!.
The present article is primarily a theoretical study of that
model. It shows how observable variables, rms error and
variability, averaged over the source array, are related to pa-
rameters of the model internal distribution. Therefore, this
article provides a guide to the design of SIM experiments
that are intended to discover the internal parameters. The
article is concerned especially with the choice of the number
of sources to be used in an experiment that measures local-
ization ability over a fixed angular range.

The SIM experiments studied here are constrained by
the following assumptions: First, it is assumed that the al-
lowed response set is identical with the stimulus set. For
example, there might beN524 loudspeakers in front of a
listener labeled 1 through 24. After presentation of a sound
from one of the speakers, the listener must respond with a
number from 1 to 24. Next, it is assumed that the sources are
equally spaced by a common angle,A, measured in degrees
along a single angular dimension, for example azimuth or
elevation. For definiteness, the following discussion will be
couched in terms of the azimuthal dimension, but the method
is applicable to sources in any plane.

The decision theory model used for calculations below
is one dimensional. Therefore, the model is inappropriate
when the perceptual character of the localization task is mul-
tidimensional. It is assumed that sources are arranged over
part of a circle, to be called thespan, with angular extent
G5(N21)A, and with source number 1 at one extreme and
source numberN at the other.

A SIM experiment begins with a choice of statistics to
describe localization error. Searleet al. ~1975, 1976! used
the absolute value of the discrepancy between response and
target. Hartmann~1983b! used the root-mean-square~rms!
error, which has theoretical advantages described below. The
rms statistic is designated by the symbolD, the square root
of an average squared error, computed as follows:

D5AD25A(
k51

N

W~k!D2~k!, ~1!

whereW(k) is the fraction of the trials on which sourcek
was presented, andD2(k) is the mean square localization
error for sourcek. This function is given by

D2~k!5A2
1

Mk
(
i 51

Mk

~Ri2k!2, ~2!

whereRi is the listener’s response—on the scale of source
numbers—to thei th trial on which sourcek is presented.

a!W.M.H. is at the Department of Physics and Astronomy.
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c!J.B.G. is at the Department of Mechanical Engineering at the University of
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There are a total ofMk of such trials. Equation~1! introduces
the notation whereby a bar over a symbol indicates an aver-
age over sources and a bar under a symbol indicates the
square root of that average.

StatisticD includes both variability and constant error.
A second statistic,sI , measures only variability by computing
error with respect to the mean response. It is the square root
of quantitys2 given by

s25 (
k51

N

W~k!s2~k!, ~3!

where the variability for sourcek is given by

s2~k!5A2
1

Mk
(
i 51

Mk

@Ri2R~k!#2, ~4!

andR(k) is the average response of the listener—in terms of
source numbers—when a given sourcek is presented,

R~k!5
1

Mk
(
i 51

Mk

Ri . ~5!

Statistics(k) is a biased estimate of response variability that
tends to underestimate the actual standard deviation for small
sample sizes. For comparison with the variability observed
experimentally or in a Monte Carlo simulations(k) should
be multiplied byAMk /(Mk21), a factor which becomes
important if the number of presentations is small.

In addition to variability, there is constant error. The
constant error,C(k), measured in degrees, is the difference
between the true location of a source,k, and the mean per-
ceived location of the source,C(k)5A@R(k)2k#. It may be
positive or negative except whenk is a well-defined extreme
location. Rakerd and Hartmann~1986! noted a Pythagorean
relationship among rms error, variability, and constant error:

D2~k!5s2~k!1C2~k!. ~6!

ThereforeD(k) was called theoverall error. It follows that
D25s21C2, whereC2 is an average over sources analogous
to D2 ands2. The calculations below are devoted to calcu-
lating these statistics, particularlyD andsI .

I. DECISION THEORY MODEL

The decision theory model for a listener’s response,
given a sound coming from sourcek, includes several basic
assumptions. The first is that the listener has an internal co-
ordinateu for the source positions, undoubtedly established
visually if the sources are visible, and that the presentation of
sourcek leads to a normally distributed representation of
location cues on that coordinate system. The probability den-
sity that sourcek leads to internal valueu is given by

P~u!5
1

skA~2p!
e2~u2uk2bk!2/2sk

2
. ~7!

Here, parameteruk is the location on the reference co-
ordinate for sourcek, andbk is a bias such that the acoustical
cues for sourcek are not centered exactly on this referent.1

Bias leads to constant error,C(k), and increases the size of
the overall error,D(k).

A key parameter is the angular standard deviation,sk ,
called thewidth of the internal distribution, or, simply, the
width. It depends on the listener, the type of sound that must
be localized, the environment in which the experiment is
performed, and the position of the source. The sound may be
easy to localize~small sk), e.g., a broadband impulsive
noise, or it may be difficult~large sk), e.g., a spectrally
sparse tone without onset transient. Normally, the purpose of
a SIM experiment is to determine the width as a function of
experimental conditions.

Because the width is not zero the listener makes incon-
sistent responses to a given source. The width is generally a
function of k because some sources are more difficult to lo-
calize than others. In the azimuthal plane sources to left and
right are more difficult than sources in front, and in the me-
dian sagittal plane sources overhead are more difficult than
others.

A second assumption of the model calculation is that
responses are quantized; when a listener experiences internal
coordinateu, the listener responds by choosing the source
with referentuk that is closest tou. ~Alternatively, listener
responses on a continuum scale may be quantized in the
process of recording the data.! There are two kinds of calcu-
lation, terminated spanor wrapped span. For a terminated-
span calculation, the span has well-defined ends, typical of a
span that is much less than a complete circle. Here, the prob-
ability of making a particular response given a particular
source is a simple monotonic function of the distance along
the span between the two locations. By contrast, a wrapped-
span calculation includes both errors along the span and error
outside the span; it is defined in more detail below.

A. Calculations without bias

The present section examines statisticsD and sI when
there is no bias (bk50). The calculations were motivated by
the conjecture that for a given source array span, the values
of overall error,D, and variability,sI , should be insensitive
to the number of sources in the array. The logic was simple:
As the number of sources is reduced the listener is less likely
to make an error because the sources are farther apart. How-
ever, when the listenerdoesmake an incorrect choice, the
contribution to the overall error sum is a larger number of
degrees. The conjecture thatD andsI should be insensitive to
N follows from the expectation that these two effects should
largely cancel one another. One purpose of the calculations
below was to test that conjecture.

The dependence ofD and sI on the number of sources
was tested in a computation where each source is presented
an equal number of times@W(k)51/N#. The calculation
used an analytic form for the cumulative normal function to
determine the probabilities of each possible response for
each possible source.

1. The small-span limit

A source array with a small span extends over a limited
range of azimuth values. Therefore, a small-span source-
identification experiment can provide the same information
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as a minimum audible angle experiment with the advantage
that the source-identification method should be less sensitive
to standing waves in the environment.

When the span is small, the width may be regarded as
independent of the source number, i.e.,sk becomes a con-
stant,s0 . Calculations in the small-span limit are normally
terminated-span calculations. From the structure of the equa-
tions it is possible to come to some general conclusions.
There is reason to expect that functionD2(k) should be ap-
proximately equal tos0

2, because the second moment of a
normal density is the variance. FunctionD2(k) resembles the
second moment of densityP. This is a theoretical advantage
of the rms quantitiesD andsI . However,D2(k) is not exactly
equal tos0

2, both because the formula is a discrete sum—not
an integral—and because of end effects. In the limit that the
width s0 becomes very small while the number of sourcesN
becomes large,D(k) approachess0 , as long ask is not close
to the edges of the source array. In those limits, the discrete
sum approaches an integral, and end effects are not important
because the distribution has little strength near the ends.
Also, in those limits the value ofD approachess0 because
the fraction of sources near the end becomes small, andD is
determined primarily from values ofD(k) that are away
from the ends.

A logical problem with terminated-span calculations is
that when the widths0 becomes comparable to the source
spanG, the model sometimes predicts performance that is
worse than random guessing. When this unreasonable result
occurred in calculations below, the calculations were halted
and the limiting point was noted in the graphical presentation
of the results. The random guessing limits forD and sI are
given by Eqs.~A8! and ~A12! of the Appendix, where they
are derived.

The results of the calculations are given in scaled units,
normalized to either the spanG or the widths0 . Therefore,
the calculations are not immediately applicable to any par-
ticular experiment, but, with a little work, they are applicable
to all particular experiments. Parameters0 is always given
in units of the span. The work of Searleet al. ~1976! sug-
gests that the internal widths0 increases in proportion to the
span. Therefore, the normalized parameters0 /G, as used
here, is a convenient choice.2

Figure 1 shows the predictions of the analytic cumula-
tive normal calculation forD as a function of increasing
number of sources,N. The figure shows thatD converges to
the width whenN is large ands0 is a small fraction of the
span. For example, whens0 /G50.025, D converges to
within one percent ofs0 when there are 50 sources. When
s0 /G is not small,D always converges to a value that is less
than s0 . The discrepancy is caused by end effects, but see
Sec. I A below. Figure 1 also shows that the expected value
of D is close to its asymptotic value~for largeN! when there
are enough sources that the spacing between the sources is
less than or equal tos0 . Theseadequate valuesof N are
indicated with a filled star.

Although Fig. 1 shows thatD/s0 decreases with in-
creasings0 , in fact, D itself increases monotonically with
increasings0 : the larger the width, the larger the rms error.

The quantityD/s0 decreases becauseD increases less rap-
idly than linearly with increasings0 .

For practical purposes, Fig. 1, and other figures in this
article, must be used iteratively to find a self-consistent so-
lution for the width. The experimenter begins by knowingG
and N. The experimenter measuresD. The self-consistent
calculation begins with the assumption thats05D. This
leads to a value of the graph parameters0 /G. The graph
then leads to a predicted value ofD/s0 , and hence a revised
value of s0 . Because the plots in Fig. 1 are smooth, one
expects the calculation to converge to a stable value ofs0

after only one or two iterations.
The insensitivity ofD to the number of sources is fur-

ther demonstrated in Fig. 2, which showsD/s0 as a continu-
ous function ofs0 /G. The calculated value ofD varies by
less than 10% as the number of sources is varied, provided
that there are at least six sources ands0 is greater than 5% of
the span. Whens0 is greater than 20% of the span,D be-
comes extremely insensitive to the number of sources.

Parallel calculations for variability,sI , for the case of no
bias show thatsI is very similar toD, as would be expected.

FIG. 1. rms error,D, expressed in units ofs0 , the width of the listeners’s
localization probability density function. StatisticD is presented as a func-
tion of the number of sources in the array, assuming that spanG remains
constant. The parameter iss0 in units of the span. A filled star indicates the
value ofN where the spacing between sources is equal to the widths0 .

FIG. 2. rms error, as a function of the continuous variables0 /G, the width
of the listener’s internal distribution expressed as a fraction of the span.
Each function is cut off at the random guessing limit.
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AlthoughsI is logically required to be smaller thanD, calcu-
lated plots ofsI vs N or sI vs s0 /G almost coincide with the
corresponding plots forD ~Figs. 1 and 2! so long as the
width is less than 10% of the span~i.e., s0 /G,0.1). The
discrepancy betweensI andD grows ass0 /G increases, but
the difference is not more than 10%, even whens0 /G is as
large as 0.5.

2. Spans approaching 180 degrees

As the source span increases it becomes more important
to take account of the dependence of the width on source
location. For definiteness, we continue to assume that the
sources are in the horizontal plane. The dependence of the
width, sk , on the angular position of the source,uk , is mod-
eled by assuming a constant difference limen for the interau-
ral time difference. This model is known to capture some,
but not all, of the azimuthal dependence of the width. In this
model, the localization error is inversely proportional to the
derivative of the interaural time difference with respect to
angular position. For an azimuthal coordinate system, with
u50° directly in front of the listener, the interaural time
difference is described by the Woodworth formula~1938!,

Dt5a~u1sin u!, ~8!

whereu is in radians anda is a constant equal to the head
radius divided by the speed of sound. Differentiating with
respect tou and inverting gives

du

d~Dt !
5

1

a~11cosu!
. ~9!

Sincesk is proportional toduk ,

sk5
2s0

11ucosuku
, ~10!

wheres0 is the width directly in front of the listener. The
absolute value in the denominator is necessary to account for
the sign of cosu in the different quadrants.

As the span approaches 180°, there is a second, and
structurally more important, effect that must be considered in
the computations, namely ‘‘wrapped’’ probabilities. If, for
example, the source is at 80° to the left of center, the prob-
ability of choosing a response that is 70° to the right of
center is not just the probability of making an error of 150°;
one must add also the probability of making an error of 210°
(36021505210). The need to include wrapped probabilities
signifies the departure from the terminated-span calculation
considered in Sec. I A 1. For example, it is no longer neces-
sary to consider the random guessing limit because large
probabilities for responses off the ends of the array are cor-
rectly wrapped. The calculations shown in Figs. 3 and 4
below include both the effect of source-dependent width and
wrapped probability.

Figure 3 illustrates howD depends on spanG when the
array is centered on the forward direction and extends
equally to the listener’s left and right byG/2. The figure
shows the effect of the variation ofs with source angle for
various values ofs0 when the number of sources is large. If
the span is small,s is approximately constant. The fact that

D/s changes by less than 10% asG increases to about 120°
shows that the assumption of constant ITD is equivalent to a
constant-sigma approximation even as a source span be-
comes as large as660°. As the span increases beyond 120°
D begins to rise. Whens0<0.1G this rise is proportional to
the increase in the average value ofs. Therefore, if the plot
of D is normalized to the value ofs averaged over the span
the plot becomes almost a flat line, independent ofG. The
average value ofs from integrating Eq.~10! is

s̄54s0

tan~G/4!

G
~G<p!,

~11!

s̄54s0

22tan~p/22G/4!

G
~p,G<2p!,

whereG is expressed in radians.
For s0 greater than 10% ofG, the average-sigma model

is less successful. For a span greater than 160°, there is an
anomalous curvature whens050.2G.

FIG. 3. rms error as a function of spanG when widths changes with source
position such that the width expressed as interaural time difference remains
constant. rms errorD is normalized to the width directly in front of the
listeners0 . The number of sources in the calculation wasN550.

FIG. 4. rms error for source-dependent width as a function of the number of
sources. The span is 180° centered on the forward direction. This figure can
be compared with Fig. 1 to see the effects of source-dependent width and
wrapped probability. The tick mark on the right axis shows the average
width over 180°.
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Figure 4 showsD as a function of the number of sources
for a span of 180°. As described in connection with Fig. 3,
the asymptotic values in the largeN limit are similar to Fig.
1 except that they are scaled by the average ofs/s0 . From
Eq. ~11! for G5180°, this is equal to a scale factor 4/p or
1.27. Figure 4 shows that whenN is not asymptotically large
this simple scaling does not always apply. The figure also
shows thatD does not vary monotonically withs0 ; the
value fors050.2G seems to be out of order. Figure 3 sug-
gests that this nonmonotonic behavior is restricted to spans
greater than about 160°. The curiously large curvature for the
plot with s050.2G occurs only for such large spans. The
nonmonotonic behavior is the result of the combined effects
of source-dependent width and wrapped probability. Calcu-
lations that exclude either one of these show only a mono-
tonic dependence on width.

Calculations with a 180° span and wrapped probability
were also done for a constant~source-independent! value of
the width. The calculations led to a plot ofD vs N that was
almost identical to the terminated-span calculation in Fig. 1,
except for the extreme case,s050.4G. For both,D system-
atically underestimated the width. For the terminated span
the reason was end effects, as noted in Sec. I A 1. For the
wrapped span the reason is the wrapped probabilities them-
selves.

If the width is less than 20% of the span, wrapped prob-
ability has a negligible effect onD(<1%) when the span is
not greater than 180°. Because wrapping complicates the
analysis of data, an experimenter would do well to avoid
spans approaching 180° if the experimental conditions pro-
mote large internal width, 30° or more.

3. Span greater than 180 degrees

When a span exceeds 180°, the source array cannot be
entirely in front of the listener. Some sources must extend
toward the rear, and this changes the perceptual nature of the
localization task. Sources which differ considerably in azi-
muth may lie on the same cone of confusion and be percep-
tually similar. This multidimensional aspect of perception is
not captured in our one-dimensional localization model. For
purposes of illustration we proceed with the model anyway.

When G becomes greater than 180°, the array itself
wraps around so that some sources are closer to each other
across the gap between source 1 and sourceN than along the
span. This possibility requires a new computational rule for
scoring such that the maximum error charged against the
listener is 180°. Any error that is found to be greater than
180° is replaced by its 360° complement. Thus for any pair
of sources in the array, there is a unique magnitude and
direction of the difference between them.

When the source array extends behind the listener, it is
common to deal with the multidimensional character of the
task by regarding confusions between front and back sources
as separate from azimuthal confusions. Therefore azimuthal
errors are computed by giving the listener the benefit of a
reflection in the frontal plane~includes the points at690°
azimuth and the point overhead! if that leads to a smaller
error ~Wightman and Kistler, 1989!. Below, the calculations
that employ that rule are called ‘‘reflection scoring.’’ It is not

necessary that an actual source be present at the site of the
reflection. When reflection scoring is introduced, the final
value of the error is the smallest of the listener’s choice or its
360° complement, or the reflected choice or its 360° comple-
ment.

As an example of large spans, we chose a spanG
5270°. The array was centered on the midline, with one end
at 2135°, the other end at1135°, and the remaining sources
(N22) equally spaced in between. The internal width was
taken to depend on source angle per Eq.~10!.

Figure 5~a! shows the results without reflection scoring.
As before, D/s0 is quite insensitive to the number of
sources. Upon careful observation, periodic variations can be
observed in theD/s0 data, especially for smalls0 . This
effect is due to the arrangement of the sources based onG
and N. When G5270°, there are sources located atu
5690° wheneverN56n11 ~where n51,2,...). This cre-
ates peaks because the averagesk is increased.~The same
effect occurs for circular spans wheneverN54n.) The
analogous plot ofsI /s0 is the same asD/s0 in Fig. 5~a!
within 10%, except whens0 /G50.4 where the discrepancy
becomes about 15%.

Figure 5~b! shows the effect onD when reflection scor-
ing is introduced. The values ofD are generally reduced, of
course. Further, the tendency for peaks atN56n11 is
greatly enhanced. A better description of the effect is that

FIG. 5. rms error for source-dependent width, and for a large span,G
5270°. Part~a! does not give the subject the benefit of a front-to-back
reflection; part~b! has reflection scoring.
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reflection scoring introduces a valley centered onN values
given by N56n14. Valleys result from source placements
in which the localization score benefits the most when the
listener is given credit for a correct answer despite a front-
to-back reversal.

According to Eq.~11!, the average width,s̄(270), is
equal to 1.35s0 . In the limit of a large number of sources,D
agrees very well with the expectationD51.35s0 if reflec-
tion scoring is not used@Fig. 5~a!#. Only as the ratio of width
to span grows to 0.4 is there appreciable departure.~For a
270° array a ratio of 0.4 means that the internal width is
more than 100°, a case of extreme uncertainty.! Even if the
number of sources is not large, theD values in Fig. 5~a! do
not differ from the expected value by more than about ten
percent. The same statements cannot be made about the cal-
culation with reflection scoring@Fig. 5~b!#. Then statisticD
is less stable both with respect tos0 and with respect to the
number of sources. The peak and valley structure is, how-
ever, particularly apparent for a 270° span. For general span
G(G.180°), peaks and valleys are not as frequent. A peak
occurs forN sources when there are two integersN andk that
satisfy the condition

N5
2G~2k21!11

2G11
, ~12!

whereG is the span fraction,G5G/360.
It is somewhat difficult to evaluate the significance of

the structure observed for reflection scoring because we do
not believe that our one-dimensional calculation is appropri-
ate perceptually for sources that extend to the rear. However,
this objection to the calculation is not fatal. The actual cause
of the valleys in the structure is a series of source locations
that particularly benefit the listener when reflection scoring is
introduced. To some degree, this experimental artifact is
bound to appear with reflection scoring. The precise size of
the artifact depends on the perceptual model.

4. Summary

At the outset of this section on the SIM without bias, it
was conjectured that the values ofD andsI might be insen-
sitive to the number of sources. It was expected that the
smaller probability of making an error when the number of
sources is small would be compensated by the larger penalty
when an error is actually made. Therefore, it was further
conjectured that experimental values ofD andsI should pro-
vide reliable estimates of internal widths. In the end, Secs.
I A 1–3 above support these conjectures. The conjectures
hold for a wide range of widths and source spans. However,
the relationship between quantitiesD and sI and the width
parameter depends on the width parameter itself, in the form
s/G, as shown by Figs. 1–5. Therefore, an actual determina-
tion of the width fromD or sI may require some modest
iteration. The functions in the figures are so well behaved
that convergence is assured.

B. Calculations with bias

The model of Sec. I A described a listener without bias.
When the sound originated from sourcek, the internal distri-

bution for auditory localization cues was centered at the lo-
cation uk , corresponding to the reference position of the
source as established visually. It is this reference coordinate
that the listener uses in making responses. Therefore, the
statistics of the responses to sourcek depended only on a
single parameter, the widthsk . The model without bias is,
however, an idealization. Unfortunately, in sound localiza-
tion, bias is the rule and not the exception. Bias is introduced
by visual cues~ventriloquism! and by acoustical cues, such
as the reflections from walls in an asymmetrical room envi-
ronment. Bias can be introduced into an experiment deliber-
ately; a large visual bias is caused by directing a listener’s
gaze to the end of a source array~Hartmann, 1983a!. A large
acoustical bias can be created by putting a single reflecting
surface in an otherwise anechoic room~Rakerd and Hart-
mann, 1985!. But although bias can be experimentally con-
trolled, it cannot be entirely eliminated; it is normally present
for any listener whether one wants it or not~Hartmann,
1983b!.

Bias consists of a displacement of internal acoustical
cues with respect to the angular reference coordinate system,
uk . Therefore, bias can be seen in plots ofR(k), and it is
measured for individual sources by constant errorC(k). An
average measure of bias isC. Because the rms error,D,
includesC @Eq. ~6!#, the bias also appears inD.

In this article we take the view that the goal of the ex-
perimenter is to use the source identification method to learn
about the width of the internal distributions. The presence
of bias poses a problem, and the purpose of the present sec-
tion is to try to deal with it. Althoughs can be determined
from eithersI or D in the absence of bias, the presence of bias
has a major direct effect onD which makes it unreliable for
estimatings. By contrast, the variabilitysI should, in prin-
ciple, be independent of bias because variability is calculated
with respect to the mean response made by the listener and
not with respect to a physical referent. In practice, however,
sI is affected by bias, both because of effects at the ends of
the arrays and because of the quantization of the responses.
Therefore, statisticsI is the best statistic to use to estimates
in the case of bias, but it is not without troubles of its own, as
will be seen below. What makes it difficult to discuss bias is
that bias can take many forms. Below, we deal with two
types, constant bias and central bias. Calculations are pre-
sented in the small-span limit.

1. Constant bias

Constant bias means that the displacement of the acous-
tical cues with respect to the reference coordinate system is
constant, independent of the source. Constant bias is a com-
mon occurrence, especially if the array of sources is small.
The effect of directed gaze on the localization of sources in a
28° span was found to be modeled best by a constant bias
~Hartmann, 1983a!.

Numerical studies, using the decision theory model and
constant width, on the effects of constant bias showed that
bias can always be neglected if the number of sources is
large enough. If the bias is large, it may not be practical to
run as many sources as are needed forsI to give a good
estimate ofs0 , but largeN is an important limit to keep in
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mind. The effect of bias onsI depends sensitively on the ratio
of biasb to width s0 . Bias effects are shown in the plot ofsI
in Fig. 6 for the special case that the bias is twice the width.
The filled-circle plot in Fig. 6 showssI when the bias is 5%
of the source span (b/G50.05) ands0 /G50.025. It can be
compared withsI in the absence of bias~open circles!. When
there is no bias,sI gives a good estimate ofs0 if the number
of sources is aboutN514 or greater. Adding the bias has a
dramatic effect on the variability, leading to a peak atN
59. The peak overestimatess0 by a factor of 2.

The behavior shown by the circles in Fig. 6 is typical.
Whenever the bias is twice the width there is a peak~height
1.5,sI /s0,2.5) as a function ofN. The peak occurs atN
5Nmax, whereNmax'Int(0.2G/s0)11. Not surprisingly, a
given bias has the largest effect for the smallests0 , and the
number of sources needed to eliminate that effect may be-
come large. The square symbols in Fig. 6 check the above
statements when the bias isb/G50.2 and the width is
s0 /G50.1.

If the bias becomes as large as 4s0 , sI becomes an os-
cillating function ofN and cannot estimates0 . On the other
hand, if the bias is no larger thans0 itself then the effects of
bias onsI are less than 10%, so long as there are four or more
sources in the array ands0 /G is larger than about 0.02. Then
it is possible to ignore the bias in determinings0 as the
large-N limit of sI .

2. Central bias

Whereas constant bias is necessarily directed toward one
end of the source array or the other, central bias is directed
toward the center of the array. In the common case of a
symmetrical array with the subject looking at the center, a
central bias may be a visual effect. In general, any central
tendency, such as a reluctance to choose extreme responses,
appears as a central bias.

The central bias function itself might take different
forms: straight line, S-curve, step function, etc. The calcula-
tions of this section employ a step-function bias function
because the experiments described below often foundR(k)
functions approximately of this form. In a step-function bias

the auditory cues for all the sources to the left of center are
biased toward the right by a constant (bl) and all the sources
to the right of center are biased toward the left by a constant
(br). The bias can be characterized by a single central-bias
parameterbc if it is symmetrical (bl5bc andbr52bc).

Model calculations for small spans indicated thatsI cal-
culated with central bias was very similar tosI calculated
with a constant bias of the same magnitude. Typical differ-
ences between the two kinds of bias were less than 10% for
N large enough to provide a reasonable estimate ofsI . The
sign of the difference was always the same; central bias led
to the largersI . The difference grew with increasing bias
magnitude. However, as long as the bias was not greater than
twice the width, the difference was less than 33% even when
the bias was as large as 80% of the span.

II. EXPERIMENTS

To test the model calculations we performed localization
experiments. We were particularly interested in howD andsI
depend on the number of sources in a given span. Therefore,
the experiments were performed using 3, 6, 12, and 24
sources.

A. Tasks

In order to test the computations in several ranges ofs0 ,
we used two tasks, one in which the localization was easy
and one in which it was difficult. Both tasks were performed
in a reverberation room.

1. Easy (EL) experiment

In the easy localization~EL! task, listeners sat 3 m away
from an array of speakers in the horizontal plane. The array
extended 23° to the left and right of the midline (G546°).
Broadband noise at a level of 55 dB SPL was given a step-
function amplitude envelope and played through one of the
speakers. The subjects’ task was to declare which loud-
speaker had sounded.

2. Difficult (DL) experiment

The difficult localization task~DL! was made much
more difficult than the EL task. Listeners were 6 m away
from the source array, again in a 46° span. Because of the
larger distance to the source, incoherent reverberant sound
was a larger fraction of the total sound power, making local-
ization more difficult. The stimulus was broadband noise that
had been low-pass filtered~corner frequency of 5 kHz,248
dB/octave!. Therefore, listeners could not use high-
frequency interaural intensity cues that are especially helpful
in this room. The SPL of the noise before filtering was iden-
tical to the EL experiment. The filtered noise was given a
linearly rising amplitude envelope with a duration of 2 s.
During the onset, uncorrelated broadband noise was played
at a level of 85 dB through a speaker behind the subject’s
neck to mask the onset of the stimulus. Therefore, listeners
gained no benefit from the precedence effect, further degrad-
ing localization ability. Again, the task was to declare which
loudspeaker sounded.

FIG. 6. The role of constant bias. Open symbols show variabilitysI when
there is no bias. Filled symbols show the effect of making the bias,b, twice
the width,s0 . Two values ofs0 /G are shown.
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B. Method

The reverberant room was rectangular with dimensions
7.6736.3533.58 m high. It had a reverberation time of 4 s
at midrange frequencies. The orientation of the array in the
room is best described as a nonspecial geometry. The 24
loudspeakers were Realistic Minimus 3.5, consisting of a
single driver in a sealed box. They had been chosen from a
set of 85 based on similar on-axis frequency response in an
anechoic environment.

The configurations for the different number of sources
were as follows:

N524⇒A52°⇒G546°,

N512⇒A54°⇒G544°,

N56⇒A58°⇒G540°,

N53⇒A523°⇒G546°.

The loudspeakers were at ear level of a seated subject. A
bar rested on the head of the subject to help the subject
maintain a constant, forward facing position. Each source
was labeled with a number, and the subject made a response
by using a button box to increment a numerical display up or
down. The display reading was then recorded by the com-
puter running the experiment.

C. Subjects and procedure

Four subjects participated in these experiments. Subjects
W, R, and G were males, ages 57, 45, and 21, respectively,
and were the coauthors of this article. Subject J was a female
of age 17. Subjects W and R had extensive experience in
localization experiments and had high-frequency hearing
losses typical of males their age. Subjects G and J had recent
experience as subjects and had normal hearing.

The experiments were performed in blocks of runs for
both easy~EL! and difficult ~DL! tasks. A block consisted of
a run for each source spacing condition for either the EL or
the DL case. The runs of a given block were performed on
the same day, and the order of the runs within a block was
randomized. Each run consisted of 48 stimulus-response
pairs and lasted 10–15 min. Within each run, all stimuli were
presented an equal number of times in random order. There-
fore, a particular source was presented twice forN524, four
times for N512, eight times forN56, and 16 times forN
53. There was no feedback, but a curious subject was al-
lowed to view the results at the end of a run. Each subject
did three blocks for both EL and DL conditions.

D. Results

The experimental results appear in their greatest detail in
plots ofR(k), the average response of a listener to sourcek.
For illustration, plots ofR(k) are shown for listener W in
Fig. 7~a! and ~b! for the EL and DL experiments, respec-
tively. Perfect performance corresponds to anR(k) plot that
is a 45-degree line. It can be seen that Fig. 7~a! approximates
a 45-degree line, although there is considerable central bias,
as described above. The plot for the DL experiment in Fig.
7~b! shows enormous deviations from the 45-degree ideal as

well as central bias. Figure 7~a! and ~b! is typical of R(k)
plots for all the listeners, although different listeners had
different forms of bias, some better approximated as constant
bias, not central.

Of primary interest in the present article are the average
quantities D and sI for the eight different conditions (N
524, 12, 6, and 3 for both the EL and DL experiments!.
These are given in Table I, averaged over the three runs for
each listener. These averages and corresponding standard de-
viations (n21) over the three runs appear in Figs. 8 and 9.

III. COMPARISON—THEORY AND EXPERIMENT

The principal comparison between theory and experi-
ment was a test of the prediction of the decision theory

FIG. 7. FunctionR(k), the average response of listener W to source number
k. Error bars are plus and minus the variability,s(k). Experiments with
different numbers of sources~N! are plotted on the same graph: stars for
N524, open circles forN512, open squares forN56, and filled squares for
N53. Part~a! is for the EL experiment. Part~b! is for the DL experiment.
Each small division on horizontal and vertical axes corresponds to 2°.
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model for the dependence ofsI and D on the number of
sources in the array. This dependence was the primary focus
of model calculations themselves, for small and large spans,
with and without bias.

Because the experimental span was only 46° the model
calculation could be done in the small-span limit. The input
parameters to the model were the width of the internal dis-
tribution and the bias. The bias was assumed to be of the
constant type, or, equivalently, central. The biases observed
experimentally were of both types, but, as described in Sec.
I B 2, these two types of bias have similar effects on the
average statistics of interest. It was assumed that the width
and bias parameters depend only on the listener and the ex-
perimental conditions—EL or DL. Therefore, it was ex-
pected that the dependence on number of sources, for bothD
andsI , should be predicted by the model.

The procedure for assigning model parameters was
simple. We assumed that the width should be determined by
the large-N limit of sI , i.e., N524 in Table I. When the
model width is small it is equal tosI (24); when the width is
not small, it must be taken to be somewhat larger than the
experimentalsI (24) in order thatsI (N) agrees with experi-
ment in the limit thatN524.

We also determined the bias parameter from the experi-
mental constant error,C(24), in Table I. As a measure of
bias, this constant error approximately agreed with the verti-
cal shifts seen in plots ofR(k). For example,C(24) for
listenerW in Table I is 3.29°. This agrees withR(k) in Fig.
7~a!, which suggests a central bias averaging 1.5–2.0 divi-
sions, or 3°–4°.

Therefore, the nature of the comparison was to deter-
mine the model parameters from the width and estimated
bias for N524 and to compare the model predictions, for
both sI and D, with the experimental results forN53, N
56, and N512. The model parameters are shown in the
right two columns in Table I.

The comparisons between calculations and the EL ex-
periments are shown in Fig. 8. The comparisons show that
the model is in reasonable numerical agreement with experi-
ment, even though the parameters were not chosen to pro-
vide an optimum fit. Further, the model captures a number of
features seen in the experiments: There is a tendency for a

FIG. 8. Comparison between experiment~points! and model~solid lines! for
the easy localization~EL! experiment. Each row is for a single listener,sI
andD. Error bars are two standard deviations (n2152 weight! in overall
length. Dashed lines connect the experimental points.

TABLE I. Experimental values of rms error (D), variability (s), and con-
stant error (C) for four listeners in two source identification experiments,
easy~EL! and difficult ~DL!. The arrays spanned 46 degrees and included
N53, 6, 12, or 24 sources. Values of width and bias are model parameters
determined from the asymptotic variability and constant error, respectively.
The parameters were used for model calculations in the comparison plots
that follow.

Experiment~degrees! Model ~degrees!
Listener N D sI C width bias

EL experiment
G 3 0 0 0

6 0 0 0
12 2.21 1.68 1.44
24 2.01 1.21 1.60 1.21 1.60

J 3 0 0 0
6 1.09 0.84 0.69

12 3.09 1.67 2.60
24 3.01 1.26 2.73 1.26 2.73

R 3 0 0 0
6 2.66 2.37 1.21

12 3.26 2.03 2.55
24 3.13 1.64 2.67 1.64 2.67

W 3 0 0 0
6 3.21 2.44 2.09

12 3.85 1.93 3.33
24 3.59 1.43 3.29 1.43 3.29

DL experiment
G 3 10.14 8.60 5.37

6 8.54 6.88 5.06
12 11.39 6.73 9.19
24 11.70 6.04 10.02 6.70 10.02

J 3 8.08 7.82 2.03
6 8.70 6.48 5.81

12 9.21 6.79 6.22
24 9.61 4.14 8.67 4.50 8.67

R 3 11.60 10.00 5.88
6 9.70 8.29 5.04

12 11.46 6.56 9.40
24 11.13 6.42 9.09 7.40 9.09

W 3 7.12 6.73 2.32
6 10.00 6.13 7.90

12 10.27 5.94 8.38
24 11.37 5.13 10.15 5.70 10.15
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peak insI andD as a function ofN when the width is small.
However, theoretically the peak is less prominent forD than
for sI , and experimentally no significant peak appears inD.

The comparisons between calculations and the DL ex-
periments are shown in Fig. 9. In the DL experiments the
width is large. For large width, theory and experiment agree
that there is no peak for 3<N<24; there is only a tendency
for sI to decrease with increasingN. D is also predicted to
decrease in the region of smallN, as observed experimen-
tally for two of the listeners. Overall, the agreement between
experiment and model is better forsI than for D, and this
result is not surprising given thatD is more sensitive to bias,
which is treated only in the simplest possible way by the
present model calculation.

IV. CONCLUSIONS

The source-identification method~SIM! is a standard
technique used to measure the ability to localize a sound.
The method uses an array of source positions, which is par-
ticularly useful when there is reason to expect that the per-
ception of any one source would be special. Such conditions
occur in rooms. The experimental data from this method are
in the form of variability ~theoretically insensitive to bias!
and rms error~includes both variability and bias!. The
method can be analyzed with a decision theory model based
on a coordinate system imagined to be internal to the lis-
tener. Sources from the physical world lead to distributions
of localization cues on this internal coordinate, characterized

by a modelwidth and a displacementbias of the mean. A
similar model was used to analyze the minimum audible
angle method~Hartmann and Rakerd, 1989!.

Calculations are simplest for a terminated-span model.
Here, the array is short enough that points on the internal
coordinate that are to the left of the leftmost source must be
assigned to the leftmost source; they do not wrap around and
become confused with positions on the right. Terminated-
span calculations find that if bias is negligible, both the rms
error and the variability can provide good estimates of the
average width of the internal distribution if there are enough
sources in the array. The results are very insensitive to the
number of sources if the spacing between the sources is less
than or approximately equal to the width. The variability
appears to be a good measure of the width even in the pres-
ence of bias if the bias is smaller than the width.

Bias that is larger than the width—a frequent
occurrence—complicates the relationship between experi-
mental results and the parameters of the internal distribution.
The variability ~not the rms error! may still be a reliable
measure of the width if the number of sources is large
enough. To determine the required number of sources, one
must model the bias in some way and fit the experimental
data to width and bias model parameters. Two simple bias
models, constant and central, were found to give similar re-
sults.

When the angular span of the model is not terminated,
probabilities are wrapped around a complete circle. Calcula-
tions indicate that the variability continues to provide a good
measure of the internal width, as long as the width is not
greater than 20% of the span.

When the angular span of the actual sources is wrapped
beyond 180°, source localization becomes a multidimen-
sional perceptual problem, and the perceptual distance be-
tween two sources is not a monotonic function of the azi-
muth difference. Therefore, our one-dimensional model is
not applicable. Applying the model anyway reveals compli-
cated effects that occur when localization scores are given
the benefit of a front-to-back reversal. Similar effects are
expected to occur independent of the model.

Finally, experiments with human listeners were done in
order to test the model calculations. The experiments used a
small span in which the number of sources varied from 3 to
24. To provide a stringent test, both easy localization~EL!
and difficult localization~DL! experiments were done. The
experiments were done in a reverberation room, and constant
errors~biases! were a major component of the overall errors.
It was found that the model gave a reasonable account of the
experimental results, even though the model treatment of
bias was simple. To improve on the methods used here
would require a treatment of bias peculiar to each individual
listener. The resulting model would lead to better agreement
with experiment, at the cost of generality.

Because of its internal consistency and satisfactory ex-
perimental validation, the decision theory model in this ar-
ticle can serve as a guide to the design and analysis of source
identification experiments. In the matter of experimental de-
sign, the model can determine the correct number of sources
to use in an array, based on anticipated results. After the rms

FIG. 9. Same as Fig. 8 but for the difficult localization~DL! experiment.
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error and variability data are experimentally known, the
model can be used, first to decide whether a reliable value of
the width of the internal distribution can be determined from
the data, and second to calculate the actual values of the
width and the bias.
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APPENDIX: LIMITS OF HIGH UNCERTAINTY

In the limit of high uncertainty, the width of the internal
distribution becomes large compared to the span. In the ex-
treme uncertainty limit, there is a negligible probability that
the internal representation of the source lies within the span
of allowed responses. Therefore, terminated-span model cal-
culations find that all responses become extreme responses.
In the absence of bias, sources 1 andN are chosen equally.

Then D2 is given by summing the squared differences
between theN sources and the extremes. The two extreme
sums get the same weight~1/2!, and they are, in fact, equal.
Therefore,

D25
A2

N (
k51

N

~k21!2. ~A1!

The finite sum can be done, and

D25A2
~2N21!~N21!

6
. ~A2!

Because the span isG5(N21)A,

D5
G

)
A11

1

2~N21!
. ~A3!

The second term inside the square root can be neglected
when the number of sources becomes large; even if there are
as few as four sources, dropping this term makes less than a
10% change inD.

In the limit that all responses are extreme responses,
statisticsI can be calculated from the differences between the
extremes and the mean. If there is no bias, the mean of the
extremes is (N11)/2, and

s25A2F1

2 S 12
N11

2 D 2

1
1

2 S N2
N11

2 D 2G , ~A4!

so that

sI5A
N21

2
5

G

2
. ~A5!

The extreme response results forD andsI @Eqs.~A3! and
~A5!# are the correct limits for the statistical technique used

in this article as the uncertainty becomes infinite. However,
these limits are unreasonable because listeners can achieve
better performance by guessing randomly among the
sources. Better large uncertainty limits are the random guess-
ing limits calculated below.

If the N sources are presented equally often,D is the
square root of

D25
A2

N (
k851

N

(
k51

N

P~k8uk!~k2k8!2, ~A6!

whereP(k8uk) is the probability of choosing sourcek8 given
that sourcek was presented.

If listeners guess randomly then, in the absence of bias,
they make each responsek8 equally often, independent of the
sourcek, and P(k8uk)51/N. The double sum can be done
and

D25A2
~N21!~N11!

6
, ~A7!

or, in terms of spanG,

D5
G

A6
A11

2

N21
. ~A8!

Equation~A8! is less than~A3! as expected.
Similarly sI can be calculated from

s25
A2

N (
k851

N

(
k51

N

P~k8uk!@k82R~k!#2, ~A9!

whereR(k) is the mean response given sourcek.
In the random guessing limit and in the absence of bias,

the mean response to sourcek is the mean location, indepen-
dent ofk, R(k)5(N11)/2. Therefore,

s25
A2

N (
k851

N Fk82
N11

2 G2

. ~A10!

Doing the finite sum leads to

s25A2
N221

12
, ~A11!

and in terms of spanG,

sI5
G

A12
A11

2

N21
. ~A12!

Equation~A12! is less than~A5! as expected.
From Eqs.~6!, ~A8!, and ~A12!, C5sI and the overall

rms error is equally divided between variability and central
bias.

1This kind of bias, depending on the source, was called ‘‘sensory’’ bias by
Hartmann and Rakerd~1989!. Mathematically, it behaves similarly to the
‘‘response bias’’ introduced by Braida and Durlach~1972!, which, how-
ever, is a function of the response and not the source.

2Searleet al. ~1976! concluded that the width of the internal distribution
scales with the span of the sources. This conclusion paralleled the earlier
discovery that the width for absolute identification of intensities scales with
the range of intensities~Durlach and Braida, 1969; Braida and Durlach,
1972!. A problem with this parallel is that the work by Searleet al. ~also
Shelton and Searle, 1978! failed to distinguish between width and bias. The
more recent work by Koehnke and Durlach~1989!, while not strictly in-
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volving localization, may have remedied that problem. That work found
incomplete scaling, as predicted by Hartmann and Rakerd~1989!.
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Methods of interval selection, presence of noise and their effects
on detectability of repetitions and prolongations
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Accurate methods for locating specific types of stuttering events are necessary for diagnosis,
treatment, and prognosis. A factor that could add variability to assessment of stuttering is noise on
recordings. The effects of noise were assessed by adding noise to intervals of speech containing all
fluent material, fluent material with a repetition, or fluent material with a prolongation. These
intervals allow a unique dysfluency response to be made. A statistical analysis of the occurrence of
such intervals in spontaneous speech showed that only a limited number of intervals met these
criteria. This demonstrated that selecting intervals at random from spontaneous speech~as in time
interval analysis procedure! will infrequently lead to a unique and unambiguous dysfluency
specification for the interval. Intervals were selected for testing from the intervals that met the
stipulated criteria. These were presented for dysfluency judgment when the position of the stuttering
within an interval was varied and with different amounts of added noise~no added noise, 3 dB, and
6 dB of noise relative to mean speech amplitude!. Accuracy in detecting stuttering type depended
on noise level and the stuttering’s position in the interval, both of which also depended on the type
of stuttering: Noise level affected detection of repetitions more than prolongations: Repetitions were
more difficult to detect when they occurred at the end of an interval whereas prolongations were
more difficult to detect when they were at the beginning of an interval. The findings underline the
importance of adopting rigorous recording standards when speech is to be employed to make
stuttering assessments. ©1998 Acoustical Society of America.@S0001-4966~98!04311-2#

PACS numbers: 43.70.Dn@AL #

INTRODUCTION

Measurements of the incidence of stuttering in samples
of speech are required for a number of purposes: They are
used to aid clinicians in deciding who to treat~diagnosis!, to
assess what changes in speech occur after treatment~treat-
ment outcome!, and to help establish which individuals are
likely to be treated most successfully~prognosis!. However,
the measurement procedures that are traditionally used in
clinics produce variable estimates of stuttering when differ-
ent judges assess the same samples of speech~Kully and
Boberg, 1988!. Some approaches being investigated to im-
prove assessments are motor metrics~Alfonso, 1990; Smith,
1997!, automatic procedures~Howell et al., 1997a; Howell,
Sackin, Glenn, and Au-Yeung, 1997!, and improved psycho-
metric methods~Howell et al., 1997b; Inghamet al., 1993!.

The audio recordings of speech used for assessment
should also be made to high standards. However, it is not
always easy to achieve good quality recordings in clinical
environments. The effects noise introduced during recording
has on assessments have not been investigated previously.
The following study was conducted to ascertain how such
noise affects the detectability of repetitions and prolonga-
tions. These types of stuttered dysfluency were selected as an
increase in the proportion of prolongations to repetitions is
an important diagnostic~Conture, 1990; Howell, 1993! and
prognostic indicator~Conture, 1990!. They can be reliably
detected on words when recordings are made in controlled
acoustic environments~Howell et al., 1997b!. For reasons
given in the next section, assessments of the effects of noise
have to be made in fixed-length intervals. In the final section,

background evidence concerning how noise affects detection
of repetitions and prolongations is given.

A. Test interval selection criteria

Speech is listened to in continuous context when
samples are assessed in clinics. Such procedures offer no
control over whether judges give equal attention to all sec-
tions and whether speech in the surrounding context affects
judgments about the stretch~Parducci, 1965!. In the current
study, experimental material was selected so:~a! The re-
sponse to the test extract is unambiguous~fluent throughout,
contains a repetition, contains a prolongation!. ~b! The ma-
terial can be presented in equivalent contexts so that judg-
ments are not biased. Though on the face of it these seem
simple requirements, matters are somewhat complicated.

The first requirement is met by presenting speech for
judgment that contains all fluent material, a single repetition
or a single prolongation. Care has to be taken when selecting
fluent material since some types of stuttered dysfluencies ex-
tend over groups of words@referred to by Howell, Au-
Yeung, Sackin, Glenn, and Rustin~1997! as supralexical
dysfluencies#. Supralexical dysfluencies include phrase rep-
etitions, phrase revisions, and idea abandonments~Wingate,
1988!. Words within supralexical dysfluencies can appear
perceptually fluent on superficial listening and would be
judged accordingly when presented in isolation. However,
they have different prosodic structure relative to fluent
speech that is not part of a supralexical dysfluency~Howell
and Young, 1991!. Supralexical dysfluencies were identified
and marked so that the words that occur in them can be
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excluded when test material is selected. After this exclusion,
the speech that remains has dysfluencies that occur within
the bounds from the start of one word to the next~including
repetitions and prolongations! usually on the first part of the
first syllable in the word~Brown, 1945; Wingate, 1988!.
Dysfluencies like this are called lexical dysfluencies.

Syllables selected according to dysfluency type are pre-
sented in a fluent context to meet the second requirement,
mentioned at the outset of this section. The reason a fluent
context is necessary can be appreciated by considering what
would happen if the syllable that contains a lexical dysflu-
ency or a fluent syllable alone was presented. The syllables
that contain a lexical dysfluency are usually longer than the
fluent ones. The syllables are relatively easy to locate when
noise on recordings is low. The duration of the syllables
would be apparent when they are presented in isolation. The
duration would remain apparent when noise is added to the
syllable. Listeners could then use duration to decide what
type the syllable is irrespective of whether noise on record-
ings prevents judges determining where a syllable starts and
finishes in continuous context. Consequently, though it could
be more difficult to extract syllable duration as information
about dysfluency in noisy recordings, this would not be ap-
parent if the syllables were extracted by the experimenter
before the noise was added. A second feature of both repeti-
tions and prolongations, already mentioned, is that they usu-
ally occur in initial position in a syllable. If a dysfluent syl-
lable starts an extract, the position where the dysfluency
occurs is provided to the listener. As with duration, noise
might degrade listeners’ ability to detect syllable position
information yet listeners would be able to use it if syllables
were spliced out of their context and presented for judgment.

By selecting test syllables that occur in a fluent context,
all test intervals can have the same duration and the position
where the test syllable occurs can be varied to obviate these
problems. This proposal has some similarities with Ingham
et al.’s ~1993! procedure. There are, however, two differ-
ences between their procedure and the current one that needs
highlighting: ~a! Here the speech is processed so apparently
fluent syllables that appear within supralexical dysfluencies
are excluded.~b! All syllables in an interval are assessed
from low noise recordings to see if they contain a lexical
dysfluency prior to selection of test intervals. Intervals for
noise tests are then selected so that they contain one and only
one lexical dysfluency. In contrast, in Inghamet al.’s ~1993!
time interval procedure, intervals are selected at random.
Consequently, in their procedure it is not known what dys-
fluencies the intervals contain and whether a dysfluency is
completed within an interval. A by-product of the selection
criteria applied in the current study is an indication of the
extent to which intervals include multiple dysfluencies or
have dysfluencies split between one or more test intervals.
This topic is returned to in the Discussion when consider-
ation is given to whether time interval analysis provides a
satisfactory measure of stuttering.

B. Effects of noise on dysfluency assessment

Noise can originate in recording equipment and in the
equipment used when the recordings are assessed subse-

quently as well as in external noise present in the recording
environment. The ways the noise floor, frequency response,
and response to transients of the equipment can lead to poor
registration of the intensity-time profile of speech have been
documented by Rosen and Howell~1981! when the speech is
initially recorded, and by Scott and Howell~1992! when the
sounds are reproduced for perceptual testing. The main
source of room noise in clinics is extraneous sound. Some
extraneous noises are relatively easy for the experimenter to
control ~e.g., clinical personnel speaking or corridor noises!.
Others, such as hum due to equipment in the building and
traffic rumble, are not under direct experimental control. In
addition to these sound sources, rooms with hard walls, like
those in clinics, are reverberant and this also degrades re-
cording quality~Watkins, 1992!.

Noise from all these sources would make judges’ deci-
sions variable. It would be expected that judges would be
less accurate when deciding about dysfluencies when noise
level is high than when it is low. Some of the variability in
Kully and Boberg’s~1988! study that was attributed to varia-
tion between judges would arise from these sources. The
design of the study did not allow control of reproduction
equipment as the judges who acted as subjects were sent
tapes that they played on their own equipment. The tapes
judged on the poorest quality equipment would be more vari-
able than those judged on equipment with better signal-to-
noise ratio. In this way, inter-equipment variability would
appear as interjudge variability. Generally speaking, without
agreed recording standards, it is not possible to compare re-
sults obtained in different recording and test environments.

The preceding observations underline why care has to be
taken when recording and reproducing speech for research
purposes. However, scant attention has been given to the
quality of recordings used in research publications aimed at
improving methods to collect and assess samples of stuttered
speech. The minimum requirements for control of recordings
for this purpose are to employ a calibrated acoustic environ-
ment during the initial recording and the subsequent testing
phases and to ensure comparable quality recording and re-
production equipment are used always: If the equipment
used is referred to explicitly, manufacturers’ catalogs can be
consulted for specifications and, when different equipment is
used in different parts of a study, those specifications can be
compared. None of these requirements is met in the Ingham
et al. ~1993! study that uses different recording and repro-
duction equipment and where tests are performed in widely
differing environments.

It is expected that repetitions and prolongations will be
affected in different ways when noise is introduced onto re-
cordings. Considering repetitions first, one salient property is
how intensity fluctuates over time. Each successive attempt
of the iterated sound is followed by an interval of relative
silence. As noted earlier, poor quality acoustic environments
affect intensity-time profiles. Consequently, detection of rep-
etitions would be affected. In prolongations, where a sound
is sustained, energy in the formant regions lasts for longer
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and allows listeners more time to integrate this information
through the background noise. Consequently, prolongations
would be expected to be less affected by noise.

In the present study, sections of speech were selected on
the basis of the responses of expert judges which started and
ended with fluent syllables and contained either a fluent syl-
lable or one and only one syllable that was either a repetition
or a prolongation~Boehmler, 1959!. The number of sections
that it is possible to select according to these constraints is
described. An important subsidiary issue about this analysis
is that it shows that a high proportion of samples are hetero-
geneous with respect to their dysfluency composition if these
constraints are not applied~for example, when intervals are
selected at random!. The selected sections of speech were
judged with different amounts of room noise added. The type
of syllable contained in the fluent context determined what
response was appropriate. Listeners judged the interval type
when different amounts of noise were added. The hypotheses
tested are that noise will increase error rates of repetitions
and prolongations and that decisions about repetitions will be
affected by noise more than prolongations.

I. METHOD

A. Subjects

Twenty-nine children who stutter were recruited.
Twenty-five were male and four were female. They ranged in
age from 7 to 12 years~mean age 10.8 years!. They were
recorded when they were being assessed for treatment at a
London clinic. The children had been referred to the clinic
where they and their parents were seen by speech patholo-
gists specializing in developmental stuttering. All the chil-
dren employed were admitted to intensive therapy as a result
of the assessments. The samples of speech were taken as part
of their assessment.

B. Recordings

The speech material used in the current experiment was
unscripted monologue speech samples, a minimum of two
minutes long. A range of topics of conversation was sug-
gested to the child before he or she started the monologue.
Examples of topics are events on the way to the clinic, peer
and sibling relationships, hobbies, and favorite TV programs.
The choice of which of these topics was taken up was left to
the child. These topics were suggested so that the child did
not ‘‘dry up’’ during the recording~this was never a prob-
lem!.

The speech was transduced with a Sennheiser K6 micro-
phone positioned 6 in. in front of the speaker in direct line
with the mouth. All speech was recorded on DAT tape. The
recordings were made in an Amplisilence sound-attenuated
booth. The noise floor during recording was determined with
the apparatus set up as in the test recordings. The noise floor
was recorded while the speaker remained silent. This was fed
into an Onno-Soki dual-channel analyzer. Background noise
was more than 80 dB down relative to peak speech value
between 500 Hz and 10 kHz. Speech was transferred digi-
tally to a computer for further processing. The speech from
the DAT tapes was down-sampled during transfer to 20 kHz.

C. Location of fluent syllables, part-word repetitions,
and prolongations by an expert panel

Expert judges were employed to assess the speech for
selection of test material~details about the judges are given
in Sec. I C 1!. These judges provided two assessments of the
speech. They located supralexical dysfluencies~Sec. I C 2!.
Speech was then syllabified and all syllables classified as
being fluent or containing designated types of lexical dysflu-
encies~Sec. I C 3!.

1. Expert judges

Three expert judges were employed in this part of the
experiment. Two of them were the judges employed in How-
ell et al. ~1997b!. These judges are both male and have con-
siderable experience in categorizing stuttered events~7 years
and 2 years, respectively, each with 2 years experience using
procedures similar to the ones used here!. They are research-
ers involved full time in developing assessment techniques
and assessing linguistic factors in stuttering. The more expe-
rienced judge has phonetic training up to masters level and
the other a doctorate in computational linguistics. The per-
formance of these judges in tasks like the ones here has been
reported elsewhere~Howell et al., 1997b!. The other judge is
female with phonetic training up to masters level. She has 1
year of experience with stuttered speech, using similar pro-
cedures to the current ones. Once she was trained, interjudge
agreement was assessed by comparison with the other two
judges. One of the expert judges from Howellet al. ~1997b!
only performed classification of syllables as lexical dysflu-
encies.

2. Location of supralexical dysfluencies

The speech was transcribed as the first step in location
of supralexical dysfluencies. Two of the three judges tran-
scribed the recordings independently. They did this by re-
peatedly listening to sections of the recording segmented into
tone units. The transcription was in orthographic form with
word attempts not indicated, e.g., k..k..Katy would be Katy.
The agreement between transcribers was high~92% of all
words! and so one transcriber’s version was chosen at ran-
dom for use in the subsequent assessments.

The two principal judges went through the transcriptions
and located occurrences of phrase repetitions~e.g., ‘‘in the,
in the morning’’!, phrase revisions~e.g., ‘‘my brother, er, no
my uncle’’!, multiword interjections~e.g., ‘‘you know’’!,
and idea abandonments where one topic was abandoned and
another commenced@see Wingate~1988! for detailed de-
scriptions of these types of dysfluency#. The extent of these
supralexical dysfluencies was determined based on Levelt’s
~1983! work examining similar structures to these that occur
in fluent speakers’s speech~Howell et al., 1997!. Levelt
identified several speech components around a dysfluency all
of which occur in the phrase revision ‘‘Yoûturn left at the,
no I mean, turn right at the& crossroads.’’ The word ‘‘left’’ is
in error ~the reparandum! which is later substituted by the
word ‘‘right’’ ~the alteration!. The speaker has an overshoot
~the words ‘‘at the’’ after the reparandum!. Before the
speaker recommences, an interjection~‘‘no I mean’’! is pro-
duced. When making the correction, the speaker backtracks
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~i.e., says the word ‘‘turn’’ a second time!. Retraces, over-
shoots, and interjections~multi- or single-word!, all of which
appear in this example, are optional parts of phrase revisions.
Identification of these components allows speech to be
parsed so supralexical dysfluencies can be located and their
extent determined. In the example, the supralexical dysflu-
ency involves all the words within̂&. The extent of a phrase
repetition was determined in like manner~the only difference
between a phrase revision and a phrase repetition is that the
repetition does not contain altered words!. Incomplete
phrases were identified as semantic discontinuities. Any se-
quence of words that was incomplete semantically was
marked as an incomplete phrase and these words were ex-
cluded from interval selection.

3. Location of lexical dysfluencies

The speech was syllabified to select the stretches of
sound to be presented to judges for assessment of lexical
dysfluencies. All the speech was syllabified~including syl-
lables that occurred within supralexical dysfluencies!. Syl-
lables that were part of supralexical dysfluencies were ex-
cluded before statistical analysis for lexical dysfluency and
for selection of test material. Syllabification is described fol-
lowed by the procedure adopted for assessing lexical dysflu-
ency.

a. Syllabification.Syllabification of speech was done by
an artificial neural network. The network was used as it al-
lowed the large amount of speech available to be processed
quickly and reliably. The syllabification algorithm first lo-
cated the vowels in the speech. The architecture for vowel
detection consists of a two-layer recurrent Elman network
with 13 inputs, eight hidden units, and one output unit, with
backpropagation as the learning algorithm. The units in the
input layer are fully connected to the units in the hidden
layer ~all of which have a single context unit! which are in
turn fully connected to the output unit. The inputs to the
network were the first 12 Mel Cepstral coefficients~10-ms
frames, 10-ms step! plus one amplitude envelope parameter
per frame. The envelope parameter was obtained by band-
pass filtering the speech between 100 and 400 Hz using
fourth-order Butterworth filters. The filter output was recti-
fied and the resultant signal then smoothed with a 25-Hz
low-pass, second-order Butterworth filter. The amplitude en-
velope was then summed over each 10-ms window and the
base 10 logarithm of this taken. Each of the 13 input param-
eters was normalized to between21 and11 by subtracting
the mean and dividing by twice the standard deviation. The
networks were trained with the read speech from six male
child stutterers reading ‘‘Arthur the Rat’’ that was used in
Howell et al. ~1997a!. The children were aged between 8 and
12 years. The first 30 s of speech from each speaker was
used for training. During training, the network had to acti-
vate the vowel output once on each vowel and to remain
inactive during other phonemes. The peaks associated with
vowels were obtained by smoothing the network output with
a 5-Hz low-pass, second-order Butterworth filter.

The syllable boundaries were located by using the vowel
markers located by the networks together with a speech-
silence detector~Rabiner and Sambur, 1975!. If the Rabiner

and Sambur~1975! algorithm detected silence between a pair
of vowels the offset of the first syllable was placed at the
start of the silence and the onset of the second syllable at the
end of the silence. If there was no silence between a pair of
vowels a single boundary was placed at the point of mini-
mum energy between the pair of peaks. A voiceless repeti-
tion can be incorporated with the following syllable. After
training the ANNs were tested on spontaneous speech from
child stutterers. The networks correctly classified 95.6% of
syllables in the spontaneous speech.

b. Assessment procedure.The procedure adopted for de-
ciding about lexical dysfluencies by the experienced judges
was developed from that employed by Howellet al. ~1997b!.
Three independent assessments were made by each judge: In
the first assessment, judges only indicated which syllables
were fluent. Syllables were only considered fluent if all three
judges labeled them fluent. These were not involved in sub-
sequent assessments. For the remaining syllables there was
some indication that the syllable was dysfluent. All the syl-
lables that remained were assessed independently for cat-
egory of dysfluency, once for repetition and once for prolon-
gation. Note that since the second and third assessments
were made independently and on the same material, a judge
could give a prolongation response on one occasion and a
repetition on another to a syllable~as would be appropriate
in an example like ‘‘mmmm.m.mother’’!.

Other than the materials judged and the response al-
lowed, the way the assessments were performed was com-
mon to all three of the assessments. The pool of syllables for
making the judgment was specified~all syllables for fluent
judgments or the dysfluent syllables for repetition and pro-
longation judgments!. A random presentation order for the
syllables in each pool was then computed so that the global
context in which judgments were made was as constant as
possible. The first randomly selected syllable and the syllable
that followed were played to the judge. The pair of syllables
had the same timing as they had had in the original recording
so pauses were apparent as quiet sections between the two
syllables in the pair. The response the judge made was
whether the first syllable was fluent, repetition, or prolonga-
tion depending which assessment was being performed.1 For
fluent and prolonged syllables, the second syllable simply
served to provide context. The second syllable also provided
some context for deciding about repetitions. It is not possible
to determine whether a repetition that is split between two
syllables~because the initial attempt has a vowel! is occur-
ring unless the adjacent syllable is heard. So, for example,
‘‘cat’’ has to be heard to ascertain that the first syllable in
‘‘cuh-cat’’ is repeated. Location of repetition across pairs of
syllables allows more extensive iterations to be identified.
For instance, in a sequence like ‘‘cuh-cuh-cat,’’ repetition
would be detected on both the first and final pair of syllables.
Though consecutive runs of repetition like this can be desig-
nated as iterations of a single repetition, they are long and
tend to straddle test intervals~see 1.4 in Sec. I D below!. The
syllable pair being tested could be heard repeatedly~by
pressing the return key on a keyboard! until the judge was
ready to make his or her response. The judges were self-
paced and could take a break whenever they wanted. Test
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sounds were played over RS 250-924 headsets in the test
booth. To check on noise level added to the signal from
external and electrical sources, a speech signal was input at
75 dB SPL. Background noise with speech switched off was
40 dB SPL below the speech level.

D. Interval selection criteria

Once the syllables had been assessed, they were used to
select test materials. Test material had to have a designated
target syllable and fluent syllables around it. Moreover there
had to be sufficient fluent syllable context to allow a range of
starting positions to be used for the target syllable while at
the same time overall duration had to be kept constant for the
reasons given in the Introduction. These constraints required
that the initial fluent context extended beyond the test inter-
val duration. Intervals of the same duration where the target
syllable has different starting positions can then be selected
from the more extensive context. These more extensive con-
texts are referred to as super-intervals for brevity. Test inter-
vals are the parts of super-intervals presented for assessment.
In the following sections, selection criteria for target syl-
lables and test intervals are described followed by the proce-
dure for adding noise.

1. Target syllable

Each syllable was checked to establish whether it met
the following criteria for designation as fluent, repetition, or
prolongation:

1.1. A syllable was designated fluent if all judges gave it
a fluent response.
1.2. For a repetition syllable, at least two of the judges
had to call it a repetition. If only two judges considered
the syllable to be a repetition, neither of these judges
was allowed to give this syllable a prolongation re-
sponse as well~this excluded dysfluencies like the
‘‘mmmm.m.mother’’ example in Sec. I C 3 above!. The
response of the judge who did not designate the syllable
as a repetition was not allowed to be ‘‘prolongation.’’
1.3. The criteria for a prolongation syllable were the
same as those for a repetition syllable given in 1.2 ex-
cept that the dysfluency type specifications were re-
versed.
1.4. An additional criterion applied solely to repetitions.
They could be part- or whole-syllable but they could
contain only one repeated syllable~e.g., ‘‘ka Katy’’ not
‘‘ka ka ka Katy’’!. This restriction was applied so that
repetitions were limited in extent to a single interval and
so that the syllables in intervals of different target syl-
lable types could be found which corresponded roughly
in duration ~see 3.1!. Though this criterion could con-
ceivably have been required for long prolongations, this
was not necessary for the present speech material.
1.5. The ‘‘target’’ syllable was not allowed to occur
within any part of a supralexical dysfluency.

Laxer criteria were adopted in 1.2 and 1.3 because there were
fewer syllables in repetition and prolongation classes than
there were fluent syllables.

2. Interval construction criteria

Once target syllables that had a fluent, repetition, or pro-
longation designation had been obtained, they were checked
to see whether they could be used to construct a super-
interval. All appropriate target syllables were checked. The
principal requirement behind selection of super-intervals was
to provide a fluent surrounding context for the designated
target syllable. The criteria for the super-intervals were:

2.1. A super-interval could contain one and only one
syllable that was fluent, repetition, or prolongation and
no syllable that was part of a supralexical dysfluency.
All other syllables had to be agreed by all judges as
fluent syllables.
2.2. Isolated interjections~including filled pauses such
as ‘‘umm’’ or ‘‘err’’ could not occur within any of the
super-intervals.
2.3. There had to be two unanimously agreed fluent syl-
lables preceding the target syllable.
2.4. The target syllable had to have three unanimously
agreed fluent syllables following it.

If the fluent fillers in super-intervals had a fluent context
word which a majority but not all judges designated fluent
~only two rather than three judges passing constraint 2.1 on
one fluent context word!, but passed all other selection cri-
teria, they were retained as potential practice material for the
test judges.

A super-interval might consist of the words ‘‘the black
mmmouse sat on the’’ where ‘‘mmmouse’’ is a prolonged
target syllable. From this super-interval, three test intervals
were constructed. The first of these started at the first syllable
in the super-interval and extended to the end of the fluent
syllable after the prolonged syllable~in the example, the in-
terval ‘‘the black mmmouse sat’’!. This interval could in-
clude silent pauses. The duration was measured and the sub-
sequent two test intervals had to be close in duration to it.
The second interval started on the second syllable~on
‘‘black’’ in the example! and extended at least one fluent
syllable beyond that which ended the first test interval. The
third test interval started on the target syllable itself and con-
tinued to at least one fluent syllable beyond the end of the
second test interval.

3. Selection of fluent and repetition super-intervals to
match prolongation super-intervals

After the restrictions outlined in Secs. I D 2 and I D 3
above, only ten prolongation super-intervals were available
~with the three starting positions used in each super-interval,
this allowed construction of 30 prolongation test intervals!.
Equal numbers of fluent and repetition super-intervals were
chosen. The fluent and repetition super-intervals were se-
lected so that they shared the same basic temporal features as
the available prolongation intervals. The selection criteria for
the repetition and prolongation super-intervals were:

3.1. The syllables in the fluent, repetition, and prolonga-
tion intervals had to have similar average durations.
3.2. Pauses, if they appeared, had to be in corresponding
positions.
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Unlike the previous criteria, these were applied manu-
ally. A breakdown about how the main selection criteria
whittled down the instances is presented in the Results~Sec.
II !.

4. Addition of noise to test intervals

The ten super-intervals of each of the three target syl-
lable types allowed 90 test intervals to be constructed when
the three starting positions were applied. Three further
stimuli were created from each of these 90 stimuli. The first
had no noise added, the second 3 dB, and the third 6 dB of
noise relative to the mean speech amplitude of each syllable.

Noise was real room noise recorded on DAT tape with
the Sennheiser K6 microphone. The noise was recorded in a
quiet office that had plaster walls with nothing on them and
was 8320 ft. It had a window at one of the narrow ends that
was closed and a door at the opposite end that was also
closed while the recording was made. The office was located
in the center of London and there was background traffic
noise. The recording equipment was in the room and it was
switched on. The equipment and microphone were located in
the center of the room. A section of the recorded noise was
selected where there was no noise from the corridor and
where there was no predominant sound such as traffic accel-
erating. The noise was typical of that which occurs in the
best recordings made in similar rooms in clinics. To check
this, the signal-to-noise~S/N! ratio was calculated on four
recordings supplied by US clinics using the algorithm de-
scribed by Sims~1985!. Noise levels over 40-s extracts were
between 2.7 and 6.7 dB.

The processing to add the noise to the speech samples
was as follows:

4.1. The test intervals were scaled to the same maximum
value.
4.2. The mean amplitude was calculated over the full
length of the test interval.
4.3. Each test interval was processed separately for each
desired noise level. The S/N ratio was equal to 10
3 log 10 ~mean amplitude of S/mean amplitude of N!.

The mean amplitude of N was calculated over the length
of the interval to be processed~i.e., if the interval was 1200
samples long, the mean amplitude of the noise was calcu-
lated over the first 1200 samples and N for this interval
stopped at this sample!. A multiplier was applied to the noise
to bring the desired mean amplitude of N to the value appro-
priate to give the required S/N ratio. The S and N were then
added.

E. Experimental procedure for assessment of test
intervals by test judges

Six test judges were employed for the experiment. These
were all female students who were in their fourth~final! year
of a full-time speech pathology course. They had received
training on clinical methods of assessing dysfluency as part
of their course and had experience in making such judgments
in clinical practice. They were chosen as they had a homo-
geneous level of experience and were representative of the
clinical judges who would be required to assess clients’ re-
cordings. These were used to perform psychometric assess-

ments. The playback apparatus for the test judges was the
same as that described earlier. The 270 test intervals~the 90
test intervals described at the beginning of the previous sec-
tion 33 for intervals at different noise levels! were selected
at random without replacement and these were presented to
the test judges to make their response. The response was
whether the interval contained only fluent syllables or in-
cluded either a repetition or a prolongation. Only one re-
sponse was allowed to each interval heard. Each judge did
the experiment in isolation. They pressed a mouse button and
they heard each stimulus once over the RS 250-924 headset.

The subjects received practice before they did the proper
assessments. Only three prolongations met all the selection
criteria except that one of the fluent context syllables was not
unanimously agreed to be fluent~criterion 2.1! during the
assessment by the expert judges. Three fluent and repetition
super-intervals~matched in the same way as the test super-
intervals! were selected. Eighty-one practice test intervals
were created from the original three fluent, prolongation, and
repetition super-intervals. These were tested prior to collec-
tion of data on the experimental material in the same manner.
Responses to the practice intervals were discarded before
statistical analysis.

II. RESULTS

A. Effect on distribution of intervals of selection
criteria

The way the selection criteria restricted the candidate
super-intervals was examined. Each syllable was considered
with respect to whether there was agreement across judges
about whether the syllable was fluent, a repetition, or a pro-
longation according to criteria 1.1 to 1.4 specified in the
Method ~Sec. I!. Syllables that met the agreement criteria
were potential candidates for target syllables and, in the case
of agreed fluent syllables, as filler items for the super-
interval. Over all syllables, the proportion that did not meet
these criteria was 18.2%~1699 syllables!. Note that not all
the syllables that failed to meet the agreement criteria are
disagreements between judges. This 18.2% includes cases
where the word was considered dysfluent by all judges but
none of the judges considered it a repetition or prolongation
and also cases where two or three of the judges agreed that a
target syllable was both repetition and prolongation as in the
‘‘mmmm.m.mother’’ example given in Sec. I C 3. The num-
ber of agreed syllables is given separately for fluent, repeti-
tions, and prolongations in row one of Table I.

The second row of Table I shows the number and per-
centages of super-intervals removed because the super-
interval had a word that was part of a supralexical dysflu-
ency. Exclusions are classified by target syllable type even
though the super-interval could be prohibited because the
target syllable~criterion 1.5! and/or syllables in the super-
interval filler context~criterion 2.1! occurred within a supral-
exical dysfluency. Also note that these data do not include
standalone interjections. The average over all target syllable
types of super-intervals where the syllables in an interval
overlapped with a supralexical dysfluency was roughly 40%.
A further factor of note about the number of target syllables
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that occurred within a supralexical dysfluency was that the
probability that a repetition will be involved in a supralexical
dysfluency was higher than that for a prolongation. A chi
square on the number of repetitions and prolongations that
were part of a supralexical dysfluency~459 and 29, respec-
tively, as shown in row two! against those not part of a
supralexical dysfluency~the sum of the remaining columns
in Table I, 337 and 57 for repetitions and prolongations,
respectively! showed that there was a significant association
~chi square518.0, df51, p,0.001!.

The remaining analyses summarized in Table I exam-
ined the syllables around the target syllable to see whether
they fulfilled the criteria for specification of a super-interval
with the response designation of the target syllable. The third
row of Table I shows the reduction in number of super-
intervals caused by the occurrence of interjections that were
not part of supralexical dysfluencies~criterion 2.2!. From the
percentages of super-intervals that contained such an isolated
interjection, it appears that these depend on target syllable
type ~15.3%, 9.5%, and 19.8% for fluent, repetition, and pro-
longation, respectively!. This would support the view that
there is relative inhibition of interjections around repetitions
and a heightened chance around prolongations relative to
fluent contexts. However, summing up the syllables in the
remaining rows for the respective columns to estimate the
number of these that did not contain an isolated interjection
gives totals of 2812, 261, and 40 compared with 1032, 76,
and 17 that contain an interjection. A chi square test showed
that there was no association between target syllable type
and whether the super-interval contained an interjection~chi
square53.25, df52, p.0.05!. This is particularly notewor-
thy bearing in mind the high number of fluent target syllables
that would tend to lead to a significant result. The same chi
square analysis using repetition and prolongation alone was
also not significant~chi square51.43, df51, p.0.05!. The
relative reduction in the percentage of super-intervals con-
structed from repetition target syllables that contained an in-
terjection was due to the higher likelihood of repetitions be-
ing associated with supralexical dysfluencies that reduced the
overall total. Thus the likelihood of an isolated interjection
occurring in a super-interval was about the same whether the

target syllable was fluent, repetition, or prolongation.
Row four shows the reduction in super-intervals brought

about because the interval contained a lexical dysfluency on
a syllable other than the target syllable or because the super-
interval contained a syllable other than the target syllable
that was not agreed fluent~criteria 2.3 and 2.4!. A similar
analysis to that on isolated interjections was done on the
lexical dysfluencies. Again the percentages suggest that pro-
longations are hit harder by lexical dysfluency prohibitions
than are repetitions. The totals in the last two rows of Table
I were entered into a contingency table where one row was
whether the lexical dysfluency criteria prohibited the candi-
date super-interval being accepted~626, 192, and 30 for the
fluent, repetition, and prolongation columns, respectively!
and row two was not prohibited by lexical dysfluencies
~2186, 69, and 10 for fluent, repetition, and prolongation!.
Chi square analyses showed that there was a significant as-
sociation when fluent syllables were included~chi square
5363.77, df52, p,0.001! but not when repetitions and pro-
longations alone were considered~chi square50.037, df
51, p.0.05!. Reservations about the chi square analysis
with fluent syllables need to be expressed given the sensitiv-
ity of this statistic to high numbers of observations that can
lead to spurious significance as mentioned earlier. It would
be more conservative, therefore, to conclude that there was
no association between whether an interval contained a pro-
hibited lexical dysfluency and repetition and prolongation
dysfluency target syllable type. In summary, it appears, then,
that the only factor leading to super-intervals being rejected
in Table I that differentially affected target syllable types
was the high proportion of repetitions that occurred as part of
a supralexical dysfluency.

A further factor of note is that the number of super-
intervals was dramatically reduced by the specified criteria
~bearing in mind that over an hour long speech, in total, was
assessed!. A response to an interval as stuttered or nonstut-
tered is only meaningful if the interval contains a specific
type of dysfluency and the interval incorporates all the dys-
fluency. The other side of this analysis is, therefore, that it
shows arbitrarily chosen intervals are not appropriate for as-
sessing dysfluency type: If this is done, many intervals will

TABLE I. Breakdown of how super-intervals~determined by the type of target syllable shown along the top
row! are reduced by the selection requirements indicated in the left column. The totals and percentages~in
brackets! are given.

Target syllable type Fluent Repetition Prolongation
Overall target syllables 6767 796 86
of the designated type

One of the syllables in 1718 459 29
a super-interval occurs ~25.4%! ~57.6%! ~33.7%!
within a supralexical dysfluency

Super-interval contains 1032 76 17
an interjection ~15.3%! ~9.5%! ~19.8%!

Super-interval contains 626 192 30
another lexical dysfluency or a nonagreed ~27.1%! ~24.1%! ~34.9%!
F, P, or R syllable

Remainder 2186 69 10
~32.3%! ~8.7%! ~11.6%!
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contain multiple dysfluencies~lexical and supralexical! and
syllables that expert judges do not agree about. The selection
criteria also prevent a dysfluency from being split between
different intervals~fragmentation!. Minimizing the occur-
rence of multiple dysfluencies in an interval and prevention
of fragmentation of dysfluencies between intervals make in-
compatible demands about choice of interval duration: Mul-
tiple dysfluencies can be reduced by choosing shorter inter-
vals whereas fragmentation is reduced if intervals are made
longer. Despite the restrictions on choice of super-intervals,
some intervals were found that contained a target syllable of
the designated type that occurred in the context of fluent
syllables. The fluent syllable contexts, in turn, allowed test
intervals to be constructed to establish how noise and starting
position affected detectability of dysfluencies by test judges.
The selection constraints also determined the duration of the
super-intervals. The duration of super-intervals that passed
all the tests was 2.71 s for fluent intervals, 2.64 s for prolon-
gation intervals, and 2.60 s for repetition intervals.

B. Effects of noise on detectability of repetitions and
prolongations

Error proportions and standard deviations for each target
syllable type at the three starting positions and when the
three levels of noise were added are shown in Table II aver-
aged over judges. Error rates were relatively high even when
there was no noise added to the test intervals because the test
judges were only allowed to hear the sound once~when they
signaled that they were ready!. These data were analyzed by
a three-way analysis of variance~ANOVA ! with the factors
starting position relative to the super-interval~three levels;
two, one, or no fluent syllable lead in!, noise level~three
levels; no noise, 3 dB, and 6 dB!, and target syllable type
~three levels; fluent, repetition, or prolongation targets!.

The main effect of noise level was significant~F2,135
526.18,p,0.001!. This arose, as expected, from higher er-
ror rates as noise level increased. Tukey simultaneous tests
showed that error rate was significantly higher in the 3-dB
~T53.9, p,0.001! and 6-dB conditions ~T57.2, p
,0.0001! after adjustment for error rate in the no noise con-
dition and error rate was significantly higher in the 6-dB
condition ~T53.3, p,0.005! after adjustment for error rate
in the 3-dB condition. The main effect of target syllable type

was also significant~F2,1355123.39,p,0.001! with more
errors on repetitions than prolongations and more errors of
prolongations than fluents. Tukey simultaneous tests showed
that error rate was significantly higher for repetitions~T
58.8, p,0.0001! and prolongations~T515.6, p,0.0001!
after adjustment for fluent error rate and error rate for pro-
longations was significantly higher~T56.9,p,0.0001! after
adjustment for error rate on repetitions.

The hypothesis, presented in the Introduction, that rep-
etitions will be more affected than prolongations by noise
predicts an interaction between noise level and target syl-
lable type. This interaction was significant~F4,13555.17,
p50.001!. Inspection of the data in Table II shows that the
percentage increase in errors with increasing noise level was
biggest for repetitions for each of the three starting positions
~the difference in percentages between no noise and 6 dB of
noise was 38.3%, 33.3%, and 31.6%!, next biggest for pro-
longations~20.0%, 15.0%, and 15.0%!, and least of all for
fluents~5.0%, 10.0%, and 3.4%!. Thus it appears to be the
case that repetitions are most affected by noise and prolon-
gations are next-most affected, as hypothesized. The interac-
tion between starting position and target syllable type was
also significant~F4,13552.76,p50.03!. The data show that
prolongations are least error prone when they appear late in
the test interval~a bigger preview!, whereas the converse is
true of repetitions and fluents.

III. DISCUSSION

A. Effect on distribution of intervals of selection
criteria

The findings have relevance for choice of an appropriate
assessment procedure for research purposes on stuttering in
general. The current study shows that intervals less than 3 s
long that contain one and only one type of lexical dysfluency
are rare in connected speech. More intervals would occur if
longer lexical and supralexical dysfluencies~occupying up to
the entire interval! were allowed. Such long dysfluencies are
more likely to be fragmented between intervals when the
intervals are randomly imposed~this can also happen even
with short lexical dysfluencies!. This can lead to one dysflu-
ency affecting two adjacent intervals. It can also lead to dys-
fluencies being missed as when word or phrase repetitions
consisting of a single repetition are split at the point where

TABLE II. Proportion of errors and their standard deviations~in parentheses beneath! for test intervals. Target
syllable type is given in the column on the left~labeled F for fluent, R for repetition, and P for prolongation. The
three starting positions relative to the super-interval are indicated along the top row at the head and the three
different noise levels are labeled in the following row.

Start 1 Start 2 Start 3

No 3 dB 6 dB No 3 dB 6 dB No 3 dB 6 dB
noise noise noise

F 13.3 11.7 18.3 3.3 8.3 13.3 8.3 6.7 11.7
~12.1! ~16.0! ~14.7! ~5.1! ~9.8! ~15.1! ~9.8! ~8.2! ~16.0!

P 28.3 36.7 48.3 28.3 35.0 43.3 18.3 28.3 33.3
~14.7! ~13.7! ~16.0! ~11.7! ~8.4! ~12.1! ~11.7! ~17.2! ~19.7!

R 26.7 50 65 35 58.3 68.3 36.7 55.0 68.3
~17.5! ~16.7! ~11.7! ~15.2! ~14.7! ~9.8! ~12.1! ~12.2! ~9.8!
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the repetition recommences. These observations make appli-
cation of time-interval analysis procedures to, for instance,
assessing the effects of frequency-shifted feedback~Ingham
et al., 1997! problematic.

Time interval analysis procedures have the advantage
that they are relatively quick and easy to perform in com-
parison with current assessments. It is not clear, however,
how the results of such procedures should be interpreted.
Though they appear to give an indication of treatment out-
come, as discussed in the preceding paragraph~Ingham
et al., 1997! they bias these estimates by underestimating
dysfluencies on some occasions and inflating them on others.
The dominant effect appears to be to overestimate stuttering.
Thus as seen in Inghamet al.’s ~1997! data where 5-s ran-
domly selected intervals were used, the vast majority of in-
tervals are judged as dysfluent leading to ceiling effects. The
problem with the use of this technique for diagnostic and
prognostic indications is that it does not allow dysfluency
types, known to be important for each of these topics, to be
assessed. These indicators are discussed further in the fol-
lowing section.

B. Effects of noise on detectability of repetitions and
prolongations

The effects of noise on assessments of repetition and
prolongation show that comparison of performance across
recording environments with different noise levels distorts
fluency assessment. They also underline the fact that details
of the recording environment~including microphones, test
rooms, and so on! need to be as noise-free as possible. With-
out these precautions, it is likely that stuttering will be un-
derestimated since the results show that repetitions, in par-
ticular, as well as prolongations to some extent tend to be
designated fluent whereas fluent intervals are relatively infre-
quently called repetition or prolongation. There should also
be agreed specifications about minimum recording standards
that need to be met to conform to clinical and research re-
quirements.

The first specific implication about noise affecting dys-
fluent classes differentially follows from the finding that
noise leads to stuttering incidence being underestimated.
This has significance for diagnosis as missed dysfluencies,
by definition, would underestimate stuttering frequency.
Similarly, if by chance noise level increases over recordings
made during and after treatment, this could lead to spurious
apparent improvements. It would also lead to prognostic in-
dications being missed and distorted. So, for instance, Con-
ture’s ~1990! view is that a change from a predominance of
repetitions in a child’s speech to a high proportion of prolon-
gations is a sign that the disorder is worsening. This would
appear to happen if speech recorded from a noisy environ-
ment was compared with one recorded in a quiet environ-
ment due to noise affecting repetitions more than prolonga-
tions. Alternatively if an initial assessment made in quiet was
compared with one in noise, a judge might miss this telltale
sign.

A second important finding in this study is that detect-
ability of repetitions and prolongations in noise is affected by
the position that they occupy in a test interval. For one thing,

if intervals are used, the differential detectability could affect
diagnostic and prognostic indications in a similar way to that
discussed in the previous paragraph. Also, the findings may
have theoretical significance. A breakdown in fluency that
results in a prolongation may arise from speech changes
made in the prior context whereas a repetition breakdown
may occur before a problematic word~Au-Yeung et al., in
press!.

One difference between the stimuli used in Ingham
et al.’s ~1997! time interval analysis procedure and the cur-
rent one is that the former authors used audiovisual rather
than audio alone stimuli. This might be considered a limita-
tion to the investigation of noise in the present study since
audiovisual presentation is widely regarded as allowing
judges to be more sensitive to stuttering than audio alone.
However, this matter is not at all clear cut. Judgments of
audiovisual synchrony are less sensitive when in the familiar
task of viewing a face when speaking than the less familiar
task of watching a person hammering~Dixon and Spitz,
1980!. The well-known McGurk effect can also be inter-
preted as showing a lack of sensitivity to audio information
when a face is viewed~McGurk and MacDonald, 1976!. In
this illusion, the presence of a facial view of a speaker pro-
ducing a /b/ dubbed with the speaker’s production of /g/
leads to perception of /d/. The McGurk effect appears to
make a listener less sensitive to the auditory features respon-
sible for perception of plosive stop consonants. A second
limitation is that we have not examined the extent to which
reduction in intervals due to the selection criteria are amelio-
rated by allowing more extensive dysfluencies that still occur
within the confines of an interval of a specified duration.
Though this would make the problem somewhat less acute, it
would not remove the problem.
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Studies involving human infants and monkeys suggest that experience plays a critical role in
modifying how subjects respond to vowel sounds between and within phonemic classes.
Experiments with human listeners were conducted to establish appropriate stimulus materials. Then,
eight European starlings~Sturnus vulgaris! were trained to respond differentially to vowel tokens
drawn from stylized distributions for the English vowels /{/ and /(/, or from two distributions of
vowel sounds that were orthogonal in theF1 –F2 plane. Following training, starlings’ responses
generalized with facility to novel stimuli drawn from these distributions. Responses could be
predicted well on the bases of frequencies of the first two formants and distributional characteristics
of experienced vowel sounds with a graded structure about the central ‘‘prototypical’’ vowel of the
training distributions. Starling responses corresponded closely to adult human judgments of
‘‘goodness’’ for English vowel sounds. Finally, a simple linear association network model trained
with vowels drawn from the avian training set provided a good account for the data. Findings
suggest that little more than sensitivity to statistical regularities of language input~probability–
density distributions! together with organizational processes that serve to enhance distinctiveness
may accommodate much of what is known about the functional equivalence of vowel sounds.
© 1998 Acoustical Society of America.@S0001-4966~98!00312-9#

PACS numbers: 43.71.An@WS#

INTRODUCTION

Two significant characteristics of the way listeners per-
ceive speech sounds are that experience in a particular lan-
guage environment has profound effects, and that some
acoustic instantiations of a phoneme are perceptually more
compelling or effective than others. Although this latter ob-
servation has been a common one ever since speech re-
searchers first manipulated natural and synthetic speech sig-
nals, for a long while relatively little was made of this fact.
Perhaps this was owing to the historical influence of ‘‘cat-
egorical perception’’ of speech sounds, by which within-
category differences were considered largely irrelevant. A
number of studies have revealed the importance of differ-
ences between different examples of the same phoneme. For
example, some speech stimuli served as more effective
adapters in selective adaptation studies~Miller et al., 1983;
Samuel, 1982!, and some stimuli served as better competi-
tors in dichotic competition experiments~Miller, 1977;
Repp, 1977!. More recent studies have incorporated explicit

judgments of the degree to which particular stimulus is per-
ceived as a good example of a particular phonetic segment
~Grieser and Kuhl, 1989; Iverson and Kuhl, 1995; Kuhl,
1991; Miller and Volaitis, 1989; Volaitis and Miller, 1992!.

The research effort reported here concerns developmen-
tal aspects of responding to vowel-sound distributions in a
graded and language-specific manner. By the age of 6
months, infants respond to vowel sounds in a language-
appropriate fashion even when stimuli overlap considerably
along acoustic dimensions that are less directly relevant to
vowel identity ~Kuhl, 1983!. Using a reinforced head turn
paradigm, Kuhl trained infants to turn their heads only when
the phonemic quality of a repeating background stimulus
changed between the relatively similar synthesized vowels
/Ä/ and /Å/ modeled after male utterances. When tested on
novel synthesized vowels /Ä/ and /Å/ modeled after utterances
by women and children~adding variation in pitch contour in
addition to shifting absolute frequency of formants!, infants
provided the correct response as defined by phonemic~func-
tional! equivalence despite talker and fundamental-frequency
~f 0! changes.

While this earlier study attests to the ability of infants toa!Electronic mail: kluender@macc.wisc.edu
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respond equivalently to vowels in the face of phonemically
irrelevant variation, more recent studies by Kuhl and her
colleagues~Grieser and Kuhl, 1989; Iverson and Kuhl, 1995;
Kuhl, 1991! have investigated how responses to vowel
sounds vary across acoustic/auditory dimensions that are di-
rectly relevant phonemically. In these cases, instances of the
same vowel differing in acoustic/auditory dimensions seem
not to be perceptually equivalent for either 6-month olds or
adults. Using a reinforced head-turn paradigm, Grieser and
Kuhl ~1989! examined the extent to which six-month-old
infants responded to a change from a repeating background
/{/ stimulus to another variant of /{/ drawn from a distribution
of /{/ examples. They found that the degree to which infants
responded to a change from the background stimulus to an-
other variant of the vowel was less when the background
stimulus was a vowel judged by adult listeners to be near
ideal or ‘‘prototypical,’’ Kuhl ~1991! conceptualized this as a
‘‘perceptual magnet effect’’ and suggested that infants come
to internalize vowel category prototypes similar to those for
adults, and that variants of the vowel category are perceptu-
ally assimilated to the prototype or ‘‘Native Language Mag-
net’’ ~Kuhl, 1993! to a greater degree than could be ex-
plained by psychophysical distance alone.

As might be expected, whether one of the comparison
stimuli was a ‘‘prototype’’ or not, greater acoustic/auditory
distance resulted in greater discriminability, and infants were
generally more likely to respond when acoustic/auditory dif-
ferences were greater. This fact makes the results a bit more
difficult to interpret with regard to the process by which in-
fants respond differentially. In a sense, the paradigm pitted
the infant’s ability to discriminate two vowel tokens against
the infant’s tendency to respond equivalently to discrim-
inably different vowels that share some functional equiva-
lence. By analogy, one would not wish to suggest that infants
were incapable of detecting gender and age differences in
Kuhl’s ~1983! experiments with the vowels /Ä/ and /Å/. In
any event, these studies~Grieser and Kuhl, 1989; Kuhl,
1991! demonstrate that infants were less likely to respond
~indicating a stimulus change! when the background stimulus
represented a relatively good example of the vowel /{/. Kuhl
~1991! took this as evidence that there is an internal organi-
zation of phonetic categories around prototypic members that
is an ontogenetically early aspect of the speech code.

This conclusion is consonant with the ubiquitous finding
in psychological studies of categorization that instances of
categories or concepts, whether dogs or birds or automobiles,
are not equally exemplary. If one infers the existence and
nature of internal representations for categories from re-
sponses on a variety of tasks, such representations would
seem to have a graded structure—often described as being
centered around an ideal or ‘‘prototypical’’ instance of the
category~Rosch, 1975, 1978!. For now, the present authors
are agnostic with regard to the existence of internal represen-
tations for categories and are not prepared to require their
existence when the data mostly consist of differential re-
sponses to functionally near-equivalent instances. Some res-
ervations regarding the utility of posting representations such
as phonetic categories will be conveyed in later discussion in
this report. Here, the term ‘‘category’’ will be used only

when it is necessary to portray the intentions of other
investigators.1 Also, the terms ‘‘prototype’’ and ‘‘prototypi-
cal’’ will be used only for consistency with formulation of
these issues by others.2 Instead, descriptions of stimulus ma-
terials will hew more closely to physical dimensions, and
more neutral terminology such as ‘‘functional equivalence’’
or ‘‘functional mapping’’ will be used.

Considerations of terminology aside, Kuhl’s measure-
ments of infants’ differential responses to contrasts between
acoustically different instantiations of a given phoneme con-
stitute an important step in understanding how infants come
to perceptually organize sounds in a fashion appropriate to
their language. More fine-grained analyses of the overall
structure of infant functional mappings for vowel sounds~in
contrast to establishing only the centroid or prototype! will
be especially important, in part because, to a large extent, it
is the hallmark of other studies of categorization that such
equivalence classes have graded structures with some stimuli
~not only prototypes! being better exemplars than others.
Goodness judgments by adult listeners~Kuhl, 1991! suggest
that, not only do equivalence classes for vowels have the
appearance of being structured around a best example or pro-
totype, but also that instances nearer to the best exemplar or
prototype are ‘‘better’’ members of the category—an arche-
typal category structure. Analogous data has been collected
for adult classification of consonants~e.g., Iverson and Kuhl,
1995; Massaro, 1987; Milleret al., 1983; Miller and Volai-
tis, 1989; Samuel, 1982!.

What has become apparent is that the degree to which
infants treat instances of a vowel distribution equivalently is
conditioned by their experience with a particular language.
Evidence supporting a role for learning can be found in a
study~Kuhl et al., 1992! using the same paradigm as Grieser
and Kuhl~1989; Kuhl, 1991! with infants from different lan-
guage environments. Six-month-old infants raised in
Swedish- and English-speaking environments exhibit quite
different tendencies to respond to changes from a relatively
good example to a relatively poor example of a vowel when
tokens are drawn from a distribution corresponding to the
Swedish high front rounded vowel /y/ versus a distribution
corresponding to the English vowel /{/. Again, for both
groups of infants, larger acoustic differences were detected
more easily for both native and non-native3 vowel sets. Im-
portantly, however, English infants were much more likely
to respond to differences between the relatively good ‘‘pro-
totype’’ high front rounded Swedish vowel /y/ and variants
of /y/ than they were to respond to differences between the
relatively good ‘‘prototype’’ English /{/ and its variants. The
complementary pattern was found for Swedish infants’ re-
sponses. The fact that infants are less likely to respond dif-
ferentially to examples of a vowel common within their lan-
guage environment is taken as evidence that, by six months
of age, infants have begun to treat similarly sounds that cor-
respond to functional groupings in their native-language en-
vironment.

By contrast, Kuhl~1991! found that, for rhesus monkey
subjects discriminating /{/ and /{/-like sounds in a task meth-
odologically analogous to that used with infants, there was
little or no evidence that relatively good /{/ stimuli are per-
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ceived as any more similar to other vowel sounds drawn
from a distribution of /{/ sounds than are relatively poor in-
stances. Taken together, results with human infants and with
monkeys have encouraged a number of researchers to pro-
pose that infants possess initial ‘‘language-universal’’ cat-
egories that are modified through exposure to the native lan-
guage to become language-specific categories of adult
language users~Miller and Eimas, 1996; for reviews, see
Best, 1994; Werker, 1994!. Most specifically, Eimas~1991!
has argued that there exists an innately given, universal set of
phonemes together with processes that enable the infant to
map acoustic variants onto phonemic category representa-
tions. In addition to being consistent with traditional nativist
accounts of language competence~e.g., Halle, 1990; Pinker
and Bloom, 1990!, innate phonetic categories may be conge-
nial to some essentialist accounts of concepts more generally
~Atran, 1987; Gelman and Wellman, 1991; Keil, 1987; Me-
din and Ortony, 1989!.

Kuhl ~1991! was initially circumspect with regard to
such questions, presenting two potential explanations:
‘‘First, infants at birth could be biologically endowed with
mechanisms that define vowel prototypes for certain vowels
~e.g., the ‘quantal’ vowels! or for all of the vowels in all the
languages of the world . . . A second alternative is that the
effects are due to experience in listening to a specific lan-
guage.~p. 105!’’ More recently, Kuhl ~1993! suggests that
native-language prototypes are most likely the product of
early experience in a language environment. Relatively little
has been revealed, however, about putative processes by
which learning and experience would shape development of
functional ~phonemic! equivalence among vowel sounds if,
in fact, functional equivalence can be learned. It is necessary
to elucidate the processes by which functional equivalences
for vowel sounds might arise through experience and learn-
ing if they are to arisede novo. If equivalence classes~pho-
netic categories! for different acoustic instantiations of vow-
els can be a function of experience and general processes of
learning, what are the salient characteristics of the resulting
response structure? In particular, do patterns of responses to
learned vowel equivalence classes bear close resemblance to
response patterns measured for infant and adult humans?

The use of nonhuman animal subjects afforded Kuhl
~1991! the opportunity to assess vowel discrimination in a
model unfettered by extensive experience with distributional
properties of vowel sounds. In the present studies, animal
models are used to address explicitly questions relating to
experience with vowel sounds when language-specific prop-
erties are strictly controlled. The aim is to understand better
the nature of explicitly learned equivalence classes for vowel
sounds to afford comparison with extant measures from hu-
man infant and adult listeners. The nonhuman species used is
European starlings~Sturnus vulgaris!, a bird that has been
demonstrated to have hearing comparable to humans within
the frequency range of human vowel sounds~Dooling et al.,
1986; Kuhnet al., 1980, 1982! and appears to share a com-
mon mechanism of spectral analysis with many other verte-
brates including humans~Dooling et al., 1986!.

Because nonhuman animals have been shown to be rea-
sonably adept at responding differentially when presented

with contrasts between speech sounds~Kluender, 1991;
Kluenderet al., 1987; Kluender and Lotto, 1994; Kuhl and
Miller, 1975, 1978; Kuhl and Padden, 1982, 1983! including
vowel sounds~Burdick and Miller, 1975; Kluender and
Diehl, 1987!, it is not enough simply to demonstrate that
starlings can respond differentially to different vowel
sounds. If general processes of learning serve to explain per-
ceptual development of speech perception by human infants,
then one needs to demonstrate that responses to vowel
equivalence classes learned by nonhuman subjects bear close
resemblance to response patterns measured for infant and
adult humans.

I. EXPERIMENT 1

The present effort began with synthesis of stimuli in
accord with the descriptions given by Grieser and Kuhl
~1989! and Kuhl ~1991!. In a preliminary experiment~Lotto
et al., in press! a series of stimuli was drawn from their two
overlapping distributions of vowel sounds.@See top panel~a!
of Fig. 1.# With the exception of durational differences,
stimuli were synthesized in accordance with their descrip-
tions. Tokens for each of Kuhl’s~1991! distributions lay on
eight spokes radiating from a centroid in a mel-scaled
F1 –F2 space. Lottoet al. ~in press! used only the 13 stimuli
along the diagonal~filled symbols!. Sixteen listeners were
asked to judge the quality of these 13 vowel sounds with

FIG. 1. In the top panel~a!, 13 stimuli used in preliminary study~Lotto
et al., in press! are represented by filled circles and plotted in mel coordi-
nates corresponding to synthesizer frequency values forF1 and F2. All
circles, filled and unfilled, correspond to stimuli used by Kuhl~1991!. In the
bottom panel~b!, 19 vowel stimuli used in experiment 1 are plotted as filled
circles in a mel-scaledF1–F2 space. Unfilled circles correspond toF1 and
F2 values for /{/ and /(/ stimuli used in experiments 2 and 3.
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respect to whether each sounded most like the vowel in
‘‘heat,’’ ‘‘hat,’’ ‘‘hate,’’ ‘‘hit,’’ ‘‘head,’’ ‘‘hood,’’ or ‘‘none
of the above.’’ The most important feature of subjects’ re-
ported percepts is that at least two of the stimuli from Grieser
and Kuhl’s ~1989! and Kuhl’s ~1991! /{/ distribution @top
panel~a! of Fig. 1# typically were not perceived as /{/ by this
group of listeners. Much more common for these sounds
were percepts of /}/, /e/, and /(/. Because stimuli were not
included from other spokes from Kuhl’s~1991! distribution,
these data do not address the degree of which other stimuli
drawn from that distribution would be perceived as /{/. This
observation that some of the tokens intended to be perceived
as /{/ by Grieser and Kuhl~1989! and by Kuhl~1991! are not
perceived as /{/ is consistent with earlier reports~Iverson and
Kuhl, 1995; Lively, 1993; Sussman and Lauckner-Morano,
1995!.

In the interest of employing a set of stimuli that would
constitute a distribution of reasonably compelling instances
of the vowel /{/, a second series of stimuli were synthesized.
In order to better delineate a range of acceptable tokens of
the vowel /{/, these stimuli were presented to naive listeners
for identification.

A. Method

1. Subjects

Sixteen college-age adults served as subjects. For all ex-
periments reported here involving human objects, individuals
learned English as their first language and reported normal
hearing. All subjects received Introductory Psychology class
credit for their participation.

2. Stimuli

Nineteen five-formant vowel stimuli were synthesized
using the cascade branch of the Klatt~1980! software syn-
thesizer implemented in CSRE~CSYNTR16; Jamieson
et al., 1992! on a microcomputer with 12-bit resolution at a
10-kHz sampling rate and were stored on computer disk.
Stimuli were synthesized with parameters chosen from along
a diagonal in a mel-scaledF1–F2 space@see filled circles in
bottom panel~b! of Fig. 1#. In contrast to earlier efforts and
in the interest of better circumscribing a region of perceptu-
ally acceptable instances of /{/, stimuli were spaced only 20
mel apart along the diagonal. The diagonal was at 45° rela-
tive to the mel-scaledF1–F2 plane, so theF1 andF2 mel
values of each stimulus were of equal increments or decre-
ments relative to adjacent stimuli. The fifth stimulus from the
most extreme~low F1, high F2! end of the diagonal shared
the sameF1 andF2 values as the centroid of the /{/ distri-
bution used previously~Grieser and Kuhl, 1989; Kuhl, 1991!
and conformed to mean values for male talkers measured by
Peterson and Barney~1952!. Center frequencies~Hz! and
mel values forF1 andF2 are listed in Table I. Synthesizer
values forF3, F4, andF5 were held constant at 2780, 3300,
and 3850 Hz, respectively. Formant bandwidths,B1, B2, B3,
B4, andB5, were 50, 70, 110, 250, and 200 Hz, respectively.
Duration of each stimulus was 300 ms. Although Grieser and
Kuhl ~1989! and Kuhl~1991! used 500-ms stimuli, and Iver-
son and Kuhl~1995! used 435-ms stimuli, 300 ms was cho-
sen as a reasonable compromise between those rather ex-

treme durations and shorter more natural durations.
Fundamental frequency was held constant at 120 Hz. A
25-ms linear amplitude ramp was imposed on the beginning
and end of each stimulus.

3. Procedure

Given the intended application for these stimuli~experi-
ment 2! and the present emphasis upon the range of accept-
able /{/ stimuli, a forced-choice identification task was used.
Subjects were asked to identify stimuli as /{/ or as /(/. The
choice of /(/ as an alternative was based upon the authors’
perception of many of these shorter~300 vs 435 ms! stimuli
being better examples of /(/ than of /|/ or /}/. Stimulus pre-
sentation was under control of a microcomputer. Following
D/A conversion~Ariel DSP-16!, stimuli were low-pass fil-
tered ~Frequency Devices 677, cutoff frequency 4.8 kHz!
prior to being attenuated~Analog Devices AD7111 digital
attenuator!, amplified ~Stewart HDA4!, and played over
headphones~Beyer DT-100! at 70 dB SPL. Calibration of
presentation level was achieved by first matching the rms
level of all stimuli to a 1-kHz tone prior to D/A conversion.
Subjects were instructed to press either of two buttons la-
beled ‘‘heat’’ and ‘‘hit’’ to indicate which of these alterna-
tives best characterized the vowel sound heard on a trial.

B. Results

Data pooled across 16 listeners are presented in Fig. 2.
The first nine stimuli were labeled as /{/ quite reliably
~greater than 85% of presentations!. As F1 and F2 values
increase and decrease, respectively, more stimuli are identi-
fied as /(/, not /{/. Based upon this distribution of responses, it
was now possible to construct with confidence distributions
of /{/ and /(/ exemplars for presentation in the following
equivalence class learning experiment.

TABLE I. Synthesis parameters for first and second formants of stimuli
used in experiment 2 depicted as both Hz and mel.

Hertz mel

F1 F2 F1 F2

221 2421 288 1775
233 2388 303 1760
246 2355 317 1746
258 2322 331 1732
270 2290 345 1718
283 2258 359 1704
295 2226 373 1690
308 2194 387 1676
321 2163 402 1661
334 2132 416 1647
347 2102 430 1633
360 2071 444 1619
374 2041 458 1605
387 2011 472 1590
401 1982 486 1576
415 1953 500 1562
429 1924 515 1548
443 1896 529 1534
457 1868 543 1520
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II. EXPERIMENT 2

Experiment 2 was designed to answer the primary ques-
tion addressed in this report. If equivalence classes for dif-
ferent acoustic instantiations of a given vowel can be a func-
tion of experience and learning, what are the salient
characteristics of the resulting response structure? In particu-
lar, are response gradients acquired through learning compa-
rable to response gradients measured for infant and adult
human listeners? Animal studies of speech perception have
been used to assess auditory processes without confounds of
effects of experience~e.g., Doolinget al., 1995; Kluender
and Lotto, 1994; Kuhl, 1981, 1986, 1991!. In contrast, the
present study is designed explicitly to engage processes of
learning in an animal for which experience with speech
sounds can be precisely controlled. European starlings~Stur-
nus vulgaris! were trained to respond differentially to stimuli
drawn from distributions of vowel sounds representative of
English vowels, /{/ and /(/, or from distributions constructed
to be orthogonal to the /{/ and /(/ distributions in a mel-scaled
F1–F2 plane. These orthogonal distributions roughly corre-
spond to high front rounded vowel /Ñ/ and high mid rounded
vowel /'/ like those occurring in Swedish. Half of the birds
were assigned as /{–(/ birds, and half were assigned as /Ñ–'/
birds.

A. Method

1. Subjects

Eight European starlings~Sturnus vulgaris! served as
subjects in the learning experiment. Free-feed weights
ranged from 66 to 102 g.

2. Stimuli

A total of 196 vowel stimuli were synthesized represent-
ing equal 49 token distributions of the English vowels /{/ and
/(/ and of the two orthogonal distributions /Ñ/ and /'/. Distri-
butions for /{/ and /(/ vowels alone are represented in the
bottom panel~b! of Fig. 1, and distributions for all four

vowels are shown in Fig. 3. From experiment 1, it is inferred
that all 49 examples of /{/ were reasonably good versions of
the English vowel /{/. The centroid of /(/ was synthesized
with values very close to the mean values for /(/ measured by
Peterson and Barney~1952!, and the authors perceived all
members of the /(/ distribution to be acceptable versions of
the English vowel /(/. However, owing partially to the dura-
tion of the stimuli, a few instances were not particularly
compelling versions of a lax vowel. Centroids for /Ñ/ and /'/
were determined on the basis of considerations other than
appropriateness as exemplars of vowels from Swedish or any
other language. Instead, centroids for /Ñ/ and /'/ were chosen
so that the cluster of four distributions fulfilled a number of
experimental desiderata including denser sampling, orthogo-
nality, and evaluation of discrimination versus functional
equivalence~categorization!.

Of course, none of the vowels closely mimic realistic
productions representative of infant experience. Steady-state
vowels, with variations of onlyF1 and F2 and excluding
diphthongal patterns, consonantal contexts, and durational
differences, may be pale imitations of the real thing; how-
ever, static monophthongal vowels are consistent with previ-
ous studies addressing the same and related questions. Al-
though formant values for /Ñ/ closely approximate stimuli
used for Kuhlet al. ~1992!, it is unlikely that any of the
stimuli in this distribution would constitute particularly good
examples of Swedish /Ñ/ for two reasons. First, for Swedish,
/Ñ/ is heavily diphthongized, and these sounds are monoph-
thongal. Second, high front rounded vowels have relatively
low-frequencyF3, and the range ofF2 frequencies used
across the distribution preclude the use ofF3 values appro-
priate for a high front rounded vowel. Both of these reserva-
tions hold for the synthetic versions of Swedish /Ñ/ used by
Kuhl et al. ~1992!.

FIG. 2. Identification data from 16 listeners responding ‘‘heat’’ or ‘‘hit’’
when identifying 19 vowel stimuli in experiment 1 and depicted in the
bottom panel~b! of Fig. 1. Stimuli 5 and 11~indicated by* ! shareF1 and
F2 values with ‘‘prototype /{/’’ and ‘‘nonprototype /{/’’ stimuli, respectively,
used by Kuhl~1991!.

FIG. 3. Mel-scaled plot of 196 vowel stimuli synthesized for experiment 2
representing equal 49-token distributions of the English vowels /{/ and /(/
and vowels approximate to /Ñ/ and /'/. Filled circles represent stimuli used
in training. Unfilled circles, filled squares, and the symbols /{/, /(/, /Ñ/, and
/'/ ~centroids! correspond to stimuli withheld until the testing phase of
experiment 2. Squares labeled A, B, C, D correspond to pairs of stimuli used
in comparison of between- and within-distribution response strengths.
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The four distributions of stimuli differed in several ways
from the original Grieser and Kuhl~1989! and Kuhl ~1991!
stimuli, First, 12 spokes of stimuli, instead of 8, emanated
from the centroids. Second, stimuli were synthesized along
each spoke withF1 andF2 frequency values corresponding
to four 20-mel increments. As seen from experiment 1, the
smaller step size afforded a more realistic approximation of
the perceptually acceptable area in theF1–F2 plane for a
given vowel sound. Half again as many spokes and the
smaller step size together contributed to more compact dis-
tributions that provided a denser sampling of the perceptual
space.

There are two other important aspects of these stimulus
distributions that bear note. First, each pair of vowel distri-
butions~/{/–/(/, /Ñ/–/'/! is orthogonal to the other in a mel-
scaled space. One virtue of this arrangement is that any con-
founds related to predispositions of the auditory system or to
effects from experience with other sounds can be detected or
eliminated.

Second, vowel pairs overlap sufficiently to assess sepa-
rately the contributions of discrimination versus functional
equivalence. This is because some subsets of stimuli that
require differential responding by half the subjects do not
require differential responding to the other half of the sub-
jects. For example, one can see from stimuli marked by filled
squares in Fig. 3 that stimuli to which /{–(/ birds should
respond differentially~A vs B and C vs D! do not require
differential responding by /Ñ–'/ birds ~A,B both /'/ and C,D
both /Ñ/!. These comparisons afford direct measurement of
whether subjects respond similarly due to functional equiva-
lence or due to lack of discriminability.

All stimuli for experiment 2 were synthesized with the
same values for duration, amplitude contour,f 0 contour, for-
mant bandwidth,F3, F4, andF5 as stimuli from experiment
1. Formant-frequency values forF1 andF2 at the centroids
for the /{/ were 270 and 2290 Hz~344.8 and 1718.1 mels as
in experiment 1!, and 389 and 1986 Hz~484.8 and 1578.1
mels! for /(/. First and second formant values for /(/ differ
minimally from Peterson and Barney~1952! average values
of 390 and 1990 Hz for men. Values ofF1 andF2 at the
centroids were 270 and 1986 Hz~344.8 and 1578.1 mels! for
/Ñ/, and 389 and 2290 Hz~484.8 and 1718.1 mels! for /'/.
Formant frequencies for the other 48 stimuli for each distri-
bution were placed at 20-mel intervals measured from the
centroid, 4 on each of the 12 spokes for each distribution.

3. Procedure

Birds were first trained by means of operant procedures
to peck differentially to vowels either drawn from distribu-
tions for /{/ or /(/, or drawn from distributions for /Ñ/ and /'/.
Following 5 to 20 h of food deprivation~adjusted to each
bird individually for optimal performance4!, birds were
placed in a sound-proof operant chamber~Industrial Acous-
tics Corp. AC1! inside a larger single-wall sound-proof
booth ~Suttle Acoustics Corp!. In a go/no-go task, birds
pecked a single lighted 1.2-cm-square key located 15 cm
above the floor and centered below the speaker. For two of
the /{–(/ birds, pecks to /{/ were positively reinforced, while,
for the other two, pecks to /(/ were positively reinforced. For

two of the /Ñ–'/ birds, pecks to /Ñ/ were positively rein-
forced, while, for the other two, pecks to /'/ were positively
reinforced. Stimuli were presented, responses were recorded,
and reinforcement was controlled by a 80286 microcomputer
with an Ariel DSP16 A/D–D/A board and custom parallel
I/O.

On each trial, a single vowel sound was presented re-
peatedly once per 1.3 s at an average A-weighted peak level
of 70 dB SPL measured at the approximate location of the
bird’s head~Bruel & Kjaer type 2232!. Stimuli were equated
for rms energy level prior to attenuation. On a trial-by-trial
basis, the intensity of the sound was varied randomly from
70 dB by60–5 dB@mean570 dB SPL# through a computer-
controlled digital attenuator~Analog Devices 7111!. This
roving intensity level mitigated the opportunity for respond-
ing correctly on the basis of relative loudness. Average du-
ration of each trial was 30 s, varying geometrically from 10
to 65 s. Intertrial interval was 15 s. No sound or light~other
than normal chamber illumination! was presented during the
intertrial interval. Responses to positive stimuli were rein-
forced on a variable interval schedule by 1.5–2.0 s access to
food from a hopper beneath the peck key. Duration of hopper
access was adjusted for each bird for consistent performance
across a session. Average interval to reinforcement was 30 s
~10 to 65 s!, so that positive stimuli were reinforced on an
average of once per trial. Note that when a trial was long
~e.g., 57 or 65 s! and times to reinforcement were short~e.g.,
10 or 12 s!, reinforcement was available more than once.
Likewise, on shorter positive trials, reinforcement did not
become available if time to reinforcement was longer than
the trial. Such intermittent reinforcement encouraged consis-
tent peck rates during subsequent non-reinforced test trials.
During negative trials, birds were required to refrain from
pecking for 5 s inorder for presentation of the stimulus to be
terminated.

Following magazine training and autoshaping proce-
dures, reinforcement contingencies were gradually intro-
duced over a one-week period in sessions of 60 to 72 trials
each. During that first week: mean amplitude of the stimuli
was increased from 35 to 70 dB SPL in order to introduce
the sound without startling the birds; average trial duration
increased from 5 to 30 s; intertrial interval decreased from 40
to 15 s; average time to reinforcement was increased from 5
to 30 s; access to the food hopper was decreased from 4.0 to
2.0 s; and the ratio of positive to negative trials decreased
from 4:1 to 1:1.

Birds were trained first to respond differentially to a
subset of 64 of the sounds included in their respective pairs
of vowel distributions. Training stimuli are represented as
filled symbols in Fig. 3. Some stimuli~unfilled symbols and
filled squares!, including the centroids of the distributions,
were withheld from presentation during the training phase of
the study. These stimuli were reserved for the test phase in
order to be used as novel exemplars to assess the degree of
generalization to novel tokens and to assess the response
structure in a way that is unconfounded with history of rein-
forcement. All birds learned quickly to respond correctly to
training tokens of /{/ versus /(/, or /Ñ/ versus /'/, pecking at
least twice as often to positive stimuli versus negative stimuli
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at the end of 80 days of training~5120 trials!. Birds contin-
ued to be trained with the subset of representatives of their
distributions for a total of 101 training sessions.

The eight birds were then tested on novel examples@the
centroids and other stimuli that had not yet been presented
from the birds’ respective distributions~/{/–/(/, /Ñ/–/'/!#. A
subset of previously reinforced training stimuli~eight from
each vowel-sound distribution! also were tested as test
stimuli in this second stage of the experiment to make pos-
sible comparisons between experienced exemplars and novel
instances of the distributions. Across 50 daily sessions, all 50
test stimuli ~34 novel116 non-novel! were presented 20
times each. During a single test session, 20 novel stimuli
were presented individually in 30-s trials. During presenta-
tion of novel stimuli, no contingencies were in effect. Birds
neither received food reinforcement nor needed to refrain
from pecking in order for presentation to terminate after 30 s.
Trials with novel stimuli were interspersed among the 64
reinforced trials using non-novel training stimuli. Test trials
could not occur until after 15 non-novel stimulus trials had
been presented. This assured that each bird ‘‘settled in’’ to
the task before responding to test stimuli.

B. Results

Data for all birds across four conditions are displayed in
Fig. 4. For each subject, the two highest and two lowest
response rates to a given stimulus were not entered into the
analyses.5 Whether birds were reinforced for pecking to /{/,
/(/, /Ñ/, or /'/, the same basic patterns of data were seen.
There were no systematic differences between /{–(/ and
/Ñ–'/ birds, nor were there any systematic differences as a
consequence of which vowel in a pair was designated posi-
tive. Consequently, in order to evaluate performance across

the eight avian subjects, data as a function ofF1 and F2
values were reflected and/or rotated to align positive and
negative vowel clusters in theF1–F2 plane. Data for cases
when /(/ was positive were rotated 180 degrees to conform
with data for cases when /{/ was positive. For /Ñ/ and /'/, a
reflection is required to meet the same end. Values from
cases for which /Ñ/ was positive were reflected over anF2
axis separating /Ñ/ from /{/. Values from cases for which /'/
was positive were reflected over anF1 axis separating /'/
from /{/. Analogous reflections were performed prior to
analysis for negative categories. Finally, in order to normal-
ize for individual differences in peck rates, mean peck rates
in pecks per minute were converted to percentages of the
maximum mean peck rate measured for each bird in response
to any test trial.

Multiple linear regression analyses were conducted
separately for peck rates to novel positive stimuli and to
novel negative stimuli. Three independent variables were en-
tered into the multiple regression analyses:F1 value~mels!;
F2 value~mels!; and distance from centroid of the distribu-
tion ~mels!. These dimensions are orthogonal, thus avoiding
many of the usual concerns regarding multivariate measures.
For stimuli to which birds were reinforced for pecking~posi-
tive!, all three variables contributed significantly to predic-
tion of peck rate. The three-variable regression was statisti-
cally significant (Fratio3,132526.37, p,0.0001, multipleR
50.61). The value ofF2 had the greatest contribution (r
50.52, p,0.001) followed by F1 value (r 520.28, p
,0.001) followed by distance from the centroid (r
520.14, p,0.05). Using as an example the two birds for
which /{/ was the positive vowel, regression analysis indi-
cates that birds pecked most vigorously in response to
stimuli with higherF2 and lowerF1, and overlaid upon this
pattern is a tendency to peck more rapidly to stimuli closer to
the centroid of the distribution of /{/ tokens. The same pattern
was seen for each vowel distribution: highest rates for high
F1 and lowF2 for /(/, low F1 and lowF2 for /Ñ/, and for
high F1 and highF2 for /'/, with enhanced responding near
the centroid for all cases.

For stimuli to which birds were trained to refrain from
pecking~negative!, the same basic pattern was found with all
three variables again contributing significantly to prediction
of peck rate. The overall regression was significant~F
ratio3,132533.22,p,0.0001, multipleR50.66). The ordinal
relation of the three variables predicting peck rates was the
same as for the positive cases. The value ofF2 had the
greatest contribution (r 50.46, p,0.001) followed byF1
value (r 520.37, p,0.001) followed by distance from the
centroid (r 50.28, p,0.001). Using the same example of
the two birds for which /{/ was positive and /(/ was the nega-
tive vowel, the regression analysis indicates that birds
pecked least in response to stimuli with lowerF2 and higher
F1, and overlaid upon this pattern is a tendency to peck
relatively less to stimuli closer to the centroid of the distri-
bution of /(/ tokens. The same pattern was seen for each
vowel distribution: lowest rates for lowF1 and highF2 for
/(/, high F1 and highF2 for /Ñ/, and for lowF1 and lowF2
for /'/, with diminished responding near the centroid for all
cases. For both positive and negative stimuli, response rate

FIG. 4. From experiment 2, adjusted peck rates as a function ofF1 andF2
values are plotted as histograms onx ~F1! and y ~F2! axes following
rotation/reflections to align responses in the /{/–/(/ diagonal. Bar heights
correspond to mean peck rates for stimuli with a givenF1 or F2 value
following scaling to each bird’s maximum peck rate for any stimulus.
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for any given stimulus can be reasonably well predicted on
the bases ofF1 andF2 values and on the distance from the
centroids of the distributions.

The reader may recall that one of the difficulties in in-
terpreting infant responses is that one cannot know whether
infants fail to respond because they cannot discriminate two
stimuli or because they are treating discriminably different
stimuli equivalently. To address this question in the present
experiment, distributions had been constructed to overlap in
a manner such that some pairs of stimuli were included in a
single distribution for one set of birds, but were divided be-
tween the two distributions for the other set of birds. Labels
A, B, C, andD denoted these four pairs in Fig. 3. Analyses
of peck rates for these pairs of stimuli indicate that pairs of
vowels from the same distribution for one set of birds~e.g.,
/{–(/! were, indeed, discriminably different for the other set
of birds ~e.g., /Ñ–'/!. Average absolute-value differences in
normalized peck rates are plotted in Fig. 5.

When stimuli were assigned to different distributions
~B–C andA–D for /Ñ–'/; A–B andC–D for /{–(/! the av-
erage difference was 71.94 pecks per minute, a significantly
greater response difference (t14515.58,p,0.0001) as com-
pared to an average difference of 7.14 pecks for minute when
stimuli were drawn from the same distribution~A–B and
C–D for /Ñ–'/; B–C andA–D for /{–(/!. The fact that dif-
ferences in peck rates were so much greater for stimuli as-
signed to different distributions~/{/ vs /(/, /Ñ/ vs /'/! com-
pared to stimuli drawn from the same distribution~/{/, /(/, /Ñ/,
or /'/! can be taken as strong evidence that the degree to
which stimuli elicit the same response cannot be explained
simply as a lack of discriminability. It appears that birds
learned to treat discriminably different stimuli as function-
ally equivalent.

C. Discussion

From the data for the eight birds, several observations
can be made. First, relative frequencies of the two primary
spectral prominences~F1 andF2! were good predictors of
how these two-vowel spaces became organized for starling
subjects. Within the context of general principles of learning,
analogous effects are well established and may remind the
reader of classical theories of discrimination learning~e.g.,

Spence, 1936, 1937, 1952, 1960!. One of the essential facts
that these early learning theorists wished to explain was that
a positive response to one stimulus~S1! was affected by the
nature of a second stimulus~S2! which discouraged re-
sponding. A classic experiment in this regard~Hanson, 1959!
demonstrated that the peak of the discrimination function for
responses by pigeons that were trained to respond to a visual
stimulus at one wavelength~S1! would shift to a longer
wavelength when S2 was a shorter wavelength. Basically,
this ‘‘peak shift effect’’ consisted of the response pattern to
S1 ~excitatory! being skewed away from S2 ~inhibitory!.

In the present experiment, strength of responses to
stimuli from positive distributions became greater as the fre-
quencies of spectral prominences forF1 andF2 were more
distant from those for the negative distributions. For the ex-
ample of the vowels /{/ ~S1! and /(/ ~S2!, response strength
increased with decreasingF1 and increasingF2 frequencies.
This pattern is consistent with what one would expect on the
basis of precedents in the learning literature. Lest one con-
sider this point to be of significance only as it pertains to a
trivial consistency between pigeon and starling performance,
it bears note that such behavior is consistent with classic
perspectives in phonetics. As Jakobson and Halle wrote in
The Fundamentals of Language~1971, p. 22! ‘‘All pho-
nemes denote nothing but mere otherness.’’ In this case, the
degree to which a stimulus is treated as /{/, /(/, /Ñ/, or /'/
depends considerably upon the degree to which the stimulus
is not /(/, /{/, /'/, or /Ñ/, respectively. This tradition was ex-
tended, for example, in the simulation studies by Liljencrantz
and Lindblom~1972! and later by Lindblom~1986! in which
many of the consistencies in vowel systems across languages
could be explained by the principle of languages using vowel
sounds that are as mutually distinctive as possible in acoustic
and/or auditory space. When one considers the present ex-
periment as one for which the task for subjects is to organize
a very small vowel space, such ‘‘mere otherness’’ plays an
influential role.

However consistent the data may be with regard to pre-
cedents in the learning and phonetics literature, there exists a
potentially disquieting difference between starling response
patterns and previous reports of adult human goodness rat-
ings for distributions of /{/ tokens. Following the necessary
reflections, all eight starlings exhibited graded response
structures with increasing response strength as the frequen-
cies of F1 and F2 became more distant from formant fre-
quencies for the opposing vowel distribution. However, Kuhl
~1991! found no strong evidence for this sort of anisotro-
phism for goodness judgments by adult humans for stimuli
distributed around the same centroid but with 30-mel step
sizes. While it is true that the present experiment employed
distributions of more densely packed stimuli relative to ear-
lier efforts ~e.g., Grieser and Kuhl, 1989; Kuhl, 1991!, this
difference between human and starling data bears note. Ex-
periment 3 of this report provides adult human judgments of
the stimuli used in Experiment 2, and discussion of these
discrepancies will receive fuller attention.

Turning now to the third predictor of response strength,
consider the fact that response rates were greater for positive
distributions and lesser for negative distributions when

FIG. 5. Average differences in peck rates in response to pairs of stimuli
when drawn from the same vowel sound distribution or from different dis-
tributions.
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stimuli were nearer to centroids of the distributions. Figure 6
displays adjusted peck rate data averaged across conditions
for stimuli at different distances from the centroids of posi-
tive and negative distributions. Such response patterns—
whether derived from ratings of ‘‘goodness,’’ response times
in category judgment tasks, or response rates/probabilities—
are frequently considered among the hallmarks of ‘‘cat-
egory’’ structure.

Gradients present for starling data stand in contrast to
Kuhl’s ~1991! finding that rhesus monkeys showed no evi-
dence of response differences beyond those predicted simply
by acoustic/auditory distance. Monkeys were equally profi-
cient discriminating pairs of vowel stimuli when one stimu-
lus was the prototype /{/ as when one stimulus was the poorer
rendition~nonprototype! of /{/. Despite the fact that distribu-
tions were more densely sampled in the present case, the
centroids for /{/ distributions in both studies were near iden-
tical to those for Kuhl~1991!. There are two reasons not to
consider the present results to be at odds. First, Kuhl~1991!
used a within-distribution discrimination task; monkeys were
reinforced for responding to within-distribution stimulus dif-
ferences. The present case is more akin to actual use of pho-
netic distinctions with starlings reinforced for responding to
between-distribution differences with no encouragement to
respond differentially to within-distribution differences. Sec-
ond, monkeys did not have the benefit of extensive experi-
ence with the distributions of vowel sounds. Of course, this
is not analogous to the case for starlings in the present study
nor for the comparison case of six-month-old human infants
who have been bathed in a half-year exposure to distribu-
tions of vowel sounds.

Overall, there is little to recommend a sensory account.
The monkey data suggest that differential effects,vis a vis
the centroid, are not a consequence of any general auditory

predeposition. The fact that starling data did not differ sys-
tematically as a function of vowel~/{/, /(/, /Ñ/, /'/! suggests
that none of these sounds is privileged in acoustic/auditory
terms.

It is beyond the scope of the present report to review
theories of categorization; however, it bears note that all
theories of categorization strive, at least in part, to explain
the ubiquitous finding of graded structure. This is true for the
class of probabilistic models which include spreading activa-
tion ~e.g., Collins and Loftus, 1975! or feature comparison
~Smith et al., 1974! and which often include hypothesis of
some internal prototype with which particular instances are
compared~see, e.g., Posner and Keele, 1968; Strangeet al.,
1970!. Others have proposed that graded structure can be
accommodated in exemplar-based models by which stimuli
are categorized with reference to stored exemplars of indi-
vidual experienced instances~e.g., Hintzman and Ludlam,
1980; Medin and Schaffer, 1978!. Finally, more recent con-
nectionist models of distributed memory~e.g., Knapp and
Anderson, 1984! also result in graded category structure.

One explanation offered for the results of the earlier
studies by Kuhl and her colleagues~Grieser and Kuhl, 1989;
Iverson and Kuhl, 1995; Kuhl, 1991, 1993! is that vowel
‘‘categories’’ could be conceptualized as being organized
around an ideal or prototypical version of the vowel. Kuhl
~1993! argues for experience-based versus innate prototypes,
and the present data are consistent with this in as much as
starlings would be unlikely genetic recipients of prototypes
for the human vowel sounds /{/, /(/, /Ñ/, /'/. With respect to
humans, Kluender~1994! has made the argument that, in
general, principles of natural selection would not encourage
innate predispositions for speech sounds that are relatively
infrequent among the worlds languages. In this respect, none
of the vowels used in this study, with the exception of /{/,
occurs with great frequency among languages. Even for very
common /{/, acoustic properties can vary considerably across
languages.

For the most part, theories of human categorization be-
havior do not rely upon endowment with innate prototypes or
concepts; although, some essentialist accounts of concepts
have been influential~Atran, 1987; Gelman and Wellman,
1991; Keil, 1987; Medin and Ortony, 1989!. Instead, most
attempts to explain categorization behavior make do with the
assumption that the environment provides ample structure
for experience to define and shape internalized category
structure. In the present case with starlings, one would infer
that experience with distributional properties of these vowel
sounds served as the basis for development of the graded
response structures. More specifically, behavior comes to re-
flect experienced probability-density functions in as much as
vowel-sound distributions were more dense nearer to the
centroid. Following experiment 3, a simple linear learning
model will be presented that tests how, for starlings~and
humans!, experience with distributional properties of vowel
sounds may give rise to graded response structures.

III. EXPERIMENT 3

Starling response gradients, both for /{–(/ birds and for
/Ñ–'/ birds, differed from the /{/ category gradient inferred

FIG. 6. From experiment 3, adjusted peck rate data averaged across condi-
tions for stimuli at different distances from the centroids of positive~top A!
and negative~bottom B! distributions.
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from adult goodness judgments in Kuhl~1991!. In particular,
the majority of the variance in human judgments measured in
that earlier study by Kuhl could be attributed to distance
from the centroid~prototype! with little observable influence
of F1 andF2 frequencyper se. In the present experiment, a
goodness judgment task much like that used by Kuhl~1991!
with adult human subjects was used to assess the pattern of
relative ‘‘goodness’’ judgments of /{/ and /(/ stimuli used in
experiment 2.

A. Method

1. Subjects

Thirteen college-age adults served as subjects. All sub-
jects learned English as their first language, reported normal
hearing, and received Introductory Psychology class credit
for their participation.

2. Stimuli

All 98 stimuli from the distributions for /{/ and /(/ em-
ployed in experiment 2 were used in experiment 3.

3. Procedure

The subjects’ task was to judge all vowel tokens with
regard to the extent to which each token constituted a
‘‘good’’ example of the vowel /{/ or the vowel /(/. One to
three subjects were tested concurrently in three single-
subject sound-proof chambers~Suttle Equipment Corp.! dur-
ing a single half-hour experimental session. Each of the 98
stimuli was presented six times in random order at an inten-
sity level of 70 dB SPL at a rate of about one stimulus every
3 s. To avoid any bias being introduced by the particular
pronunciation of the experimenter, all instructions were writ-
ten. Subjects were instructed to press one of seven buttons
labeled ‘‘1 good hit,’’ ‘‘2,’’ ‘‘3,’’ ‘‘4,’’ ‘‘5,’’ ‘‘6,’’ and ‘‘7
good heat’’ to indicate the degree to which each token
sounded like a good example of /(/ or /{/. After selecting one
of the seven alternatives, subjects pressed an eighth button to
indicate that they were satisfied with their selection. To make
certain that subjects were familiar with the range and distri-
bution of the stimulus tokens, the first two blocks of 98 re-
sponses were considered practice and were not subjected to
further analysis.

B. Results

All subjects had no problems conforming with instruc-
tions and completing the task. Patterns of average ratings
across the 13 subjects are displayed in Fig. 7. Analogous to
the analysis for experiment 2,F1 value ~mels!, F2 value
~mels!, and distance from centroid of the distribution~mels!
were entered into the multiple regression analyses. Regres-
sion analyses were run separately for responses to stimuli
from the /{/ and /(/ distributions. For responses to /{/ stimuli,
regression on only two variables was statistically significant
~F ratio3,634530.20,p,0.0001, multiple R50.35). The
value of F2 had the greatest contribution (r 50.33, p
,0.001) followed by distance from the centroid (r

520.13,p,0.001!. The value ofF1 did not contribute sig-
nificantly to predicting the relative goodness of /{/ tokens
(r 520.04,p50.34).

For judgments of /(/, all three variables contributed sig-
nificantly to prediction of ratings. The three-variable regres-
sion was statistically significant~F ratio3,634545.88, p
,0.0001, multipleR50.42). Distance from the centroid had
the greatest contribution (r 50.30, p,0.001) followed by
F2 value (r 50.24, p,0.001) followed by value ofF1 (r
520.18,p,0.001).

Regression analyses were conducted to quantify the cor-
respondence between starling responses to distributions for
/{/, /(/, /Ñ/, and /'/ and adult human goodness ratings for the
/{/ and /(/ distributions. For starlings, the data consisted of the
responses to novel test tokens drawn from respective positive
and negative distributions following reflections as before for
/{/, /(/, /Ñ/, and /'/. Response rates for these 34 tokens, 17
novel positive tokens and 17 negative, were compared with
goodness ratings for corresponding tokens of /{/ and /(/, re-
spectively. The correlation between responses to tokens
drawn from positive and negative distributions~for starlings!
and goodness judgments of corresponding /{/ and /(/ tokens
~for humans! was extremely high (r 50.999,p,0.0001) in-
dicating that, across the two distributions, starling responses
and adult human judgments were in generally close corre-
spondence.

Given the source of much of the variance in the data for
both human and avian subjects, such substantial correlation
may not be surprising. Much of the variance across response
rates and across ratings for the two distributions is related to
differential responses to two distributions of sounds. Star-
lings were trained to respond differentially to contrasts be-
tween /{/ vs /(/ or /Ñ/ vs /'/, and humans were asked to rate
instances of phonemically distinct classes of sounds /{/ and

FIG. 7. From experiment 3, average ratings by 13 human listeners of good
/{/ ~7! to good /(/ ~1! for 34 stimuli presented to starlings as novel test
stimuli. Histograms are as a function ofF1 andF2 values.
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/(/. Consequently, much of the total variance entered into the
correlation analysis can be interpreted with respect to re-
sponses being of two distinct types owing to the use of two
distinct distributions of sounds. As such, the extremely high
degree of shared variance may have more to do with variance
between vowel distributions than with variance within vowel
distributions, a central focus of this effort.

In order to address correspondences between response
patterns within individual vowel distributions, separate re-
gression analyses were conducted for starling responses to
novel positive tokens and human judgments of correspond-
ing tokens of /{/, and for starling responses to negative tokens
and human judgments of corresponding tokens of /(/. The
correlation between starling peck rates to the 17 novel
stimuli drawn from positive distributions and human good-
ness judgments of the corresponding stimuli drawn from the
/{/ distribution was substantial (r 50.671,p,0.01). The cor-
relation between starling peck rates to the 17 novel stimuli
drawn from negative distributions and human goodness judg-
ments of stimuli drawn from the /(/ distribution was still
greater (r 50.784,p,0.001).

The choice of /{/ as the benchmark positive distribution
was an arbitrary one; /(/ could have been used. Although the
lack of systematic variation as a consequence of which
vowel was designated positive suggests that this choice
ought not matter, two additional regression analyses were
conducted. One analysis compared responses to tokens
drawn from positive distributions for starlings with goodness
judgments for /(/, and one compared responses to tokens
drawn from negative distributions for starlings with good-
ness judgments for /{/. Both of these correlations were com-
parable to those computed for the previous complementary
relationships. The correlation between peck rates in response
to novel positive tokens and goodness judgments for corre-
sponding /(/ tokens was significant yieldingr 50.697 (p
,0.002). The correlation between responses to novel nega-
tive tokens and goodness judgments for corresponding /{/
tokens also was significant yieldingr 50.703 (p,0.002).

Overall, there was a remarkable correspondence be-
tween human goodness judgments and starling peck rates.
With the exception of the negligible contribution ofF1 fre-
quency on goodness judgments for /{/, overall pattern of hu-
man responses is quite consistent with the starling measures.

Figure 8 displays mean goodness ratings as a function of
distance from the centroids of the distributions for /{/ and /(/.
This tendency to attribute a greater degree of ‘‘goodness’’ to
tokens with formant-frequency values nearer the centroids of
these distributions is consistent with Kuhl’s~1991! measure-
ments for a broader distribution of tokens which shared the
same /{/ centroid as used in these experiments. Although
broad gradients corresponding to values ofF2 for /{/ judg-
ments and toF1 andF2 for /(/ judgments do not correspond
well to Kuhl’s data, the effects, particularly for /{/ were not
unanticipated. Lively~1993! synthesized /{/ stimuli compa-
rable~30-mel rings! to those used by Kuhl~1991!, and while
his adult human subjects demonstrated a significant effect of
distance from the centroid for both ‘‘prototype’’ and ‘‘non-
prototype’’ conditions, vowels with higherF2 values were
given the highest goodness ratings. From Lively’s figures,

one also can observe that the value ofF1 played a negligible
role in goodness ratings for /{/. Human goodness judgments
elicited for tokens from tighter, denser distributions in ex-
periment 3 correspond well with Lively’s~1993! measures of
goodness for broader distributions~as used by Kuhl, 1991!.
Further, starling responses are in close accord with these
findings.

One possible explanation for the sizable influence ofF2
could be that, whenF2 is relatively high and nearerF3, there
is some auditory interaction creating a functionalF2 (F28)
that serves to warp perceptual distance in a fashion not cap-
tured solely by mel distance~e.g., Johnson, 1989!. Typically,
the assumption is thatF28 can be described as the weighted
average ofF2 andF3, thus equal mel steps whenF2 is near
F3 result in disproportionately large perceptual distances.

One way in which starling and human performance dif-
fered is informative. For human listeners,F2 and, to a lesser
extent, distance from the centroid accounted for much of the
variance in goodness judgments of /{/. For the same listeners,
variance in goodness judgments of /(/ was best described in
terms of distance from the centroid followed byF2 and fi-
nally F1, all being statistically significant predictors. This
contrasts with starling data for which distance from the cen-
troid always is less predictive thanF2 or F1. The more com-
pelling effect of distance from the /(/ centroid for native-
English listeners may be due to the fact that for /(/, but not
/{/, close neighbors~/}/, /|/, /É/, and /{/! surround all sides in
the F1–F2 plane. There is a smaller effect of distance from
the centroid for goodness judgments of /{/, which lies at an
extreme corner of the vowel space with no neighboring vow-
els with lowerF1 or higherF2. While extreme versions of /{/
~low F1, high F2! are most distinctive relative to other En-
glish vowel sounds, acoustic instances of /(/ that are most
central to the distribution would be maximally distinctive
from surrounding vowel sound distributions. What is the

FIG. 8. From experiment 3, average goodness ratings from human listeners
for 34 stimuli presented to starlings as novel test stimuli as a function of
distance from the centroids of /{/ ~top A! and /(/ ~bottom B! distributions.
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same whether one considers either the minimalist two-vowel
spaces presented to starlings or the more-populated English
vowel space, a perceptual principle akin to ‘‘mere other-
ness’’ is observed much as it was suggested to exist in the
postulation of ‘‘adaptive dispersion’’~Lindblom, 1986! as a
predictor of the structure of vowel inventories.6

C. Minimalist computational model

In order to better understand how a relatively simple
organism such as a starling can come to learn a functional
mapping of vowel sounds that is so similar to that for hu-
mans, a simple linear association network model was simu-
lated using elementary matrix and vector operations. Be-
cause the data for starlings and for humans were fairly well
accommodated in the linear operations of regression analy-
sis, there was reason to believe that a learning model based
solely upon linear operations might provide an adequate and
potentially informative account for the data. The model used
here can be considered an instantiation of the Hebbian syn-
apse rule~Hebb, 1949!, and is a tightly constrained model in
which all operations are local and there is no need for the
‘‘back-propagation’’ of errors common to many current net-
work models.

A linear network can be conceptualized as a system of
linear algebra equations of the form:

Aw5b, ~1!

where A is a matrix of input exemplars,w is a vector of
connection weights, andb is a vector of output values. The
weights of the network can then be solved for by

w5A1b, ~2!

whereA1 is the pseudo-inverse ofA. ~For review, see Jor-
dan, 1986.!

Inputs to the network were synthesizer values forF1 and
F2 for each English vowel~/{/ and /(/!. Thus, each vowel
sound was described as a two-value vector. The 64 vectors
for the training stimuli used for /{–(/ birds in experiment 3
were entered into an arrayA yielding a 6432 element input
matrix. A 6431 output matrixb was created by entering a
‘‘1’’ for the positive stimuli ~/{/! and a ‘‘0’’ for the negative
stimuli ~/(/!. Then, Eq.~2! was solved for the 231 weight
vectorw. This completed the ‘‘training’’ phase. This matrix-
algebraic solution is formally equivalent to using a single-
layer network for which weights are determined through
multiple iterations of exposure to training tokens~Jordan,
1986!. In this case, advantage was taken of the fact that the
same weights can be derived by solving equations in closed
form.

The model then was tested using the 34 novel test
stimuli and 16 training stimuli that were presented to birds in
trials without contingencies. This constituted a new input
matrix A of dimensions 5032. This matrix was multiplied
by the 231 weight vector derived in the ‘‘training’’ phase to
yield a 1350 vector of values corresponding to the output
values~between 0 and 1! for each of the test stimuli.

Comparisons between the model output for test stimuli
and avian peck rates to the same stimuli reveal a number of
similarities. As was the case for bird responses, model output

exhibited a gradient across values ofF1 and F2 such that
greater and lower outputs occur for those stimuli with ex-
treme formant values. Also, there is a similar ‘‘prototype’’
effect in as much as output values respect the probability–
density distribution of the input with relatively higher or
lower values nearer the centroids of the positive and negative
distributions, respectively. Correlation coefficients were
computed comparing model output and peck rates for /{–(/
birds reinforced for pecking either to /{/ or to /(/. For the /{/
positive case,r 50.926,p,0.0001. For the /(/ positive case,
r 50.919,p,0.0001. As was the case for comparisons be-
tween avian responses and human goodness judgments, com-
parisons also were made between model outputs and avian
responses to stimuli within individual vowel distributions.
The correlation between starling peck rates to the 17 novel
stimuli drawn from positive distributions and model predic-
tions for the corresponding stimuli drawn from the /{/ distri-
bution wasr 50.678,p,0.01. The correlation between star-
ling peck rates to the 17 novel stimuli drawn from negative
distributions and model predictions for stimuli drawn from
the /(/ distribution was greaterr 50.730,p,0.01. It appears
that this minimalist perceptron model may provide respect-
able predictive power.

It should be emphasized that the purpose of this simula-
tion exercise was not to propose that the learning process for
either human infants or starlings must reduce to a simple
model of this type. Although this model can be cast as a
‘‘neural network’’ model and could enjoy the allusion to
neural processing, no such claims are being made here. It
does bear note, however, that such a model engenders bio-
logically plausible operations in the sense that connections
are local and weight adjustments follow simple Hebbian
rules. Nevertheless, the model is likely too simplistic and
contexturally isolated at present to be suggested as a model
for neural activity in avian, let alone human brains. What is
important is that there is reason to hope that the processes by
which human infants~and starlings! come to organize vowel
sounds in a language-specific fashion may be explainable by
rather elegant and possibly linear processes.

IV. GENERAL DISCUSSION

The present effort began with the fundamental question
of how perceptual behavior of human infants could come to
respect language-specific equivalence classes for speech
sounds through experience and learning if such classes were
to arisede novo. Earlier findings~Kuhl, 1991! using nonhu-
man subjects suggested that, for vowel sounds at least, prop-
erties of mammalian auditory sensory systems do not, by
themselves, give rise to functional equivalence classes ap-
propriate to linguistic sound systems. This evidence, together
with studies~Kuhl, 1983; Kuhl et al., 1992! demonstrating
that, by six months of age, infants respond to acoustically
different vowel sounds in a fashion that respects their func-
tional equivalence within a language environment, suggests
an essential role of early experience. While Kuhl~1991! took
advantage of animal subjects to minimize effects of experi-
ence with speech sounds in order to evaluate raw sensory
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abilities, the present studies exploited the opportunity to em-
brace and control experience with approximations to natural
distributions of speech sounds.

Following an experiment which established the appro-
priateness of stimulus materials for this effort, it was found
that starlings could learn functional equivalence classes of
vowel sounds that were representative of the English vowels
/{/ and /(/ as well as control stimuli /Ñ/ and /'/. Starlings
generalized to novel instances of these distributions, and
there was evidence that equivalent responses to different to-
kens drawn from the same distributions of vowel sounds
were not indicative of a lack of discriminative capacity. In
fact, avian subjects that learned to treat orthogonal~in
F1–F2 space! distributions equivalently were facile in re-
sponding differentially to the same pairs of stimuli treated
equivalently by other subjects.

Both across and within vowel distributions, there was
remarkable agreement between measures of starling response
strength~peck rate! and human goodness judgments of the
same English vowel sounds. To the extent that divergence
between starling and human performance was found~greater
effect of distance from centroid for /(/!, it is likely explain-
able on the basis of experience with vowel sounds encoun-
tered by native-English human listeners but not by starling
subjects. Taken together, human and avian results suggest
that the process of mapping a space of vowel sounds may be
in accord with long-held principles of ‘‘mere otherness’’ and
‘‘adaptive dispersion.’’

A very simple linear associative model was used to as-
sess starling performance. When the model was permitted
the same range of ‘‘experience’’ with distributions of vowel
sounds as starlings were, response strengths to individual
vowel sounds from the model and birds were in close agree-
ment. Although no claims should be made about the verisi-
militude of the computational simulation as compared with
biological instantiations of these processes by humans or by
birds, the model does present an existence proof that a
simple linear system can result in functional mappings of
vowel sounds in similarly graded and language-specific fash-
ion. In particular, simulation results do suggest that relatively
elegant solutions may exist to explain how subjects with
brains of little volume come to exhibit response patterns that
are strikingly like those measured for human subjects for the
same vowel sounds. Avian and computational performances
taken together, it may be appropriate to exhibit some caution
before one either posits the requirement of innate specific
predispositions for phonetic categories, or hypothesizes the
existence of internal prototypes for phonetic categories
through whatever process. Neither starlings nor perceptrons
have the privilege of inheriting human phonetic categories,
and peaks in response gradients allude to, but do not require,
putative prototypes. In a similar spirit~Lacerda, 1998! has
introduced an exemplar-based model inspired by neuronal
group selection theory~Edelman, 1987! that further demon-
strates that constructs such as prototypes are unnecessary to
account for extent data for human adults and infants respond-
ing to vowel sounds.

It well may be the case that rather general processes of
learning can accommodate much of what is known about the

functional equivalence of vowel sounds within the vowel
space of a language environment. This demonstration of the
efficacy of simple learning via distributional properties at the
phonetic level is consonant with recent demonstrations that
statistical relationships between neighboring speech sounds
can be used by 8-month-old infants at the morphemic level
for word segmentation~Saffranet al., 1996!. When one con-
siders the task assigned to the infant language learner, it may
be possible for young listeners to establish their nascent lexi-
cons through little more than sensitivity to statistical regu-
larities of language input together with organizational pro-
cesses that serve to enhance distinctiveness of regions in that
input.
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1Among concerns one may have regarding the use of the term ‘‘category’’ is
the fact that the term is used in at least three different ways. First, the term
most commonly is used to refer to a group of objects or events in the world
that more or less share some set of attributes. Second, the term ‘‘category’’
often is used to refer to a set of objects or events that give rise to similar
behavior, i.e., functional equivalence. Third, the term is sometimes used
with reference to some internal cognitive representation which may or may
not be defined by a prototype. Putatively, this internal representation serves
to mediate the relation between sensory information and behavior.

2 Kuhl ~1991! was similarly circumspect with regard to her use of ‘‘proto-
type’’ with respect to internal representations of phonetic categories. In the
cognitive psychology categorization literature, behavior that has been at-
tributed to the existence of prototypes also has been attributed to exemplar
models that do not require categories to be defined by reference to a single
representation of the category~see, e.g., Brooks, 1978; Knapp and Ander-
son, 1984; Medin and Schaffer, 1978; Nelson, 1974; Reed, 1972!. While
there are significant differences both within and between different proto-
type and exemplar models of categorization, for now, it will be adequate to
understand that, for all of these theoretical approaches, categories are taken
to exhibit structure such that not all instances of a category constitute
equally good category members. Kuhl~1991, 1993! accepts both prototype
and exemplar models as plausible with respect to phonetic categories.

3The Swedish vowel system does include a variant of the vowel@{#; how-
ever, Swedish /{/ is substantially different acoustically from English /{/ and
the /{/ ‘‘prototype’’ used in Kuhl et al.’s ~1992! study was not typical of
Swedish /{/.

4Optimal performance was defined as the highest ratio of pecks to positive
versus negative stimuli. Birds were idiosyncratic with regard to the amount
of deprivation that resulted in the most stable performance, and weights
ranged from 80% to 90% of free-feed weights at the time of training/
testing.

5Extreme values were deleted to account for the fact that behavior of the
birds can be affected by motivational factors irrelevant to the questions of
interest. For example, a very hungry subject will peck more vigorously and
indiscriminantly, often early in a test session, and relatively satiated birds
will decrease peck rates overall toward the end of some sessions. Trunca-
tion of both extremes is an unbiased method of avoiding such aberrant data.

6One would expect that, if nonhuman subjects must respond differentially to
more than two vowels~e.g., the four front vowels /{/, /(/, /}/, and /,/!, a
greater effect of distance from the centroid should be found for /(/ and /}/
owing to the requirement of distinctiveness from flanking neighbors. The
authors presently are conducting such an experiment.
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Sentences were processed through simulations of cochlear-implant signal processors with 6, 8, 12,
16, and 20 channels and were presented to normal-hearing listeners at12 db S/N and at22 db S/N.
The signal-processing operations included bandpass filtering, rectification, and smoothing of the
signal in each band, estimation of the rms energy of the signal in each band~computed every 4 ms!,
and generation of sinusoids with frequencies equal to the center frequencies of the bands and
amplitudes equal to the rms levels in each band. The sinusoids were summed and presented to
listeners for identification. At issue was the number of channels necessary to reach maximum
performance on tests of sentence understanding. At12 dB S/N, the performance maximum was
reached with 12 channels of stimulation. At22 dB S/N, the performance maximum was reached
with 20 channels of stimulation. These results, in combination with the outcome that in quiet,
asymptotic performance is reached with five channels of stimulation, demonstrate that more
channels are needed in noise than in quiet to reach a high level of sentence understanding and that,
as the S/N becomes poorer, more channels are needed to achieve a given level of performance.
© 1998 Acoustical Society of America.@S0001-4966~98!04912-1#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@WS#

INTRODUCTION

Cochlear implants currently use a minimum of 4 and a
maximum of 24 electrodes. It is reasonable to assume that
the greater the number of electrodes, the better the speech
understanding. This, however, does not seem to be the case.
Patients with 6-channel processors achieve scores on tests of
speech understanding which are similar to the scores of pa-
tients using processors with many more channels~see Dor-
man et al., in press; Fishman, Shannon, and Slattery, 1997;
Wilson, 1997; Tyleret al., 1996!. Thus, the data from pa-
tients leave unanswered the question of how many elec-
trodes, or channels, should be implemented in a cochlear
implant.

Another approach to answering this question is to test
normal-hearing listeners with signals which have been pro-
cessed in the manner of a cochlear-implant signal processor.
By using normal-hearing listeners as subjects, many sources
of variability inherent in the testing of cochlear-implant pa-
tients, such as differences in electrical stimulation strategy,
differences in the survival of cell bodies in the spiral gan-
glion, and differences in the location of electrodes relative to
remaining neural tissue, are eliminated. Of course, ‘‘simula-
tions’’ have their own set of limitations, the most notable
being that auditory stimulation cannot replicate the mostly

unknown dynamics of current spread in the cochlea. None-
theless, experiments with normal-hearing listeners give in-
sight into the number of channels which, in the best case,
would be needed to reproduce speech adequately for
cochlear-implant patients.

In simulation experiments with normal-hearing listeners,
signals are typically bandpass filtered inton channels and are
rectified and smoothed. The root mean square~rms! energy
of the envelope in each channel is computed and signals,
either sinusoids with frequencies equal to the center frequen-
cies of the bandpass filters, or noise bands the width of the
analysis filters, are output to listeners. When processed in
this manner, sentences,in quiet, can be understood with
greater than 90% accuracy when as few as four channels are
implemented~Shannonet al., 1995; Dormanet al., 1997!.
These data suggest that if electrical stimulation could repro-
duce the stimulation produced on the basilar membrane by a
small number of fixed-frequency sine waves, or noise bands,
then only a small number of channels would need to be
implemented in a cochlear-implant signal processor to
achieve a very high level of sentence understanding.

The results of experiments on sentence understanding in
quiet most likely underestimate the number of channels nec-
essary to achieve a high level of sentence understanding in
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noisy, ‘‘real world’’ situations. If this were the case, then the
view that only a small number of channels are necessary in a
cochlear-implant signal processor would need to be modi-
fied. To determine whether this is the case, in the present
experiment, sentences were processed into 6, 8, 12, 16, and
20 channels and were presented to normal-hearing listeners
against a background of speech-shaped noise at12 dB S/N
and22 dB S/N. The12 dB S/N ratio was chosen because
pilot experiments suggested that interpretation of the results
would not be confounded by a ceiling effect on performance.
The22 dB S/N was chosen to assess whether the number of
channels necessary to reach maximum performance in-
creased as the signal to noise ratio decreased.

I. METHOD

A. Subjects

Twenty-one normal-hearing students at Arizona State
University, who ranged in age from 22 to 55 years, partici-
pated in the experiment. The subjects were divided into two
groups~of 11 and 10 subjects! for testing.

B. Speech material

The test signals were sentences taken from the H.I.N.T.
lists ~Nilsson, Soli, and Sullivan, 1994!. Each sentence was
composed of between four and seven words. Each word was
counted in the calculation of percent-correct scores. The sen-
tences were presented at12 and22 dB S/N. Twenty sen-
tences were used in each of the five test conditions~i.e., for
processors with 6, 8, 12, 16, and 20 channels! for each of the
S/N ratios. The noise was spectrally shaped based on the
averaged spectrum of the H.I.N.T. sentences~Nilssonet al.,
1994!. For each S/N condition, the stimuli from all five chan-
nel conditions were randomized into a single test sequence.
All test materials were stored on computer disk and were
output via custom software routines usingMATLAB ~The
MathWorks, Inc.! software and a 16-bit D/A converter.

C. Signal processing

A software version of a cochlear-implant signal proces-
sor, similar to that of the Med El Combi-40, was imple-
mented using theMATLAB signal-processing toolbox. Signal
processing was implemented in the following manner. Sig-
nals were first processed through a pre-emphasis filter~low
pass below 1200 Hz,26 dB per octave! and then bandpassed
into n frequency bands~wheren varied from 6 to 20! using
sixth-order Butterworth filters. The envelope of the signal
was extracted, using a 4-ms rectangular window, by full-
wave rectification and low-pass filtering~second-order But-
terworth! with a 400-Hz cutoff frequency.@A 400-Hz cutoff
frequency was used to conform to the cutoff frequency com-
monly used in the Combi-40’s signal processor. Shannon
et al. ~1995! found no difference in patient performance with
low-pass filters set at 160 Hz and above.# Sinusoids were
generated with amplitudes equal to the root-mean-square
~rms! energy of the envelopes~computed every 4 ms! and
frequencies equal to the center frequencies of the bandpass

filters. The sinusoids of each band were summed and pre-
sented to the listeners at 72 dB SPL~re: vowel peaks!
through Sennheiser HMD 410 headphones.

Signal processors with 6, 8, 12, 16, and 20 channels
were constructed. The center frequencies of the channels in
the processors with 6 and 8 channels were equally spaced on
a logarithmic scale. The center frequencies for the 6-channel
processor were 394, 639, 1038, 1685, 2736, and 4444 Hz.
For the 8-channel processor, the center frequencies were 366,
526, 757, 1089, 1566, 2253, 3241, and 4662 Hz. For proces-
sors with 12, 16, and 20 channels, the channel center fre-
quencies were computed according to the equation:
1100 log(f/80011), wheref is the frequency in Hz@this is
similar to the technical mel scale of Fant~1973!#. The center
frequencies for the 12-channel processor were 274, 453, 662,
905, 1190, 1521, 1908, 2359, 2885, 3499, 4215, and 5050
Hz. The center frequencies for the 16-channel processor
were 216, 343, 486, 647, 828, 1031, 1260, 1518, 1808, 2134,
2501, 2914, 3378, 3901, 4489, and 5150 Hz. The center
frequencies for the 20-channel processor were 182, 280, 388,
507, 638, 782, 940, 1114, 1306, 1517, 1749, 2004, 2284,
2593, 2932, 3306, 3717, 4169, 4666, and 5213 Hz.

D. Procedures

The subjects were tested in two groups. One group was
tested with the sentence material at12 dB S/N, and the other
at 22 dB S/N. For practice, at each S/N the listeners were
presented with 100 sentences from the TIMIT sentence da-
tabase~Lamelet al., 1986!. Five blocks of 20 sentences were
presented during practice. In each block the sentences were
processed in the manner of one of the channel conditions
~i.e., n56, 8, 12, 16, and 20!. The words in each sentence
were displayed on a computer screen following the presen-
tation of the sentence. During the test, sentences were pre-
sented once and responses were entered, either by the sub-
ject, or by the third author, by typing on the computer
keyboard. The test was self paced.

II. RESULTS

The results for sentences presented at12 dB S/N are
shown as the middle function in Fig. 1. The mean scores for

FIG. 1. Sentence intelligibility as a function of the number of channels of
stimulation. The parameter is the signal-to-noise ratio. Error bars indicate
61 standard deviation.
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processors with 6, 8, 12, 16, and 20 channels were 21, 55,
87, 91, and 87 percent correct, respectively. A repeated-
measures analysis of variance demonstrated a significant
main effect for channels~F4,105418, p,0.000 001!. Post
hoc tests according to Scheffe, using an alpha of 0.05, indi-
cated that eight channels allowed significantly better perfor-
mance than six channels, and that 12 channels allowed sig-
nificantly better performance than eight channels.
Performance reached asymptote with 12 channels of stimu-
lation, i.e., performance with 12-, 16-, and 20-channel pro-
cessors did not differ.

The results for sentences presented at22 dB S/N are
shown as the right-most function in Fig. 1. The mean scores
for processors with 6, 8, 12, 16, and 20 channels were 11, 16,
48, 53, and 62 percent correct, respectively. A repeated-
measures analysis of variance demonstrated a significant
main effect for channels~F4,95100.0, p,0.000 01!. Post
hoc tests according to Scheffe, using an alpha of 0.05, indi-
cated that performance in the 6- and 8-channel conditions
differed from that in the 12-, 16-, and 20-channel conditions,
that performance in the 12-, and 16-channel conditions dif-
fered from that in the 6-, 8-, and 20-channel conditions, and
that performance in the 20-channel condition differed from
performance in all of the other conditions.

III. DISCUSSION

In the introduction we noted that, in quiet, only four
channels of stimulation are necessary to allow sentences to
be understood with greater than 90% accuracy. This is not
the case in noise. At12 dB S/N, where performance is not
constrained by a ceiling effect, 12 channels are necessary to
reach maximum performance. At22 dB S/N, 20 channels
are necessary to reach maximum performance. As the S/N
ratio becomes poorer, more channels are needed to achieve a
given level of performance. These findings are illustrated in
Fig. 1, where the current data and data on the recognition of
the H.I.N.T. sentences in quiet, from Dormanet al. ~1997!,
are plotted. The 8-channel processor, which allowed a mean
score of 100-percent correct in quiet, allowed a mean score
of 55-percent correct at12 dB S/N and allowed a mean
score of 16-percent correct at22 dB S/N. If speech in noise
is to be understood, then signal processors for cochlear im-
plants should have more than a few channels and, most gen-
erally, the more channels, the better.

Achieving the goal of transmitting information to im-
plant patients through a large number of channels has proven
difficult. For example, when the number of electrodes acti-
vated in a 22-electrode array has been systematically reduced
and speech understanding has been measured in quiet, six or
seven electrodes have provided the same intelligibility as 20
electrodes~Fishmanet al., 1997; Wilson, 1997!. Or, put an-
other way, increasing the number of electrodes beyond six or
seven has not improved intelligibility. This outcome suggests
that it may be some time before 20 independent,
information-bearing channels can be realized for cochlear
implant patients. If this is the case, then the goal of 12 chan-

nels is a reasonable one. As shown in Fig. 1, sentence intel-
ligibility functions at 12 and 22 dB S/N show large in-
creases in performance when the number of channels
increases from 8 to 12, but show no significant improvement
from 12 to 16. The large improvement in performance for the
12-channel processor relative to the 8-channel processor is
due, most likely, to the increase in the number of filters, from
three to five, allocated to the frequency domain ofF2 ~i.e.,
between 900 and 2500 Hz!. The increase in number of filters
allows better resolution ofF2 frequency. Other factors
which may underlie the improvement in performance for the
12-channel processor relative to the 8-channel processor are
better spectral contrast within each channel and an increase
in the number of channels with a high S/N. Both of these
factors are a consequence of the decrease in filter width in
the 12-channel condition.

If providing 12 channels of stimulation proves beyond
the reach of current technology, then even a small increase in
the number of effective channels of stimulation from current
devices would be of great benefit. As shown in Fig. 1, at12
dB S/N a 34-point improvement in intelligibility was ob-
tained when the number of channels was increased from six
to eight. In an unpublished experiment, we have found a
20-point improvement in intelligibility at16 dB S/N when
the number of channels was increased from six to eight.
Thus, current implant devices need to be improved only a
little, in terms of the effective channels of stimulation, in
order to provide a large improvement in patient performance
in noise.
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Current multichannel cochlear implant devices provide high levels of speech performance in quiet.
However, performance deteriorates rapidly with increasing levels of background noise. The goal of
this study was to investigate whether the noise susceptibility of cochlear implant users is primarily
due to the loss of fine spectral information. Recognition of vowels and consonants was measured as
a function of signal-to-noise ratio in four normal-hearing listeners in conditions simulating cochlear
implants with both CIS and SPEAK-like strategies. Six conditions were evaluated: 3-, 4-, 8-, and
16-band processors~CIS-like!, a 6/20 band processor~SPEAK-like!, and unprocessed speech.
Recognition scores for vowels and consonants decreased as the S/N level worsened in all conditions,
as expected. Phoneme recognition threshold~PRT! was defined as the S/N at which the recognition
score fell to 50% of its level in quiet. The unprocessed speech had the best PRT, which worsened
as the number of bands decreased. Recognition of vowels and consonants was further measured in
three Nucleus-22 cochlear implant users using either their normal SPEAK speech processor or a
custom processor with a four-channel CIS strategy. The best cochlear implant user showed similar
performance with the CIS strategy in quiet and in noise to that of normal-hearing listeners when
listening to correspondingly spectrally degraded speech. These findings suggest that the noise
susceptibility of cochlear implant users is at least partly due to the loss of spectral resolution. Efforts
to improve the effective number of spectral information channels should improve implant
performance in noise. ©1998 Acoustical Society of America.@S0001-4966~98!05612-4#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@WS#

INTRODUCTION

Although normal-hearing listeners can recognize speech
even in high levels of interfering noise, speech recognition of
hearing-impaired listeners and cochlear implant listeners is
much more susceptible to noise. Reduced spectral resolution
is a possible cause of the reduced performance in noise. It
has been widely observed that hearing-impaired listeners
have broadened auditory tuning curves, and that the degree
of broadening is correlated with speech recognition perfor-
mance, especially in noise~e.g., Horst, 1987!. Cochlear im-
plant listeners are limited in spectral resolution by the num-
ber and location of electrodes arrayed along the tonotopic
axis of the cochlea. It is theoretically and practically impor-
tant to understand whether the limited spectral resolution is a
key factor affecting speech performance in noise for cochlear
implant users. The present study measures speech recogni-
tion as a function of signal-to-noise level for signals that are
systematically varied in spectral resolution.

The effect of spectral resolution on speech recognition
has received considerable attention in the last 20 years.
Dubno and Dorman~1987! synthesized vowel stimuli with
differing degrees of spectral contrast between formant peaks
and troughs. They found that, for vowel stimuli with wid-
ened higher frequency formants, vowel recognition was un-
affected until the first-formant bandwidth was six times
wider than normal. This result is consistent with Shannon

et al. ~1995! who demonstrated good vowel recognition in
quiet with only four modulated bands of noise representing
the speech spectrum.

The effect of noise on speech recognition was measured
by ter Keurset al. ~1992, 1993! as a function of spectral
smearing to simulate the loss of spectral resolution in hearing
impairment. They used an FFT overlap-and-add technique to
smear the spectral representation and measured recognition
of sentences, vowels, and consonants as a function of signal-
to-noise level. They found no significant decrease in perfor-
mance until the spectrum was smeared by more than a criti-
cal band. Performance was reduced only moderately even for
spectral smearing of an octave.

Moore and colleagues~Baer and Moore, 1993, 1994;
Nejime and Moore, 1997! measured the effect of spectral
smearing on sentence recognition as a function of the level
of masking noise or interfering speech. They found no dif-
ference in performance in quiet between the intelligibility of
the original speech, and conditions in which the spectral in-
formation had been smeared to simulate broadened percep-
tual bandwidths~Equivalent Rectangular Bandwidths: ERBs!
by factors of 3 and 6. However, the difference in perfor-
mance between the original speech and spectrally smeared
conditions increased dramatically as the noise level was in-
creased.

Boothroydet al. ~1996! smeared the spectrum of speech
by multiplication with low-pass noise. In quiet listening con-
ditions intelligibility was reduced to 50% only when spectral
information was smeared by more than 1000 Hz. In noise,a!Electronic mail: qfu@hei.org
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the signal-to-noise ratio at which performance dropped to
half of its level in quiet ~phoneme recognition threshold,
PRT! worsened by 12.9 dB for 707-Hz smearing and 16.4
dB for 2000-Hz smearing. In general, these studies have
demonstrated that reduction of spectral information by spec-
tral smearing can reduce performance in quiet and increase
susceptibility to noise.

The effects of background noise on speech performance
in cochlear implant users with different speech processing
strategies have been investigated by several researchers
~Dowell et al., 1987; Hochberget al., 1992; Kiefer et al.,
1996; Müller-Deiler et al., 1995; Skinneret al., 1994!. Dow-
ell et al. ~1987! investigated 13 Nucleus-22 cochlear implant
users with theF0F2 speech processing strategy and 9
Nucleus-22 cochlear implant users withF0F1F2 strategy,
both of which were speech formant-extraction strategies. In
these strategies the implant speech processor estimates the
fundamental frequency of the voice (F0), and the frequen-
cies of the first and second formants (F1,F2), and stimulates
electrodes assigned to representF1 andF2 with a pulse rate
equal to F0. Their results for a closed set spondee test
showed that speech recognition performance was reduced at
a 110-dB S/N ratio when using theF0F2 strategy com-
pared to quiet, but was not reduced at110 dB with the
F0F1F2 strategy. However, recognition scores were signifi-
cantly lower for bothF0F1F2 andF0F2 processing strat-
egies when the signal-to-noise ratio was further reduced to
15 dB.

Hochberget al. ~1992! measured the effects of noise on
speech performance in normal-hearing listeners and cochlear
implant users. They measured phoneme recognition as a
function of signal-to-noise~S/N! ratio in ten normal-hearing
adults and ten successful adult users of the Nucleus cochlear
implant using one of two formant-estimation speech process-
ing strategies~MPEAK or F0F1F2!. The MPEAK strategy
estimatesF0 and presents pulses at theF0 rate on electrodes
assigned to representF1 andF2. In addition, several elec-
trodes in the high-frequency basal region are stimulated with
pseudo random pulse rates for unvoiced sounds. The pho-
neme recognition threshold~PRT! was defined as the S/N at
which the phoneme recognition score fell to 50% of its value
in quiet ~in that study recognition in quiet was 98% for nor-
mal hearing subjects and 42% for implant subjects!. Their
results showed that PRT was22 dB for the average normal-
hearing subject and19 dB for the average implant listener.
Hochberget al. ~1992! also demonstrated that a digital noise
reduction algorithm~INTEL! improved the phoneme recog-
nition threshold of the implant group by an average of 4.2
dB. Weiss~1993! found that additive noise resulted in sub-
stantial errors in formant frequency estimation by the
Nucleus feature-extracting algorithm forF2. However, er-
rors in the frequency estimates forF2 were substantially
reduced when the noisy speech was preprocessed by the IN-
TEL noise reduction algorithm.

More recently, the effects of noise on speech discrimi-
nation in cochlear implant patients were reported by Mu¨ller-
Deiler et al. ~1995!. In their study, sentence recognition was
measured in 18 cochlear implant users with the MPEAK
formant-estimation speech processing strategy and 9 co-

chlear implant users with the SPEAK processing strategy.
The SPEAK processor selects 6–10 spectral peaks every 4
ms and stimulates the 6–10 electrodes assigned to represent
those spectral regions at rates up to 250 Hz~McDermott
et al., 1992a, b!. Müller-Deiler et al. found that the noise
suppression mode of the commercial device allowed signifi-
cantly better discrimination in noise for both strategies and
that the SPEAK strategy showed a significantly better per-
formance in noise than MPEAK.

A more extensive comparison between the SPEAK and
MPEAK processing strategies was done by Skinneret al.
~1994!. In their study, both SPEAK and MPEAK processing
strategies were implemented on wearable speech processors
of the Nucleus-22 cochlear implant system in 63 post-
linguistically deaf adults. While there was no significant dif-
ference between processing strategies in quiet, the results
showed marked improvement in recognition of sentences in
noise with the SPEAK strategy.

Kiefer et al. ~1996! compared recognition of sentences
between MPEAK, SPEAK, and Continuous Interleaved
Sampling ~CIS: Wilson et al., 1991! strategies. The CIS
strategy presents pulses that represent speech envelope infor-
mation to a fixed number of electrodes. No formant estima-
tion is performed in CIS processing. They found SPEAK and
CIS to be superior to MPEAK strategy, both in quiet and in
noise, and found the CIS strategy to be less susceptible to
noise than SPEAK.

These studies indicate that current speech processing
strategies such as SPEAK not only provide high recognition
levels in quiet, but also provide significantly better perfor-
mance in noise when compared to previous feature-
extraction strategies~Skinner et al., 1994; Kiefer et al.,
1996!. It is not clear if the improvements are due to the
increased number of effective spectral channels or other as-
pects of improved speech processing. Furthermore, even for
the latest SPEAK processing strategy, the performance for
those cochlear implant listeners were still considerably
poorer than normal-hearing subjects, especially in noisy en-
vironments~Müller-Deiler et al., 1995!. Unfortunately, none
of previous studies illustrated the reason why speech recog-
nition of cochlear implant users is susceptible to background
noise.

The goal of the present study was to understand whether
the noise susceptibility of cochlear implant users was due to
the loss of fine-structure spectral information. Two experi-
ments were conducted. In experiment 1, the effects of noise
and spectral resolution on speech recognition were investi-
gated in normal-hearing subjects. The intelligibility of vow-
els and consonants was measured in normal-hearing listeners
as a function of signal-to-noise ratio, with the number of
spectral channels as a parameter, when transmitted by modu-
lated bands of noise, as in Shannonet al. ~1995!. In experi-
ment 2, vowel and consonant recognition were measured as a
function of signal-to-noise ratio in three cochlear implant
listeners with either their original speech processor with the
SPEAK processing strategy or a custom speech processor
with a four-channel CIS speech processing strategy.
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I. EXPERIMENT 1: ACOUSTIC SIMULATION

A. Methods

1. Subjects

Four normal-hearing acoustic listeners~two males and
two females! between the ages of 25 and 35 years served as
subjects. All subjects had thresholds better than 15 dB HL at
audiometric test frequencies from 250 to 8000 Hz and all
were native speakers of American English.

2. Test materials

Speech performance was assessed using two measures:
vowels and consonants. Vowel recognition was measured in
a 12-alternative identification paradigm, including 10
monophthongs and 2 diphthongs, presented in a /h/–
vowel–/d/ context~heed: h/{/d, hawed: h/Å/d, head: h/}/d,
who’d: h/É/d, hid: h/(/d, hood: h/*/d, hud: h/#/d, had: h/,/d,
heard: h/É/d, hoed: h/Ç/d, hod: h/Ä/d, hayed: h/|/d!. The to-
kens for these closed-set tests were digitized natural produc-
tions from five men, five women, three boys, and two girls,
drawn from the material collected by Hillenbrandet al.
~1995!. Consonant recognition was measured in a 16-
alternative identification paradigm, for the consonants /b d g
p t k l m n f s b v z dc Y/, presented in an /a/–consonant–/a/
context. Two repetitions of each of the 16 consonants were
produced by three speakers~1 male, 2 female! for a total of
96 tokens~16 consonants* 3 talkers* 2 repeats!.

All test materials were stored on computer disk and were
output via custom software to a 16 bit D/A converter~TDT
DD1! at a 16-kHz sampling rate. Speech sounds were pre-
sented in a completely randomized test sequence using a
Tucker-Davis-Technologies~TDT! AP2 array processor in a
host PC connected via an optical interface.

3. Signal processing

The speech signal was mixed with simplified speech
spectrum-shaped noise~constant spectrum level below 800
Hz and 10-dB/octave role-off above 800 Hz!. The signal-to-
noise ratio~S/N! was defined as the difference, in decibels,
between the rms levels of the whole speech token and the
noise. The speech signal was mixed with the noise at S/N
levels of 24 dB, 18 dB, 12 dB, 6 dB, 0 dB,23 dB, 26 dB,
29 dB, 212 dB, and215 dB, for a total of 11 conditions in
addition to the original speech.

Recognition performance was measured as a function of
signal-to-noise ratio in four normal-hearing subjects in the
unprocessed speech condition and in spectrally degraded
speech, which was used to simulate cochlear implants with
the current SPEAK and CIS speech processing strategies. A
detailed description of the implementation of these spectrally
degraded speech stimuli follows.

a. Sixteen-band speech.The unprocessed speech with
the desired S/N level was first pre-emphasized using a first-
order Butterworth high-pass filter with a cutoff frequency of
1200 Hz, and then bandpass filtered into 16 broad frequency
bands using eighth-order Butterworth filters. The corner fre-
quencies~3 dB down! of the bands were at 100, 379, 473,
583, 713, 866, 1046, 1259, 1509, 1804, 2152, 2561, 3043,
3612, 4281, 5070, and 6000 Hz. The envelope of the signal

in each band was extracted by half-wave rectification and
low-pass filtering~eighth-order Butterworth! with a 500-Hz
cutoff frequency. The envelope of each band was used to
modulate a wide-band noise, which was then spectrally lim-
ited by the same bandpass filter used for the original analysis
band. The A-weighted output from each band was then
summed and presented to the listeners diotically through
Sennheiser HDA200 headphones at 70 dB. This condition
was labeled as 16-band speech, simulating a cochlear im-
plant with a 16-channel CIS speech processing strategy.

b. Eight-band speech.The same processing method as
sixteen-band speech was used, except that the whole spec-
trum of the speech was divided into eight bands. The corner
frequencies of this processor were 100, 473, 713, 1046,
1509, 2152, 3043, 4281, and 6000 Hz. The output speech
was labeled as eight-band speech, simulating a cochlear im-
plant with an eight-channel CIS speech processing strategy.

c. Four-band speech.The same processing method as
sixteen-band speech was used, except that the whole spec-
trum of the speech was divided into four broadbands. The
corner frequencies of four-band processor were 100, 713,
1509, 3043, and 6000 Hz. The output speech was labeled as
four-band speech, simulating a cochlear implant with a four-
channel CIS speech processing strategy.

d. Three-band speech.The same processing method as
sixteen-band speech was used, except that the whole spec-
trum of the speech was divided into three broadbands. The
corner frequencies of the three-band processor were 100,
923, 2417, and 6000 Hz. The output speech was labeled as
three-band speech, simulating a cochlear implant with a
three-channel CIS speech processing strategy.

e. SPEAK-like speech.This processing strategy was
similar to the Nucleus SPEAK strategy. The speech was di-
vided into 20 narrow frequency bands. The corner frequen-
cies were at 85, 200, 314, 428, 542, 657, 771, 885, 1010,
1160, 1333, 1531, 1759, 2040, 2390, 2801, 3282, 3845,
4505, 5278, and 6184 Hz~similar to frequency allocation
table 3 in the Spectra-22 speech processor!. The envelope of
each band was extracted by half-wave rectification and low-
pass filtering with a cutoff frequency of 100 Hz. Note that
the envelope filter frequency is somewhat different from that
used in the CIS-like acoustic processors. This lower enve-
lope filter frequency was selected to avoid the aliasing effect
caused by the 250-Hz resampling rate. Every 4 ms, the six
bands with the highest amplitudes were selected to represent
the spectral peaks. These peak values were each used to set
the levels of six, 4-ms bursts of wide-band noise, and each
burst was then spectrally limited by the same bandpass filter
used for the original analysis band. The A-weighted outputs
from all bands were then summed and presented to the lis-
teners through headphones at 70 dB.

4. Procedure

Each test block included 180 tokens for vowel recogni-
tion or 96 tokens for consonant recognition. A stimulus to-
ken was randomly chosen from all 180 tokens in vowel rec-
ognition and from 96 tokens in consonant recognition and
presented to the subject. Following the presentation of each
token, the subject responded by pressing one of 12 buttons in
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the vowel test or one of 16 buttons in the consonant test,
each marked with one of the possible responses. No feedback
was provided, and subjects were instructed to guess if they
were not sure, although they were cautioned not to provide
the same response for each guess. The subjects started the
formal test without training and with no appreciable period
of adjustment to the new processed sound. Our objective was
to obtain a ‘‘snapshot’’ of phoneme recognition prior to any
learning effects for a particular processor strategy or setting.
However, all subjects were familiar with spectrally degraded
speech sounds from recent previous studies. In all figures,
each data point represents two runs by each subject, consist-
ing of 30 presentations of each vowel and 12 presentations of
each consonant. All test conditions, including number of
channels, signal-to-noise ratio, as well as vowel/consonant
tests, were randomized and counterbalanced across subjects.

B. Results

Figure 1~A! shows recognition scores of vowels as a
function of S/N ratio for the unprocessed, and for the
sixteen-, eight-, four-, and three-band speech. Vowel scores
gradually decreased as signal-to-noise~S/N! ratio decreased
for all conditions. A two-way ANOVA showed a significant
effect of number of channels@F(4,102)5729.43, p
,0.0001#, S/N ratio@F(5,102)554.11,p,0.0001#, as well
as a significant interaction@F(20,102)53.89, p,0.0001#.
However, no significant difference was observed across sub-
jects @F(4,190)50.604,p50.66#, so only average data are
shown for the acoustic experiments.

Figure 1~B! shows recognition scores for consonants as
a function of S/N ratio in the same five conditions. Similar to
the pattern obtained in vowel recognition, consonant scores
gradually decreased as S/N ratio decreased. A two-way
ANOVA showed a significant effect of number of channels
@F(4,102)5265.79, p,0.0001#, S/N ratio @F(5,102)
5164.44, p,0.0001#, as well as a significant interaction
@F(20,102)58.21,p,0.0001#. No significant effect of sub-
jects was observed@F(4,164)50.296,p50.88#, so only av-
erage data are presented.

Figure 1~C! and~D! shows the normalized performance
on vowels and consonants, respectively, as a function of S/N
ratio, relative to the performance in quiet. The scores were
first corrected for chance following Boothroydet al. ~1996!.
The dashed lines in Fig. 1~C! and ~D! indicate 50% of the
normalized score after correction for chance. The S/N level
that produced this 50% level of performance was defined as
the phoneme recognition threshold~PRT!. Normalized per-
formance functions shifted to higher S/N ratios for both vow-
els and consonants as the number of spectral bands de-
creased. Even the PRT for 16 bands of spectral information
was noticeably poorer than unprocessed speech.

The data of Fig. 1~and subsequent figures! were fit by a
simple sigmoidal model~Boothroydet al., 1996!:

%C5P01~Q2P0!/~11e2b~x2PRT!!, ~1!

whereQ is the percent correct in quiet, PRT is the phoneme
recognition threshold in dB,x is the S/N ratio in dB,P0 is
the chance level of performance~6.25% for consonants,
8.33% for vowels!, andb is related to the slope of the func-

FIG. 1. Recognition of vowels and consonants as a function of signal-to-
noise ratio for the unprocessed speech and 16-, 8-, 4-, and 3-band speech
from four normal-hearing subjects.~A! Mean vowel scores.~B! Mean con-
sonant scores.~C! Normalized mean vowel scores after correction for
chance.~D! Normalized consonant scores after correction for chance. Error
bars indicate6 one standard deviation. Solid lines represent the best-fit
curve based on Eq.~1!. The dashed lines indicate 50% of the normalized
score after correction for chance.

TABLE I. The model parameters of sigmoidal fitting for all vowel conditions.

Condition Listener Q ~%! PRT ~dB! b
Slope at

PRT~%/dB! R2

Original NH 95.960.9 29.9260.53 0.4160.03 7.7960.52 0.999
16-channel NH 90.361.2 25.1460.44 0.2960.04 5.4560.79 0.998
8-channel NH 78.763.1 23.3461.37 0.2460.03 4.2460.48 0.988
4-channel NH 68.263.0 21.2660.83 0.2160.06 3.5260.96 0.991
3-channel NH 46.364.8 2.3162.64 0.2460.09 3.2861.24 0.990
SPEAK NH 80.263.5 26.0861.01 0.3760.10 6.7161.69 0.988
4-CIS N3 42.5 0.87 0.28 4.32 0.976

N4 59.3 22.86 0.25 4.51 0.980
N7 54.2 4.73 0.21 3.56 0.996

SPEAK N3 59.6 4.19 0.321 5.75 0.979
N4 74.8 22.51 0.355 6.79 0.990
N7 63.2 8.06 0.361 6.59 0.993
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tion at PRT. Tables I and II list the estimated values for these
parameters for all conditions for vowels and consonants, re-
spectively. The fits of this function to the data were uni-
formly excellent, with allR2 values better than 0.96. For the
performance in quiet~Q!, scores dropped significantly as the
number of spectral bands was reduced for both vowels
@F(4,20)5210.49, p,0.0001# and consonants@F(4,20)
526.06,p,0.0001#. The slope of the function at PRT was
significantly shallower for the noise-band conditions than for
the unprocessed condition for both vowels@F(4,20)
510.42, p,0.0001# and consonants@F(4,20)519.07, p
,0.0001#. Post hoctests according to Tukey indicated that
there was no significant difference in slope~b! among the
noise-band conditions. The PRT worsened significantly as
the number of channels decreased for vowels@F(4,20)
549.04, p,0.0001# and consonants@F(4,20)598.76, p
,0.0001#.

There was a high correlation betweenQ and PRTs for
both vowels and consonants for the spectrally degraded
speech~CIS-like speech only!, shown in Fig. 2. The SPEAK-
like and unprocessed speech are not included in this analysis.
SPEAK-like speech emphasizes spectral information and
discards amplitude information, and so is not strictly compa-
rable to the CIS conditions, and the unprocessed results in

quiet were limited by ceiling effects. From Fig. 2 it is appar-
ent that the PRT can be reasonably well predicted fromQ,
the performance in quiet, for CIS-like spectrally degraded
speech. These results demonstrate that reduction of spectral
information has two closely related effects: reducing the per-
formance level in quiet, and also reducing the PRT in noise.

Figure 3~A! shows recognition scores of vowels and
consonants as a function of signal-to-noise ratio for SPEAK-
like speech. There was a significant effect of the signal-to-
noise ratio on vowel recognition@F(8,27)537.65, p
,0.0001# as well as on consonant recognition@F(7,24)
576.07, p,0.0001#. Post hoc tests according to Tukey
showed a significant performance drop in vowel recognition
when the S/N level was 0 dB or lower. For consonants, a
significant performance drop was observed when the S/N
was 6 dB or lower. Figure 3~B! shows the normalized per-
formance for vowels and consonants. The dashed line indi-
cates 50% of the percent correct in quiet. Parameter values
estimated from this data are also presented in Tables I and II.

C. Discussion

For normal-hearing subjects, the unprocessed speech
had the lowest PRT:29.92 dB for vowels and28.41 dB for
consonants. This confirms previous work showing the strong
robustness of unprocessed speech in noise for normal-

TABLE II. The model parameters of sigmoidal fitting for all consonant conditions.

Condition Listener Q ~%! PRT ~dB! b
Slope at

PRT~%/dB! R2

Original NH 99.460.4 28.4160.54 0.3060.05 6.1161.00 0.999
16-channel NH 94.762.7 21.5161.08 0.2060.01 4.0960.24 0.998
8-channel NH 90.963.6 10.5560.66 0.2160.03 4.2060.53 1.000
4-channel NH 79.665.1 13.4261.13 0.1760.02 3.3560.36 0.995
3-channel NH 76.366.0 16.3561.99 0.1460.01 2.7360.31 0.996
SPEAK NH 84.663.8 0.5761.03 0.2260.05 4.2961.01 0.989
4-CIS N3 63.0 0.79 0.173 3.15 0.988

N4 75.6 0.87 0.237 4.54 0.995
N7 77.8 1.65 0.166 3.20 0.994

SPEAK N3 61.5 0.93 0.230 4.17 0.961
N4 69.7 21.14 0.233 4.38 0.991
N7 75.6 3.48 0.152 2.90 0.973

FIG. 2. Phoneme recognition thresholds from individual subjects as a func-
tion of performance in quiet for the spectrally degraded speech~16-, 8-, 4-,
and 3-band! conditions in normal-hearing listeners. Error bars indicate6
one standard deviation.

FIG. 3. Recognition of vowels and consonants from four normal-hearing
subjects as a function of signal-to-noise ratio for spectrally degraded speech
in conditions simulating SPEAK processing strategy in cochlear implants.
~A! Mean recognition scores of vowels and consonants.~B! Normalized
scores of vowels and consonants after correction for chance. Error bars
indicate 6 one standard deviation. The dashed lines indicate 50% of the
normalized score after correction for chance.

3590 3590J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Fu et al.: Effects of noise on phoneme recognition



hearing subjects. These thresholds for normal-hearing sub-
jects were lower~better! than previous results~Hochberg
et al., 1992!, possibly due to the difference in test materials.

The manipulations for CIS-like speech preserved the
temporal and amplitude cues in each spectral band, but re-
moved the fine spectral detail within each band. The amount
of available spectral information was systematically changed
by varying the number of bands. Consistent with previous
results~Shannonet al., 1995; Dormanet al., 1997!, recogni-
tion performance in quiet increased as the number of bands
increased. A relatively high level of vowel and consonant
recognition was obtained with only four bands of spectral
information in quiet. Note that the level of performance ob-
served in the present study was lower than that observed by
Shannonet al. with four bands due the use of more difficult,
multi-talker materials. In the present study, nearly perfect
recognition was achieved in quiet with 16 bands of spectral
information. These results indicate that the loss of spectral
information down to four bands only results in a minimal
decrease in speech recognition in quiet. However, the loss of
spectral information produced a larger reduction in speech
recognition when noise was added. Although only a 5% dif-
ference was observed in the quiet condition between the
sixteen-band speech and unprocessed speech, this difference
increased dramatically to more than 30% at a S/N ratio of
26 dB ~Fig. 1!. This result indicates that fine spectral infor-
mation may be important for speech recognition in noisy
environments, which are typical of many listening conditions
in everyday life. The loss of fine spectral information may
cause the loss of some perceptual cues that might be used for
sound source determination, such as harmonicity or coherent
temporal modulation~Yost and Sheft, 1993!, resulting in a
strong noise susceptibility of speech.

Two major current speech processing strategies in co-
chlear implants are SPEAK and CIS strategies, which both
use a filter-band processing strategy. The major difference
between these two strategies is that the CIS strategy pre-
serves temporal envelope information from all filter bands
while the SPEAK strategy only preserves the temporal enve-
lope information with the highest energy every 4 ms from a
subset of bands~average of six bands! out of 20 total analy-
sis filter bands. In the quiet condition, normal-hearing listen-
ers achieved 80% correct on vowels and 85% correct on
consonants for SPEAK-like speech. Both of these scores
were lower than those of eight-band speech, but higher than
those of four-band speech. The data from the present study
showed that the PRT of vowels for SPEAK-like speech was
26.08 dB, which was somewhat better than the PRT for
sixteen-band speech. However, the PRT for consonants was

10.57 dB for SPEAK-like speech, which was slightly poorer
than the PRT for eight-band speech. These results indicate
that SPEAK processing is similar to 16-band processing for
vowels, probably due to its fine spectral representation.
However, SPEAK processing is more similar to eight-band
speech for consonants, possibly because the temporal infor-
mation rate is slow and sparsely distributed over the elec-
trodes.

Another interesting factor is that the reduction of fine
spectral information has a slightly different impact on vowel
and consonant recognition in noise. The statistical analysis
showed that the PRTs of vowels were significantly poorer
than those of consonants in both the unprocessed speech and
the spectrally degraded speech@F(1,58)512.49,p50.001#.
For the unprocessed speech, the PRT for vowels was only
1.5 dB poorer than that of consonants. However, the PRTs
for vowels were about 4 dB poorer than for in consonants
spectrally degraded CIS-like speech, independent of the
number of bands. The PRT difference between vowels and
consonants was 6.7 dB in SPEAK-like speech, possibly be-
cause vowel recognition is more dependent on spectral infor-
mation. The SPEAK processor selects only the six bands
with the strongest energy in each 4-ms interval, so that tem-
poral envelope information from all other bands is not rep-
resented in that 4-ms interval.

II. EXPERIMENT 2: ELECTRIC STIMULATION

A. Methods

1. Subjects

Cochlear implant subjects were three post-lingually
deafened adults using the Nucleus-22 device. All had at least
six months experience utilizing the SPEAK speech process-
ing strategy and all were native speakers of American En-
glish. All implant subjects had 20 active electrodes available
for use. Two subjects~N4 and N7! used frequency allocation
table 9~150–10 823 Hz! in their clinical implant processor
and one subject~N3! used frequency allocation table 7~120
Hz–8658 Hz!. Subjects N4 and N7, based on their sentence
and word recognition scores, were excellent users of the co-
chlear implants, and subject N3 was an average user. No
poor users were chosen in this study to avoid floor effects.
All implant participants had extensive experience in speech
recognition experiments. Table III contains relevant informa-
tion for the three subjects, including their most recent scores
on the CUNY sentence test, presented without lipreading in
the sound field.

TABLE III. Subject information for three Nucleus-22 cochlear implant listeners who participated in the present
study.

Subject Age Gender
Cause of
deafness

Duration of
implant use

Sentence
score

~CUNY!
Stimulation

mode
Frequency

table

N3 55 M TRAUMA 6 years 68.2% BP11 7
N4 39 M TRAUMA 4 years 95.1% BP11 9
N7 54 M UNKNOWN 4 years 92.6% BP11 9
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2. Test materials and procedures

The same test materials as experiment 1 were used. For
cochlear implant users, all signals were presented at comfort-
able audible levels through the Audio Input Selector~AIS!
when using their own speech processor with SPEAK pro-
cessing strategy. In the four-channel CIS processing strategy
condition, all signals were presented at comfortable audible
levels through a custom interface~Shannonet al., 1990!. The
comfortable audible levels were adjusted by each individual
subject in each listening session. Subjects were instructed to
maintain the same loudness scale across all tests. There was
a considerable difference in the familiarity of the subjects
with the two processor strategies evaluated in this study: All
subjects were somewhat familiar with the custom four-
channel CIS speech processor from previous experiments,
but all were highly familiar with the SPEAK processing
strategy from daily experience for more than four years.

3. Signal processing

Speech recognition performance was also measured as a
function of signal-to-noise ratio for three Nucleus-22 co-
chlear implant users with both the original SPEAK process-
ing strategy and a custom four-channel CIS processing strat-
egy. The implementation of these speech-processing
strategies in Nucleus-22 cochlear implant users was de-
scribed as follows.

a. SPEAK processor.The SPEAK processing strategy
~McDermottet al., 1992a! is the normal clinical speech pro-
cessor provided by Cochlear Corporation and used by sub-
jects everyday. The implementation of SPEAK processing
strategy is briefly described as follows. Incoming sound is
analyzed into 20 filters and the amplitude in each filter is
extracted. The filter outputs are scanned to select an average
of six maxima approximately every 4 ms~Cochlear Corpo-
ration, 1995!. This scanning occurs continuously, and elec-
trodes associated with the maxima are stimulated at the ac-
tual scanning rate from a basal-to-apical position in the
cochlea. The average stimulation rate is 250 Hz, but it can
vary by6100 Hz, depending on the subject’s speech proces-
sor program as well as the incoming sound intensity and
spectral composition. In the present study, the same fre-
quency allocation map was used that each subject used in
their everyday clinical processor. The noise suppression cir-
cuit of the speech processor was not activated.

b. CIS processor.The four-channel CIS processor was
implemented through a custom interface~Shannonet al.,
1990! without using the patient’s own Spectra-22 speech
processor. The signal was first pre-emphasized using a first-
order Butterworth high-pass filter with a cutoff frequency of
1200 Hz, and then bandpass filtered into four broad fre-
quency bands using eighth-order Butterworth filters. The
corner frequencies of the bands were at 100 Hz, 713 Hz,
1509 Hz, 3043 Hz, and 6000 Hz~the same filters used in the
acoustic simulation!. The envelope of the signal in each band
was extracted by half-wave rectification and low-pass filter-
ing ~eight-order Butterworth! with a 160-Hz cutoff fre-
quency. Note that this envelope filter frequency is somewhat
lower than that used in the acoustic simulation due to the

lower re-sampling rate used in electric stimulation. Previous
results with acoustic processors showed no significant differ-
ence for envelope filter frequencies of 160 Hz and 500 Hz
~Shannon et al., 1995!. The acoustic amplitude~40-dB
range! was transformed into electric amplitude by a power-
law function with an exponent of 0.2 (E5A0.2; Fu and Sh-
annon, 1998! between each subject’s threshold~T-level! and
upper level of loudness~C-level!. Then this transformed am-
plitude was used to modulate the amplitude of a continuous,
500-pulse/s biphasic pulse train with a 100-ms/phase pulse
duration, and delivered to electrode pairs~18,22!, ~13,17!,
~8,12!, and~3,7!.

B. Results

Figure 4~A! and ~B! shows the recognition scores of
vowels and consonants as a function of signal-to-noise ratio
when the implant users listened to the four-channel CIS pro-
cessing strategy. The long-dashed line re-plots the mean re-
sults from the four-band speech condition in the acoustic
simulation from Fig. 1~A! and~B!. Due to a significant effect
of subjects on vowel recognition@F(2,90)56.84,p50.002#,
Fig. 4 plots the individual recognition score for all subjects
instead of plotting the mean score. The performance-
intensity functions~PIF! of subject N4, who had the best
performance, were close to those from acoustic simulation in
both vowel recognition@F(1,34)53.23,p50.081# and con-
sonant recognition@F(1,34)50.073,p50.789#. For subject
N7, the recognition scores of consonants were similar to
those from acoustic simulation @F(1,34)50.007,
p50.935#, however, the vowel scores were significantly
lower than those from acoustic simulation
@F(1,34)522.74,p,0.001#. For subject N3, the recognition
scores of vowels were significantly lower than the results
from the corresponding acoustic simulation conditions

FIG. 4. Recognition of vowels and consonants from three Nucleus-22 co-
chlear implant users as a function of signal-to-noise ratio with a four-
channel CIS processing strategy.~A! Individual vowel scores.~B! Individual
consonant scores.~C! Normalized vowel scores after correction for chance.
~D! Normalized consonant scores after correction for chance. Error bars
indicate6 one standard deviation. The long-dashed lines represent the re-
sults from four-band speech in normal-hearing listeners. The short-dashed
lines indicate 50% of the normalized score after correction for chance.
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@F(1,34)553.17,p,0.001# while consonants were slightly
lower than the results from the corresponding acoustic simu-
lation conditions @F(1,34)53.32, p50.077#. Figure 4~C!
and~D! shows the normalized percent correct for vowel and
consonant recognition, respectively. The short-dashed lines
in Fig. 4~C! and ~D! indicate 50% of the normalized score
after correction for chance.

Figure 5~A! shows the recognition scores of vowels as a
function of signal-to-noise ratio from three cochlear implant
users with their own speech processor with SPEAK process-
ing strategy. The long-dashed line shown in the figure repre-
sents the acoustic simulation results from SPEAK-like
speech for comparison. Results were significantly poorer
than the acoustic simulation results for subject N4@F(1,34)
59.69, p50.004#, subject N3@F(1,34)565.33,p,0.001#,
and subject N7@F(1,34)546.22, p,0.001#. Figure 5~B!
shows recognition scores for consonants as a function of
signal-to-noise ratio for three cochlear implant subjects, with
the medium-dashed line showing the acoustic simulation re-
sults for SPEAK-like speech. Results were slightly poorer
than the acoustic simulation results for subject N4@F(1,34)
54.52, p50.041#, but significantly poorer for subject N3
@F(1,34)515.77, p,0.001# and subject N7 @F(1,34)
56.35, p50.017#. Figure 5~C! and ~D! shows normalized
vowel and consonant scores relative to the recognition score
in the quiet condition~and corrected for chance!. The short-
dashed lines in Fig. 4~C! and ~D! indicate 50% of the nor-
malized score after correction for chance. Figure 5~C! shows
that all three implant subjects have steep P/I slopes for vowel
stimuli which are similar to the slope of the simulation re-
sults. Note that the performance level in quiet was signifi-
cantly different. PRTs for the three implant listeners ranged
from 18.06 to 22.51 dB, compared to26.14 dB for the
normal-hearing subjects. However, the normalized consonant

P/I curves of all three cochlear implant users were similar to
the average curve from the normal-hearing simulation, indi-
cating that the primary difference was in the level of perfor-
mance in quiet.

Figure 6 presents the consonant information received on
the production-based categories of voicing, manner and
place~Miller and Nicely, 1955!. Panels~A!–~D! show infor-
mation received as a function of S/N ratio for the four-band
CIS condition and the SPEAK condition for both normal-
hearing and implant listeners. For the four-band CIS condi-
tion note that implant listeners received approximately the
same amount of information on voicing and manner cues as
did the normal-hearing listeners. However, overall the im-
plant listeners received less place information than the acous-
tic listeners. The implant patient with the best speech recog-
nition ~N4! received nearly the same amount of place
information as acoustic listeners. However, for the SPEAK
processor implant listeners did not receive as much informa-
tion on any of the three categories as normal-hearing listen-
ers with SPEAK-like speech.

Figure 7 shows the average phoneme recognition thresh-
old ~PRTs! of vowels and consonants from normal-hearing
subjects listening to different acoustic simulation conditions
and the individual phoneme recognition thresholds from the
three cochlear implant users with both SPEAK and CIS pro-
cessing strategies. For acoustic hearing, the unprocessed
speech had the best PRT:29.92 dB for vowels and28.41
dB for consonants. The PRT for vowels deteriorated by 7.44
dB as the number of bands decreased from 16 to 3. The PRT
for consonants deteriorated by 7.86 dB as the number of
bands decreased from 16 to 3. The PRTs for SPEAK-like
processing were similar to the 16-band processor for vowels
and similar to the 8-band processor for consonants. Implant
listeners had similar consonant PRTs to normal-hearing
~NH! listeners in the SPEAK condition, and slightly better

FIG. 5. Recognition of vowels and consonants from three Nucleus-22 co-
chlear implant users as a function of signal-to-noise ratio with SPEAK pro-
cessing strategy.~A! Individual vowel scores.~B! Individual consonant
scores.~C! Normalized vowel scores after correction for chance.~D! Nor-
malized consonant scores after correction for chance. Error bars indicate6
one standard deviation. The long-dashed lines represent the results with
SPEAK-like speech in normal-hearing listeners. The short-dashed lines in-
dicate 50% of the normalized score after correction for chance.

FIG. 6. Percent information received on voicing, manner, and place cues for
CIS and SPEAK strategies in implant and normal-hearing listeners.~A!
Normal-hearing subjects listening to four-band speech.~B! Cochlear implant
listeners with four-channel CIS processing strategy.~C! Normal-hearing
subjects listening to SPEAK-like speech.~D! Cochlear implant listeners
with SPEAK processing strategy. The lines represent the best-fit curves
based on Eq.~1!.
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PRTs in the four-band condition. However, all three cochlear
implant ~CI! listeners had considerably poorer PRTs for
vowels than NH listeners in the SPEAK condition, and only
one CI listener had a vowel PRT that was in the normal
range in the four-band condition.

C. Discussion

Speech recognition by the better cochlear implant listen-
ers with four-band CIS processing was similar to that for NH
listeners with the same processing strategy. This results is
similar to the recent study by Dorman and Loizou~1997,
1998! which showed similar performance between seven CI
patients with a six-channel CIS processor and NH listeners
with a six-band processor. In their study four of the seven CI
listeners had performance on multi-talker vowels that was
similar to NH listeners and three CI listeners were poorer. In
the present study two of the three CI listeners showed similar
performance to NH listeners on vowel recognition and one of
three was similar on consonant recognition. Information
transmission analysis of the consonant results showed that
reception of place information was the primary difference
between CI and NH listeners: Similar levels of information
were received by CI and NH listeners on voicing and manner
cues. This result suggests that implant listeners were not able
to fully utilize spectral place information even with four
widely separated electrodes. In addition, the three CI listen-
ers showed significantly different levels of performance,
while the performance of NH listeners was more uniform.
This pattern of results suggests that one factor contributing to
the high variability of CI performance is the variability in the
ability to integrate spectral cues in CI listeners.

One potential factor that might limit the cross-spectral
integration of information in CI listeners is the interaction
between electrodes. In the ideal case, implant listeners with
completely independent electrodes would be able to use as
many channels of spectral information as they have elec-
trodes. If electrodes are highly interactive this might limit the
effective number of information channels to less than the
number of electrodes. In a separate series of experiments

~Hanekom and Shannon, 1996, 1998; Chatterjee and Shan-
non, 1998! that measured electrode interaction in these same
three CI listeners, N4 did have the least cross-electrode in-
teraction and the highest speech recognition performance.
However, even CI listener N7 had essentially no interaction
between the four electrodes used in the four-band CIS-like
condition, although his PRT for vowels was poorer than the
NH PRT for the three-band processor. So although these CI
listeners have relatively little channel interaction, N3 was
still not able to effectively utilize all four channels of spec-
tral information. Thus simple interaction across electrodes
does not appear to explain the difference in performance
across CI subjects.

In general, for both CIS and SPEAK processing the PRT
for CI and NH listeners was similar for consonants while CI
listeners did worse on vowels. In the SPEAK processing
scheme temporal resolution is reduced to provide more spec-
tral information. Twenty electrodes~or carrier noise bands!
are available to represent the spectral information. In the NH
listeners this processing scheme produced PRTs that were
similar to 16-band CIS for vowels and 8-band CIS for con-
sonants. However, CI listeners with the SPEAK strategy per-
formed similarly for consonants, but only at the three-band
CIS level for vowels~Fig. 7!. This result again suggests that
implant listeners are not able to integrate speech information
across electrodes as well as NH listeners can integrate the
same cues across frequency. In addition, CI listeners with
SPEAK perform more poorly than NH listeners on voicing
and manner cues~Fig. 6!. This suggests that the implant
listeners with SPEAK processing are losing potential tempo-
ral cues as well. It may be that the strategy of SPEAK pro-
cessing to trade off temporal resolution for increased spectral
resolution may not be the best trade-off for CI listeners.
While these three listeners did better in quiet with the
SPEAK processor, in noise the SPEAK processing produced
poorer vowel PRTs and poorer consonant place-of-
articulation recognition than the four-band CIS processing,
even though they had more than one year of experience with
SPEAK processing and no experience with CIS processing.

While normal-hearing subjects showed a significant re-
lation between the performance in quiet and PRTs~Fig. 2!,
cochlear implant users did not. Whereas subjects N4 and N7
had similar vowel recognition scores for the unprocessed and
124-dB S/N conditions~55%! in the four-band CIS condi-
tion, additional noise had a much more detrimental effect on
performance for subject N7 than for N4~Fig. 4!, resulting in
a difference of 7.6 dB in their PRTs. The individual variabil-
ity in performance among cochlear implant users may be due
to many factors, such as amplitude mapping, electrode inter-
action, as well as frequency-electrode mismatch. These fac-
tors might distort the relation between quiet performance and
PRT due to differential contributions of these factors to
speech performance in either quiet or in noise condition.

The slope of the performance in noise curves indicate
the susceptibility of each processing condition to increasing
levels of noise. This slope is dependent on the materials
used, and can be as steep as 10%–20%/dB for sentence ma-
terials~Plomp and Mimpen, 1979; Nilssonet al., 1998!. The
slope for normal-hearing subjects listening to the unproc-

FIG. 7. Phoneme recognition thresholds for vowels and consonants as a
function of experimental conditions. Phoneme recognition threshold was
defined as the S/N at which the phoneme recognition score fell to 50% of its
value when no noise was added~after correction for chance!.
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essed speech was 7.8%/dB for vowels and 6.1%/dB for con-
sonants, similar to previous results from normal-hearing lis-
teners in speech-shaped noise~Studebakeret al., 1994!.
Slopes were shallower in the acoustic simulation conditions
in which spectral information was reduced; the slopes for
vowels in all conditions were between 3.3% and 6.7%/dB,
while the slopes for consonants were 2.7%–4.3%/dB. There
was no significant difference in slope for implant listeners
and for the corresponding acoustic simulation conditions.
Thus the shallow slope observed in implant listeners appears
to be due to the reduced spectral resolution.

A major concern when comparing the results from
normal-hearing subjects and cochlear implant users is the
effect of learning~Rosenet al., 1997!. In all conditions the
subjects were given no experience with a particular speech
processor prior to formal vowel and consonant testing. The
only exception was the SPEAK processor for implant listen-
ers, a processing strategy with which they had had at least
one year of daily experience. However, the results in this
condition were still poorer for CI listeners than for NH lis-
teners. Without experience the difference in performance
may have been even larger. NH listeners, who presumably
have full access to spectral cues, had higher speech recogni-
tion even though they had no practice with the SPEAK pro-
cessing strategy. This is additional evidence that the CI lis-
teners are not achieving full use of the spectral information
provided by the SPEAK processing strategy, even after pro-
longed experience.

III. GENERAL DISCUSSION

The data from the present study quantify the susceptibil-
ity of cochlear implant users with the current SPEAK and
CIS speech processing strategies to interfering noise. The
results from normal-hearing listeners simulating the loss of
spectral resolution in implants indicate that the noise suscep-
tibility is at least partly due to the loss of fine spectral struc-
ture caused by the number of electrodes used in the speech
processing strategy. In addition, implant listeners may have
other limitations due to their individual etiology of deafness
that may further reduce performance.

In some respects, implant listeners are similar to hearing
aid users in that they may be unable to recognize speech at
signal-to-noise ratios~S/N! that are quite tolerable to normal-
hearing listeners. Recent studies have demonstrated that in-
dividuals with sensorineural hearing loss often have mark-
edly reduced speech recognition scores in noise compared to
normal-hearing listeners~Cooper and Cutts, 1971; Cohen
and Keith, 1976; Plomp and Mimpen, 1979; Dirkset al.,
1982; Van Tasellet al., 1987, 1988!. The PRT of cochlear
implant users is similar to the PRT of hearing-impaired sub-
jects listening to amplified speech~Dirks et al., 1982!.
Moore ~1997! suggested that the two most important causes
of the noise susceptibility in hearing-impaired listeners were
reduced frequency selectivity and loudness recruitment. The
gain in hearing aids and the amplitude mapping functions in
implants will partially correct for loudness recruitment, but
both groups may be limited by their common problem: the
lack of fine spectral information. For cochlear implants, the
current speech processing strategies preserve only crude

spectral information because of the limitation of the number
of electrodes; all detailed fine spectral information is lost.
Some hearing-impaired listeners have reduced frequency se-
lectivity ~e.g., Stelmachowiczet al., 1985; Horst, 1987;
Turner and Henn, 1989!, and so may not be able to utilize
the fine spectral information.

The results of the present study showed that the noise
susceptibility of cochlear implant users was similar to that of
normal-hearing subjects listening to an acoustic simulation
of cochlear implant speech processing. Although previous
studies have shown that speech performance in quiet does
not improve as the number of electrodes are increased~Fish-
man et al., 1997; Dorman and Loizou, 1997, 1998; Brill
et al., 1997!, the present study shows that a larger number of
electrodes may enhance speech performance in noise. This
suggests that improved performance by cochlear implant us-
ers in noise may be achieved by~1! improving the effective
number of spectral channels by increasing the number of
electrodes or by signal processing that allows more complete
utilization of the existing electrodes, or~2! preprocessing
with noise suppression algorithms~Weiss, 1993; van Hoesel
et al., 1993, 1995a, b, 1997!. These pre-processing strategies
work well at 110 dB to 0 dB S/N level, which is a S/N
region where cochlear implant listeners can benefit.

IV. SUMMARY AND CONCLUSIONS

The susceptibility of cochlear implant users to the inter-
fering effects of background noise is partly due to the loss of
fine spectral information inherent in the current speech pro-
cessing strategies. Levels of spectral reduction that have little
effect in quiet conditions can still result in substantial perfor-
mance decrements in noise. Some cochlear implant patients
show performance in quiet and in noise that is similar to
normal-hearing listeners with equivalent reduction in spec-
tral resolution. However, other cochlear implant listeners
show poorer performance than processor-matched normal-
hearing subjects, suggesting that those implant listeners are
not receiving as many spectral channels of information as
electrodes. Better noise suppression methods prior to the ac-
tual speech processing should be considered and included in
the future speech processor designs. Performance in noise
could also be improved if speech processing methods could
be developed to allow cochlear implant patients to utilize
more spectral channels.
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The relation between identification and discrimination
of vowels in young and elderly listenersa)

Maureen Coughlin,b) Diane Kewley-Port,c) and Larry E. Humesd)
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This study examined both the identification and discrimination of vowels by three listener groups:
elderly hearing-impaired, elderly normal-hearing, and young normal-hearing. Each
hearing-impaired listener had a longstanding symmetrical, sloping, mild-to-moderate sensorineural
hearing loss. Two signal levels@70 and 95 dB sound-pressure level~SPL!# were selected to assess
the effects of audibility on both tasks. The stimuli were four vowels, /(,e,},,/, synthesized for a
female talker. Difference limens~DLs! were estimated for bothF1 andF2 formants using adaptive
tracking. Discrimination DLs forF1 formants were the same across groups and levels.
Discrimination DLs for F2 showed that the best formant resolution was for the young
normal-hearing group, the poorest was for the elderly normal-hearing group, and resolution for the
elderly hearing-impaired group fell in between the other two at both signal levels. Only the elderly
hearing-impaired group had DLs that were significantly poorer than those of the young listeners at
the lower, 70 dB, level. In the identification task at both levels, young normal-hearing listeners
demonstrated near-perfect performance (M595%), while both elderly groups were similar to one
another and demonstrated lower performance (M571%). The results were examined using
correlational analysis of the performance of the hearing-impaired subjects relative to that of the
normal-hearing groups. The results suggest that both age and hearing impairment contribute to
decreased vowel perception performance in elderly hearing-impaired persons. ©1998 Acoustical
Society of America.@S0001-4966~98!05112-1#

PACS numbers: 43.71.Ky, 43.66.Ts, 43.66.Fe@RHD#

INTRODUCTION

Very few studies have examined both identification and
discrimination of speech by hearing-impaired listeners, with
even fewer focusing exclusively on vowel perception~Na-
beleket al., 1992; Van Tasellet al., 1987; Turner and Henn,
1989; Leeket al., 1987; Summers and Leek, 1992!. More-
over, elderly hearing-impaired subjects have seldom been the
focus of vowel-perception studies. Given the primary impor-
tance of audiometric threshold elevation for other speech rec-
ognition tasks among this group~Humes, 1996!, the present
study examines vowel perception in elderly hearing-impaired
listeners as compared to both elderly and young normal-
hearing listeners. The purpose of this project was to extend
ongoing work examining basic speech-perception capabili-
ties and to investigate the impact of hearing impairment and
age on a listener’s ability to identify and discriminate vow-
els.

Since vowels have relatively higher amplitude and
longer duration than consonants, they are believed to be
more salient for persons with hearing impairment. Reports
such as Pickett~1970! represent the common view that
vowel-recognition performance is ‘‘grossly abnormal’’ only
for a person with a profound hearing loss. Recent research,
however, by Nabeleket al. ~1992! has reported a range of

vowel-identification performance of 68% to 93% for subjects
with only a modest hearing impairment, such as a mild-to-
moderate sloping sensorineural hearing loss.

In the case of the young normal-hearing listener, natural
vowels at audible levels are not usually confused with one
another because the peripheral auditory system preserves the
spectro-temporal differences between different vowels
~Turner and Henn, 1989!. Peterson and Barney~1952! re-
ported that natural vowels spoken by men, women, and chil-
dren are highly identifiable with an average score of 94%. In
replications of that study, Hillenbrandet al. ~1995! obtained
an overall identification score of 95% for natural vowels, but
for steady-state, synthetic vowels, a lower overall score of
73% was observed~Hillenbrand and Gayvert, 1993!. How-
ever, higher identification scores~83%! have been observed
for synthetic vowels modeled after one female talker
~Kewley-Port, 1991!. In general, natural vowels in isolation
are identified correctly 85%–90% by young normal-hearing
listeners~Jenkinset al., 1994!.

Vowel-formant discrimination in young normal-hearing
listeners has also been studied and related to frequency dis-
crimination of simpler sounds. Discrimination ability for the
normal-hearing listener at a comfortable presentation level
~60–70 dB SPL! for a 1000-Hz pure tone 200 ms in duration,
for example, is approximately 2 Hz or a Weber fraction
(DF/F) of 0.002 or 0.2%~Moore, 1973!, with a logarithmic
increase in discrimination threshold as frequency increases
logarithmically. Vowels are complex stimuli where threshold
DFs for a change in formant frequency results in spectral
differences in the intensity of the harmonics.

a!Some material in this manuscript was presented at the 130th meeting of the
Acoustical Society of America, St. Louis, MO, November 1995.

b!Electronic mail: mcoughli@indiana.edu
c!Electronic mail: kewley@indiana.edu
d!Electronic mail: humes@indiana.edu
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Kewley-Port and Watson~1994!, for instance, used psycho-
physical procedures incorporating minimal-uncertainty train-
ing in a vowel-formant discrimination task. ThresholdDFs
were reported as approximately 14 Hz in theF1 region
~,800 Hz! with thresholds increasing linearly in theF2 re-
gion as a function of frequency. These results suggested a
Weber fraction of 1.5% that was better than previously re-
ported thresholds of 3%–7% for vowel formants by Flana-
gan ~1955! and Mermelstein~1978!. Those investigators
used less than optimal experimental procedures; namely,
higher stimulus uncertainty and little subject training. The
thresholds reported by Kewley-Port and Watson~1994!
likely represent the optimal discrimination abilities of
normal-hearing listeners at the limits of performance.

Most of the literature on identification and discrimina-
tion of speech by hearing-impaired listeners focuses on
young hearing-impaired listeners. Hearing impairment, how-
ever, is of significant concern to the elderly. Elderly persons
consider disabilities involving communication to be among
the most severe~Jacobs-Condit, 1984!. Despite its impor-
tance, the role of peripheral hearing loss on the speech com-
munication process in the elderly has not always received
careful attention. However, Humes and colleagues performed
a series of experiments examining several proposed hypoth-
eses thought to account for the decreased speech understand-
ing abilities in the elderly hearing-impaired population. The
series began by examining peripheral hearing loss~i.e., au-
dibility or decreased spectral resolution! and found that in-
deed peripheral hearing loss, as opposed to central auditory
processing or cognitive factors, accounted for approximately
80% of the variance in speech identification performance
~Humes and Roberts, 1990; Humes and Christopherson,
1991!. That is, the subjects with the poorest pure-tone thresh-
olds consistently demonstrated the poorest speech recogni-
tion ability. To account for the remaining 20% of the vari-
ance, Humes and Christopherson~1991! examined four
groups of subjects on a range of speech perception tasks. The
groups were divided into ‘‘young–old’’~age 65–75 years!
hearing impaired, ‘‘old–old’’~age 76–86 years! hearing im-
paired, young normal-hearing, and young simulated hearing-
loss listeners. The results showed that the young–old
hearing-impaired listeners performed less well than the
young normal-hearing listeners, but not significantly differ-
ent than the young simulated hearing-loss listeners. The old–
old listeners performed significantly worse than all other
groups. These results suggest that audibility is the primary
factor in the decreased performance of the young–old group,
which was consistent with the previous findings in the series
~Humes and Roberts, 1990!. Additional decreases in perfor-
mance of the old–old group appeared to be related to factors
other than audibility. In any hearing loss, central auditory
processing problems and cognitive factors may be present in
addition to the peripheral loss, and each factor’s role in
speech understanding may be difficult to determine. How-
ever, it appears that hearing sensitivity is the factor most
highly correlated with speech understanding ability among
the elderly.

Recent work by Gordon-Salant and Fitzgibbons~1995!,
however, demonstrated age-related decreases in speech-

recognition performance in conditions of acoustic degrada-
tion, such as background noise or reverberation. These re-
sults applied to elderly normal-hearing listeners, as well as to
those with a mild-to-moderate sensorineural hearing loss.
They found age-related degradation in performance to be
most notable in conditions of time compression when com-
pared to young listeners. Foxet al. ~1992! also reported a
difference in performance between young and elderly listen-
ers on a silent-center monosyllabic word identification task.
The elderly listeners’ performance suggested a decreased
ability to use dynamic acoustic information. The authors hy-
pothesized that the difference in performance could possibly
be greater with isolated vowels as stimuli, although this has
yet to be examined.

Although the hearing-impaired listener demonstrates re-
duced spectral resolution~Nabelek, 1992; Van Tasellet al.,
1987; Turner and Henn, 1989; Leeket al., 1987!, it appears
that the mild-to-moderately hearing-impaired listener’s iden-
tification and discrimination abilities may be reduced but ad-
equate, in some cases. Nabelek~1992! reported similar
vowel-identification errors among hearing-impaired subjects
and normal-hearing listeners in a degraded listening condi-
tion, such as reverberation or noise. Van Tasellet al. ~1987!
found that vowel-masking patterns of the hearing-impaired
subjects were compressed when compared to the patterns of
the normal-hearing subjects, and that the peaks were less
resolved and spectral details were not preserved. Despite the
obvious alteration of the incoming speech signal, one of Van
Tasell’s three hearing-impaired subjects recognized the ma-
jority of the seven synthetic vowel stimuli well~93%!, while
the other two performed near 70% accuracy. Turner and
Henn ~1989! found that speech-masking patterns indicated
that subjects with sensorineural hearing loss do not preserve
the spectral features of a speech sound as well as normal-
hearing subjects. Leeket al. ~1987! created a complex
vowel-like sound with four amplitude peaks between 0.1 and
4.0 kHz. They measured identification ability in noise as a
function of peak-to-trough differences in the spectrum of
those complex stimuli. They reported that normal-hearing
listeners could identify greater than 75% of the vowels with
less than a 2-dB peak-to-trough difference, while the
hearing-impaired listeners required approximately a 6–7-dB
difference to achieve the same score. Although different
peak-to-trough thresholds were obtained between groups,
hearing-impaired subjects were able to score greater than
90% correct when the peak-to-trough difference was large
~14 dB! and held constant. Leeket al. ~1987! also reported
that, for some natural vowels, peak-to-trough differences
may be as high as 25–30 dB, and that may be an explanation
as to why listeners with poor spectral resolution demonstrate
reasonably accurate identification ability for some natural
vowels. The question remains whether there is a relationship
between listeners’ identification performance and their abil-
ity to discriminate underlying spectral differences, especially
when a peripheral hearing loss is present.

The purpose of the present study was to examine the
effects of hearing loss and age on a listener’s ability to dis-
criminate and identify vowels. More specifically, this study
examined the extent to which identification performance can
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be predicted by discrimination performance and whether cor-
relations between discrimination and identification perfor-
mance and hearing loss or age exist.

I. METHOD

A. Subjects

Three subject groups, consisting of young normal-
hearing (N54), elderly normal-hearing (N54), and elderly
hearing-impaired (N54), served as listeners for this study.
Young normal-hearing subjects~YNH! ranged in age from
23 to 24 years (M523.5 y), elderly normal-hearing~ENH!
from 71 to 77 years (M573.75 y), and elderly hearing-
impaired ~EHI! from 69 to 74 years (M571.5 y). All
normal-hearing subjects (N58) had pure-tone thresholds of
20 dB HL or less at octave intervals from 250–4000 Hz, and
no evidence of middle-ear pathology at the time of testing.
Subjects in the YNH group were graduate students in the
Department of Speech and Hearing Sciences at Indiana Uni-
versity, while the ENH and EHI subjects were recruited from
a subject pool maintained by the Department of Speech and
Hearing Sciences and were residents of Bloomington, Indi-
ana. All subjects were paid for their participation.

Each hearing-impaired subject (N54) had a long-
standing, bilaterally symmetrical, moderate, sloping senso-
rineural hearing loss, believed to be of cochlear origin based
on acoustic reflex testing, case history, and symmetry of air-
and bone-conduction thresholds. Average air-conduction
thresholds of the hearing-impaired group for 0.25, 0.5, 1, 2,
and 4 kHz were 26, 30, 41, 46, and 59 dB HL~ANSI, 1996!,
respectively. Normal middle-ear status was determined for
all subjects by tympanometric testing at the initial visit. Fig-
ure 1 shows individual pure-tone thresholds for the four

hearing-impaired subjects at octave intervals from 250
through 8000 Hz. This particular configuration of hearing
loss was chosen based on literature reporting it as the most
obvious and well-documented peripheral deficit in the eld-
erly ~Corso, 1959; Spoor, 1967!. All hearing-impaired sub-
jects were consistent users of amplification and demonstrated
intelligible speech. Both groups of elderly listeners were
found to be within normal limits for their age on two cogni-
tive tests~WAIS-R and WMS-R!.

B. Stimuli

The stimuli consisted of the four monophthongal En-
glish vowels, /(,e,},,/, that had been used in earlier studies
of detection thresholds~Kewley-Port, 1991! and formant dis-
crimination ~Kewley-Port and Watson, 1994!. These vowels
to be used in the identification and discrimination tasks were
selected to maximize variability in performance as required
for successful correlational analyses. A pilot study with an
additional group of YNH subjects was administered to deter-
mine the identification accuracy for a larger set of ten En-
glish vowels~/i,(,e,},,,a,#,o,),u/!. The pilot study revealed a
large variation in performance across the four target vowels
used in the present study. Investigations of speech perception
by hearing-impaired listeners also indicate that the four front
vowels, /(/, /e/, /}/, and /,/, are easily confused~Nabelek
et al., 1992!. Assmann~1982! reported that the same four
vowels had a large number of errors in vowel confusion ma-
trices, although /#/ caused the most errors. The four acousti-
cally similar front vowels, /(,e,},,/, were selected for study.

The four target vowels were synthesized from spectro-
graphic measurements of a female talker using the cascade
branch of the KLTSYN synthesizer~Klatt, 1980!. The
steady-state formant values are shown in Table I. Fundamen-
tal frequency linearly fell from 220–180 Hz over the entire
duration of the vowel. Vowel duration was set to 175 ms, the
average of the talker’s long and short vowels. The overall
amplitude contour had a shallow rise/fall shape for natural-
ness. Bandwidths for the formants were constant across vow-
els at BW1570, BW2590, and BW35170 Hz. The four
vowels synthesized with these parameters are referred to as
the standard vowels. RMS energy for standard vowels was
measured at the maximum amplitude portion of the vowel
~between 21–50 ms after onset! and a range of 9 dB was
found for the four vowels. Previous research~Kewley-Port
and Watson, 1994! has demonstrated that this range is typi-
cal for a constant gain in the glottal source that excites a full
range of formant values. However, since hearing-impaired
subjects were being used, it was important to assure that the

FIG. 1. Preferred ear pure-tone thresholds of the hearing-impaired subjects.

TABLE I. Frequencies in Hz for formantsF1, F2, andF3 used in synthesizing the four vowels. The last two
columns give the range of formant values in the test sets forF1 andF2 incremental changes~inc!.

Vowel

Standard vowels Range values

F1 F2 F3 F1 inc F2 inc

( 450 2300 3000 455–522 2315–2513
e 550 2500 3100 555–621 2515–2712
} 600 2200 3000 605–671 2210–2341
, 1000 1950 3000 1007–1107 1960–2091
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digital amplitude of the synthetic vowels was reasonably
well equated to eliminate possible effects of intensity differ-
ences on the final results. Therefore, a median rms value was
chosen and all vowels were adjusted to be within61 dB of
this value. As a result, the vowel /,/ was resynthesized with
an adjusted glottal output.

The standard vowels were used in both the identification
and discrimination task. The test vowels to be discriminated
from the standard vowels were synthesized in sets of 14
stimuli. Each set included test vowels for one of two condi-
tions, namely an increment inF1 or F2 formant frequency
for a total of eight separate sets of test stimuli. For each
stimulus set, 14 step sizes in formant frequency were calcu-
lated using a log ratio such that steps 10–14 would be easily
discriminable from the standard~Table I!. Although steps
10–14 would be easily discriminable for the normal-hearing
listeners~Kewley-Port and Watson, 1994!, a second set of
test stimuli were synthesized such that the largest step size
was increased by 50% to allow a wider range of testing for
the hearing-impaired subjects.

Two levels of signal presentation, 70 and 95 dB SPL,
were chosen to assess the effect of audibility on speech per-
ception performance for the elderly hearing-impaired sub-
jects. A level of 95 dB SPL was chosen as a highly audible
level and one that approached the upper limit of comfortable
loudness for both the normal-hearing and elderly hearing-
impaired listeners. Supra-threshold spectral information for
the elderly hearing-impaired subjects was thought to be com-
parable to the normal-hearing subjects at this level. A second
presentation level of 70 dB SPL was less audible for the
elderly hearing-impaired, especially in the higher frequencies
where the hearing loss was more significant. This level is
also closer to the 77 dB SPL level used in the earlier studies
with YNH by Kewley-Port and Watson~1994!.

C. Overview of experimental design

The design of this experiment is mixed with a between-
subjects factor of subject group~EHI, ENH, and YNH! and
within-subjects factors of vowel~four target vowels!, task
~identification and discrimination!, and presentation level~70
dB and 95 dB SPL!. The order in which each condition of
the experiment was presented is shown in Table II. Subjects
participated in a total of nine testing sessions, each 90 min in
length. Initial training under minimal uncertainty was pro-
vided for both groups of listeners in order to obtain low and

stable thresholds~Kewley-Port and Watson, 1994!. Subse-
quently, discrimination testing of the first and second for-
mants for four vowels was conducted under medium stimu-
lus uncertainty~i.e., all four vowels and both formants mixed
within a block!. Discrimination testing required three ses-
sions~4.5 h! at 95 dB SPL followed by two sessions~3 h! at
70 dB SPL to achieve stable thresholds. On the final day of
testing, the identification task was administered at both pre-
sentation levels. The design presumed that the discrimination
task would provide some training, or at least familiarity, with
the vowels prior to the identification task.

D. Procedures

Two experimental tasks were selected, an identification
and a discrimination task. The vowels for both tasks were
output through a 16-bit D/A converter~Tucker-Davis Tech-
nologies DA-1! at a 10 000-Hz sample rate followed by a
digital 4000-Hz low-pass filter with a 65-dB/octave rejection
rate. The calibration /,/ vowel was set to the signal level~70
dB or 95 dB SPL! as measured in a 6-cc coupler with a
Larson-Davis sound-level meter~model 800B!. The vowel
was calibrated via a VU meter prior to each testing session.
The subjects listened to stimuli under TDH-39 headphones,
coupled to the right ear of the normal-hearing subjects and to
the preferred ear for the hearing impaired subjects. Subjects
indicated their responses on a keyboard. The identification
task was a standard forced-choice classification task. Four
one-word responses containing the four test vowels were dis-
played on a computer screen; subjects entered the responses
directly into the computer. The training portion of the iden-
tification task consisted of one block~20 trials! of ordered
presentation and one block~20 trials! of random presentation
of the four target vowels, both with feedback. These two
blocks were repeated, totaling four blocks~80 trials! of train-
ing at a 95 dB SPL presentation level. Subjects then listened
to four blocks~80 trials! of stimuli, presented without feed-
back, at both presentation levels. Testing alternated in levels
between 70 and 95 dB SPL on successive blocks.

Test procedures for the discrimination portion of this
study followed those of Kewley-Port and Watson~1994!,
which involved psychophysical procedures designed to ob-
tain optimal discrimination performance. An adaptive-
tracking task was used to obtain the thresholds at 71% cor-
rect following Levitt ~1971!. In each trial, stimuli were
presented in a modified, two-alternative, forced-choice task
with feedback with a 400-ms interstimulus interval. The
standard was presented in the first interval, and subjects
pressed a key to indicate which of the next two intervals
contained the ‘‘different’’~test! stimulus.

Each formant condition was individually tested in 80-
trial blocks. Kewley-Port and Watson~1994! found no dif-
ference in thresholds for incremental or decremental dis-
crimination changes. As a result, all different~test! stimuli in
this study consisted of an increment in formant frequency
only. TheF1 for /(/ was chosen as the training vowel for the
discrimination task because theF1 formant shift is in the
lower frequency regions and would presumably be easier to
discriminate for our subjects with high-frequency hearing
loss. After substantial training~.20 blocks! with the /(/

TABLE II. Procedures used for normal-hearing and hearing-impaired lis-
teners.

Experimental design

Days Task
Presentation

level ~dB SPL!

1–3 Minimal uncertainty 95
training, /(/ F1

4–6 Medium uncertainty 95
discrimination

7–8 Medium uncertainty 70
discrimination

9 Identification 95 and 70
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vowel ~see Table II!, the task then switched from minimal
uncertainty to medium uncertainty, in which any of the eight
formants was presented as the standard within a block. Adap-
tive tracks were separately maintained for each formant. For
each block, a value ofDF representing discrimination per-
formance was calculated as the difference in formant fre-
quency between the standard and the test vowels using the
average of the formant frequencies of the reversals over the
ten trials in a testing block. Discrimination results are re-
ferred to as difference limens~DLs!. A formant-frequency
DL for each subject was averaged from theDF values from
the last four blocks, unless an outlier score appeared in the
last four blocks, in which case the block immediately pre-
ceding the final four was substituted. Based on previous dis-
crimination testing under medium uncertainty~Kewley-Port,
1992!, it was estimated that reasonably stable DLs could be
achieved with four-and-one-half h~.2000 trials! of testing.
Subjects first participated in testing for the four-and-one-half
hours at 95 dB, followed by three h of testing with the same
stimuli at 70 dB SPL.

II. RESULTS

A. Discrimination task

Minimal uncertainty training using /(/ F1 ~21 blocks
consisting of 1680 trials! for all three subject groups sug-
gested listeners were near asymptotic performance. In par-
ticular, DF decreased until a plateau was observed over at
least four blocks. The averageDF of the last four blocks of
training sessions for the EHI group was 17.9 Hz. The aver-
ages of the YNH and ENH groups were 18.6 and 21.7 Hz,
respectively. These results demonstrate that consistent
thresholds for this low-frequency formant were obtained
across groups after training.

Estimates of the DLs asDF averaged separately across
each subject group are displayed in Fig. 2 as a function of
formant frequency. DLs for the 95 dB SPL level are shown
in Fig. 2~a! and for the 70 dB SPL level in Fig. 2~b!. Data
from the medium-uncertainty discrimination task~Table III!
indicate large differences in DLs across presentation level in
the F2 region, in contrast to small differences in theF1
region. Specifically, performance in theF1 region was simi-
lar for all groups in all conditions. In theF2 region~.1800
Hz!, on the other hand, the hearing-impaired subjects’ DLs
were elevated by a factor of three, as compared to those for

YNH subjects, and by a factor of about 1.5 times higher than
those for ENH subjects in the 95-dB condition@Fig. 2~a!#. A
somewhat similar pattern of results was observed at the
lower presentation level@Fig. 2~b!#. High variability in the
F2 region was noted for the elderly-listener groups~Table
III !. Three-way analysis of variance performed on the DLs
revealed significant main effects for group, level, and for-
mant frequency acrossF1 andF2 @group:F(2,9)58.91, p
,0.01; level: F(1,9)512.83, p,0.01; formant: F(7,63)
546.59, p,0.001#. The group by formant interaction was

FIG. 2. Average discrimination performance for the three groups. Data
points labeled 450–1000 Hz represent correspondingF1 changes for /(/, /e/,
/}/ and /,/, respectively. Data points 1950–2500 Hz represent theF2
changes for the same vowels in the order of /,/, /}/, /(/, and /e/. The points
in this figure are connected to illustrate the differences in performance be-
tween the different groups.~a! Displays data at at 95 dB SPL, and~b! at 70
dB SPL.

TABLE III. Means and standard deviations of discrimination DLs demonstrating the high variability in performance for the elderly groups.

F1 F2

I e } , I e } ,

x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d.

95 dB
YNH 33.83 10.36 18.76 7.90 17.88 3.31 30.02 12.65 58.45 34.04 54.85 2.47 23.88 7.70 77.71 34.24
ENH 40.81 11.37 42.66 20.45 43.15 6.74 92.39 10.95 113.11 30.67 139.18 57.78 94.52 20.97 128.00 8.91
EHI 22.64 15.37 25.14 5.21 24.24 16.43 46.75 22.38 120.63 61.33 158.82 103.71 153.61 60.93 187.39 18.99

70 dB
YNH 40.84 19.45 27.43 14.43 36.77 13.02 28.43 9.17 89.11 15.34 103.93 27.95 49.46 18.37 75.81 26.51
ENH 43.32 12.82 53.20 3.07 30.83 10.71 73.31 23.30 107.67 49.36 161.41 54.22 112.26 14.31 124.76 5.68
EHI 32.36 14.37 22.00 19.15 27.24 14.59 34.75 26.78 182.82 24.50 231.33 121.95 269.68 101.41 190.53 19.37
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significant @F(14,63)59.21, p,0.001#, as well as level by
formant @F(7,63)54.45,p,0.001#. Group by level interac-
tion was barely nonsignificant and no significant three-way
interaction was present. A Scheffepost-hoctest for DLs for
the main effect of group suggested that the YNH group was
significantly different (p,0.05) from the EHI group, but
neither the YNH nor the EHI were significantly different
from the ENH group.

B. Identification task

Identification performance during training to learn the
key-word responses for the four target vowels was moni-
tored. Results of the training blocks showed that the sub-

jects’ performance systematically improved by the end of the
training session. An accuracy level of 80% correct was
achieved by all listeners after training except subject MD of
the ENH group, whose maximum score equaled 40%, and
subject TM of the EHI group, whose high score reached 60%
correct.

1. Group comparisons

Overall identification scores for the three groups were
97%, 80%, and 64% at the 95-dB presentation level and
95%, 69%, and 72% at the 70-dB level for the YNH, EHI,
and ENH groups, respectively. Identification scores are
shown for each vowel and level in Fig. 3~a! and ~b! and
Table IV. In general, vowels /e/ and /}/ were more easily
confused for subjects in identification, while the vowel /,/
showed small differences between groups. Three-way analy-
sis of variance for the arcsine transformed identification
scores revealed a significant difference for vowel and group,
but not level @vowel: F(3,24)513.03, p,0.001; group:
F(2,8)54.48,p,0.05#. No significant interactions between
the independent variables were present. Scheffepost-hoc
analysis of group differences suggested there were no strong
pair-wise differences between groups because of the high
variability in the elderly groups.

2. Variability within groups

Identification scores for YNH subjects, for vowels or
levels ~Table IV!, were near ceiling performance and there-
fore had low variability. Therefore, identification perfor-
mance for the YNH group can be represented by a single
grand-mean value of 97% averaged over subjects, levels, and
vowels. The overall performance~97% correct! on these syn-
thetic steady-state vowels was somewhat higher than ex-
pected. Hillenbrand and Gayvert~1993! and Kewley-Port
~1991!, for example, reported overall performance levels for
ten-vowel sets of 73.8% and 83%, respectively. This high
level of performance can likely be attributed to the small
four-vowel set and training procedures. In contrast, one of
the most notable results was the high variability in perfor-
mance for both elderly groups. For the EHI group, the best
subject’s score equaled 93.1%-correct vowel identification

FIG. 3. Average identification scores for all three groups’ presentation level.
~a! Displays data at at 95 dB SPL, and~b! at 70 dB SPL.

TABLE IV. Means and standard deviations for vowel identification in percent correct demonstrating high
variability in performance for the elderly groups.

Identification

( e } ,

x̄ s.d. x̄ s.d. x̄ s.d. x̄ s.d.

95 dB
YNH 100 0 98.33 2.87 96.67 5.77 100 0
ENH 73.75 40.29 27.50 23.27 56.25 30.65 97.50 5
EHI 87.50 21.80 68.75 37.05 67.50 32.02 97.5 2.89

70 dB
YNH 95 8.67 95 5 91.67 14.43 100 0
ENH 87.50 15 42.50 29.01 56.25 37.50 100 0
EHI 73.75 18.88 47.5 43.69 61.25 36.83 93.75 7.5
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and the worst subject scored 51.75%. A similar range was
found in the ENH group, as the best subject scored 84.4%
while the worst subject scored 50.6%.

III. DISCUSSION

A. Discrimination results

The discrimination results for the YNH group were
similar to those of Kewley-Port and Watson~1994!. They
reported a pattern for formant discrimination thresholds for
normal-hearing subjects that was constant across frequency
in the F1 range, with thresholds progressively increasing as
a function of frequency in theF2 region. The average DL in
the F1 region for the YNH group~as well as the ENH and
EHI groups! in this study was approximately 30 Hz. This
value is elevated compared to the discrimination thresholds
of 14 Hz found in Kewley-Port and Watson, apparently due
to the difference in stimulus uncertainty~medium versus
minimal!.

Vowels at the 95 dB SPL presentation level should have
been audible for all groups, and therefore, no difference was
expected between groups in discrimination ability. Both the
normal-hearing groups showed no difference in discrimina-
tion performance on the basis of the presentation level for
either 70 or 95 dB~Table III!. The discrimination results at
70 dB should have demonstrated the poorest performance in
the F2 region for hearing-impaired listeners. As expected,
discrimination performance of the EHI group was elevated,
but only forF2 frequencies greater than 1800 Hz, suggesting
that high-frequency hearing loss affected discrimination per-
formance. However, significantly poorer performance forF2
formants at the 95-dB level was also noted. A possible rea-
son for the poorer performance at both levels could be audi-
bility, on the assumption thatF2 spectral information was
still not sufficiently above hearing threshold in the higher-
frequency region, even at 95 dB SPL. Alternatively, the
poorer F2-discrimination performance could be related to
factors other than audibility that affect a hearing-impaired
listener’s ability to discriminate spectral changes, such as the
broader auditory filters for vowels reported by Turner and
Henn ~1989! and Van Tasellet al. ~1987!.

A somewhat surprising result, however, was the similar
performance in theF1 region by all groups in all conditions.
Based on this result, it is reasonable to assume that the low-
frequency hearing deficit was mild enough that the majority
of the speech spectrum was audible in that region, resulting
in near-normal performance for theF1 DLs at both levels.
While the contributions of lowF1 frequencies versusF2
frequencies to vowel identification are not known, the impli-
cation is that the correct recognition of vowels might be
improved if the hearing-impaired listeners focused more at-
tention on theF1 region with near-normal resolution than on
the impairedF2 region. This strategy holds even more po-
tential for improvement as listening levels approach those of
normal conversation andF2 formants become inaudible.
Training techniques, such as those used by Christensen and
Humes~1996!, to draw attention to different acoustic dimen-
sions, may be worth pursuing forF1 versusF2 listening
strategies. We should not overlook, however, that for the

crowded English vowel space, differences in formant fre-
quencies forF1 may be very close to the DL, as it is for the
50-Hz difference for /e/-/}/, which approaches the average
40.9-HzF1 DL for elderly listeners.

As shown in the statistical analysis, subject age~ENH vs
YNH! did not have a significant effect on performance for
the discrimination task.F2 DL group means for the ENH
group, although higher than those from the YNH group, did
not differ significantly ~see Table III for discrimination-
group means and standard deviations!. However, wide varia-
tion in individual performance for someF2 DLs was ob-
served for the elderly normal-hearing listeners.

B. Identification results

Unlike the discrimination results, age-related decreases
in performance appeared in the identification results. The
ENH group performed significantly worse than the YNH
group on vowel identification. The difference in performance
between the two tasks may be due to increased cognitive
requirements to identify vowels in a four-alternative, forced-
choice task compared to those needed to discriminate audi-
tory stimuli in a minimal stimulus uncertainty task. Identifi-
cation requires perceiving the stimulus, matching it to a
stored, central representation, and then attaching a label. In
discrimination, on the other hand, perceptual comparisons
can be made in short-term memory without labeling. Several
studies have shown age-related identification performance
differences for degraded listening situations~Nabelek, 1988;
Fox et al., 1992!. Our isolated synthetic vowel stimuli rep-
resent a type of degraded speech signal, since they have no
formant movement and lack other characteristics of natural
speech. While no difference in identification performance be-
tween the two elderly groups was noted, both elderly groups
performed significantly worse than the YNH group. The
vowel /,/ was consistently identified accurately by all
groups, while /e/ and /}/ presented the greatest difficulty for
elderly listeners. The vowels /(/ and /}/ are short, lax vowels
in English, and the fixed duration for all vowels may have
interfered with correct identification. Probably, the unnatural
steady-state, fixed-duration formants, in the otherwise diph-
thongized /e/ vowel, were responsible for reduced identifica-
tion.

As noted by several other researchers, accurate identifi-
cation of English vowels is dependent on combined informa-
tion from three acoustic properties: spectral cues for the
vowel target, vowel duration, and formant dynamics~An-
druski and Nearey, 1992; Jenkinset al., 1994; Hillenbrand
et al., 1995!. In this experiment, the four synthetic vowels
had reduced acoustic cues related primarily to the spectral
targets ofF1 andF2. Many studies with younger normal-
hearing listeners have found that after minimal training, syn-
thetic steady-state vowels can be identified at better than
80% accuracy~Assmannet al., 1982; Kewley-Port, 1991!. In
the present study, the YNH listeners identified the four-
vowel set with 95% accuracy. However, our two groups of
elderly listeners had the same amount of training and ob-
tained an average of 71% correct for the same four-vowel
set. It is our hypothesis that younger listeners are able to
adjust criteria used to categorize vowels when presented with
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reduced acoustic information more quickly, and with less
training, than elderly listeners. If this hypothesis is true, it
has numerous implications for explaining difficulties en-
countered by elderly persons in deriving benefit from hearing
aids, as well as exploring methods of aural rehabilitation to
improve hearing-aid benefit.

C. Relation of identification performance
to discrimination performance

Correlational analyses were undertaken to examine the
hypothesis that as a listener’s ability to discriminate the un-
derlying spectral differences between vowels is degraded,
identification accuracy should also decrease. Baseline data
for the hearing-impaired group were compared to each of the
normal-hearing groups~YNH and ENH! to facilitate exami-
nation of this relationship~essentially, discrimination ‘‘loss’’
was correlated with identification ‘‘loss’’!. YNH listeners
were used as the standard of performance as representative
of the most typical population of listeners. The ENH were
chosen to compare with the EHI group in order to control for
some factors related to age that might affect performance on
the listening tasks, in addition to those associated with hear-
ing impairment.

Since the focus of analysis was the loss or difference in
abilities as a result of hearing impairment, the data evaluated
in the correlations were difference scores. For discrimina-
tion, a difference inDF between EHI and the corresponding
normal-hearing group was calculated, calledDT. Because
there was a significant difference for both normal-hearing
groups across formant and level for discrimination,DT was
calculated fromDF for each formant and level by subtract-
ing individually from the normal-hearing groupDF the cor-
respondingDF for each EHI subject. For identification, dif-
ferent procedures were followed. Based on the analysis of
variance results, identification performance for the YNH
group was represented by a single mean value of the four
vowels (M597%). However, since formant frequency was
a significant factor for the vowel identification in the ENH
group, identification values for the ENH group were calcu-
lated separately for each formant and averaged across level.
A ‘‘percent-difference identification’’ score,DP, was ob-
tained by subtracting the normal-hearing mean scores from
the individual EHI subject scores. Thus two sets ofDT and
DP difference scores were calculated, one each for either the
YNH or the ENH group as the reference standard.

The goal of these correlational analyses was to see if
identification could be predicted from discrimination for the
EHI listeners. This is only meaningful where a difference in
discrimination exists between the two presentation levels
indicating a possible effect of hearing impairment. Little dif-
ference in performance across groups was observed for all
F1 DLs and for /,/ F2 at the two presentation levels~Table
III !. As a result, correlational analyses for the EHI listeners
were conducted with only the threeF2 formants ~/(,e,}/!
that demonstrated a difference across groups. Correlations of
differences in discrimination performance (DT) with differ-
ences in identification performance (DP), for each subject
and presentation level, were significant for the young
normal-hearing as standard~Fig. 4, r 520.55, p50.005!

and the elderly normal-hearing as standard~Fig. 5,
r 520.46, p,0.025!. Significant negative correlations are
interpreted to mean that, as discrimination of formant fre-
quency degrades with hearing impairment, these increased
DLs predict a corresponding decrease in the ability to iden-
tify vowel quality.

The similarity of the significant correlation coefficients
for both groups of normal listeners, young (r 520.55) and
elderly (r 520.46), was not anticipated. The YNH group
provides a baseline measure that represents excellent perfor-
mance relative to the variables of age, hearing status, and
testing competence, since these listeners were young,
normal-hearing graduate students in speech and hearing sci-
ences. It was expected that differences between them and the
EHI group, therefore, would be sufficiently large to reveal a
significant correlation. For the ENH, however, the two fac-
tors of age and testing competence were presumably similar
to those of the EHI group, thereby reducing potential differ-
ences between the groups. Not only did this turn out to be
true, but in the case of the identification task, the perfor-
mance difference between elderly groups was neutralized,

FIG. 4. Group correlation between the differences in DLs (DT) and percent
identification (DP) for F2. DL differences were calculated by subtracting
the YNH DF value for eachF2 formant and level individually from each
correspondingDF for the EHI listeners. Percent-difference identification is
calculated by subtracting the raw EHI data from the average YNH perfor-
mance.

FIG. 5. Group correlation between the differences in DLs (DT) and percent
identification (DP) for F2. DL difference and percent-difference identifica-
tion were calculated between the EHI group and the ENH group similar to
that for Fig. 4.
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apparently by an age-related factor related to learning to la-
bel reduced-cue synthetic vowels. In spite of this, a signifi-
cant negative correlation was obtained, one that was only
slightly smaller than that for the YNH group.

This result was not an obvious outcome of these experi-
ments for several reasons. Although other researchers have
found reduced ability for hearing-impaired listeners to dis-
criminate aspects of vowel spectra, the general conclusion of
those studies is similar to that of Leeket al. ~1987!, who
stated that spectral contrast in vowels is sufficient to provide
useful cues to vowel identity for persons with moderate hear-
ing impairment. This implies that there would be little sys-
tematic relation between discrimination and identification. In
this experiment, a significant correlation was found between
the two tasks on the basis ofF2 alone. As previously men-
tioned, EHI subjects might be expected to identify vowels
reasonably well using their near-normal ability to resolve
differences inF1. Since this was not the case for just the
four-vowel set studied here, other investigations of the rela-
tion between discrimination and identification are needed to
determine the effects of impairment for all 11 monophthon-
gal English vowels. We note, however, that in a pilot study
using a set of ten English vowels and a group of YNH, only
the four vowels used in this study showed anything other
than near-perfect performance. Our focus has been on the
most common configuration of hearing impairment, that of
moderate-sloping sensorineural loss. Because wide variation
is observed for many measures of audiometric function
within this group, further investigation with a larger number
of subjects is needed to establish the relation of degraded
formant discrimination to actual speech recognition perfor-
mance. Examining the predictability of identification from
F2 discrimination, we note that the variance accounted for
was about 25%. In the previous discussion, several other
factors that may contribute to differences in individual per-
formance on the two tasks have been identified, such as nor-
mal DLs for F1, cognitive abilities to learn task procedures,
and ability to adapt perceptual strategies for the identification
of reduced-cue vowels. In addition, detailed individual dif-
ferences in auditory function undoubtedly played a role, and
those revealed by the audiogram are discussed in the next
section. Considering these potential sources of variability,
the 25% level of variance accounted for byF2 alone appears
to be a good first step towards improving our understanding
of vowel perception by persons with mild-to-moderate hear-
ing impairment.

D. Relation of vowel discrimination and hearing loss

Next, the correlational analysis of peripheral hearing
loss on discrimination performance was examined. Since the
discrimination results contained a natural split in thresholds
between high- and low-frequency formants for these four
vowels, correlational analysis was conducted based on the
low-frequency and high-frequency pure-tone averages of the
elderly hearing-impaired subjects. A sensation level~SL! for
each subject was calculated by subtracting pure-tone aver-
ages separately, either low~LFSL50.25, 0.5 and 1 kHz! or
high ~HFSL52 and 4 kHz!, from the presentation level.
High or low SL was paired with the corresponding discrimi-

nation differences (DT) for the YNH or ENH standards.
Values were then averaged acrossF1 ~low! or F2 ~high!
frequency regions, for a total of 16 pairs of values
(4 subjects32 levels32 formants). Correlations for these 16
pairs for the YNH standard reached significance~Fig. 6,
r 520.58,p,0.02!, as well as the same comparison for the
ENH standard~Fig. 7, r 520.71,p,0.005!. Thus, degraded
ability to discriminate among vowel formants is predictable,
in part, on the basis of audibility. Moreover, when the age-
related factors are comparable for the two elderly groups and
hearing status is presumably the primary difference between
groups, 50% of the variance is accounted for by audibility.
This result supports the conclusion of other studies by Hu-
mes and colleagues~Humes, 1996! that reduced audibility is
a primary factor for the decreased abilities to process speech
observed for elderly persons with hearing loss.

IV. SUMMARY AND CONCLUSIONS

Three groups of subjects~elderly normal-hearing, eld-
erly hearing-impaired, and young normal-hearing! partici-

FIG. 6. Group correlation between sensation level and threshold differences
for both low-frequency (F1) and high-frequency (F2) regions. Threshold
differences were calculated as an average of theDT values for the EHI
group subtracted from YNH overF1 andF2 separately. Sensation level was
calculated from the pure-tone averages separately for the low- or high-
frequency regions~see the text!. F1’s are filled circles andF2’s are open
circles.

FIG. 7. Group correlation between sensation level and threshold differences
for both low-frequency (F1) and high-frequency (F2) regions. Threshold
differences were calculated for the EHI group subtracted from the YNH
group similar to that in Fig. 6.
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pated in the same experimental tasks~identification and dis-
crimination! at two signal levels~70 and 95 dB SPL! to
determine the role of hearing loss and age on a listener’s
ability to discriminate and identify vowels. The discrimina-
tion performance of the young normal-hearing listeners was
typical of previous results for these stimuli~Kewley-Port and
Watson, 1994!. The young normal-hearing subjects demon-
strated excellent vowel-identification scores at both presen-
tation levels, an overall average of 97% for the four target
vowels. Elderly normal-hearing discrimination performance
was not significantly different from that of the young
normal-hearing group. However, identification performance
was different. Possible explanations for the difference may
be cognitive load required for each task. Although some
studies reference age-related performance deficits with iden-
tification ~Nabelek, 1988; Foxet al., 1992!, further examina-
tion of age and auditory task may provide more conclusive
evidence.

Large differences in performance within the hearing-
impaired group, despite their similar audiometric configura-
tions, suggest the heterogeneity of the group as a whole. As
a result, one is cautioned against making individual predic-
tions based on the results of the group performance. How-
ever, given the range of normal-to-impaired performance for
discrimination in theF2 region exhibited with this sample,
group performance is probably representative of other groups
of hearing-impaired subjects with similar losses. Elderly
hearing-impairedF2 discrimination performance was sig-
nificantly worse at the lower presentation level~70 dB! than
at the higher level~95 dB!.

The final questions addressed in this study involved the
various relations among an individual’s identification perfor-
mance, their underlying ability to discriminate spectral
changes, and their peripheral hearing loss. The wide variabil-
ity of performance over vowels exhibited by subjects across
levels for F2 allowed for correlational analyses. Analyses
for three formants in theF2 region that showed variability
for the hearing-impaired group revealed a significant corre-
lation between difference limens for formant discrimination
and the ability to correctly identify the vowel. This correla-
tion was significant when both young normal-hearing and
elderly normal-hearing subject groups were used as stan-
dards of comparison. Therefore, it is concluded that vowel
identification is partially predicted by reduced ability to dis-
criminate spectral differences in theF2 region ~at higher
frequencies!. Also, the stimulus sensation level and subjects’
discrimination performance were significantly correlated.

Overall, the results of this study suggest that while the
hearing-impaired listener may attend toF1 cues when iden-
tifying a vowel, the role of theF2 cues is evident in the
correlations. Based on these results, it appears that a hearing-
impaired listener’s ability to discriminate overall spectral
changes in the high frequencies may be predictive of his or
her ability to correctly identify the vowel sound. It appears
that a mild-to-moderate high-frequency hearing loss for
some subjects does have a significant effect on vowel iden-
tification, even in optimal listening conditions. Thus, even
with normal discrimination in theF1 region and when vow-
els are at apparently audible levels in theF2 region, some

listeners have such elevatedF2 DLs that identification is
impaired.
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A0 and A1 coupling, arching, rib height, and f-hole geometry
dependence in the 2 degree-of-freedom network model
of violin cavity modes
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Six free parameters in the 2 degree-of-freedom~2DOF! network model@E. A. G. Shaw, J. Acoust.
Soc. Am.87, 398–410~1990!# for the A0 andA1 cavity modes of the violin were optimized by
fitting a 64-measurement database of frequencies and upper-/lower-bout pressure ratios obtained by
varying volumes of water in a rigid, zero-arch aluminum violin cavity surrogate with various
orientations. The optimized 2DOF model predicts anA0 frequency dependence on cavity volume of
f ;V20.25, quite different from the Helmholtz value ofV20.50 but in excellent agreement with
experiment, signaling substantial coupling between theA0 andA1 modes. After modifying the
model to separate rib height and arching dependence, predicted frequencies and pressure ratios
behaved similarly—all decreased with increasing rib height or arching—with the notable exception
of A1 frequencies, which increased with arching. For 11 instruments ranging in size from a 1/16th
size violin to violoncellos, the optimized 2DOF model predictedA0 frequencies consistently;11%
higher than experiment; similarlyA1 frequency predictions were 15% high. The effects of sliding,
flipping or rotating thef-holes were also investigated. ©1998 Acoustical Society of America.
@S0001-4966~98!02912-9#

PACS numbers: 43.75.De@WJS#

INTRODUCTION

The importance of the lowest cavity air mode,A0, to
violin sound was noted in the very earliest reports of violin
research. This mode, the compliant wall version of the Helm-
holtz resonance, undoubtedly owes its preeminence to the
fact that it is:~a! the only cavity mode that radiates strongly
through thef-holes, and~b! the lowest frequency~;280 Hz!
strongly radiating mode of any type in the violin~corpus
modes usually don’t appear until;400 Hz!, making it of the
utmost importance for the violin sound on the lowest~G!
string. In fact one of the main objectives in the scaling theory
of the Hutchins–Schelleng violin octet was computing the
frequency ofA0 for various size instruments.1 Higher cavity
modes, labeled in order,A1, A2, etc., all must have a node
in the region of thef-holes, and hence must owe whatever
acoustic distinction they have achieved to secondary radia-
tion from the cavity-mode-induced corpus motion, i.e., from
coupling to the corpus.A1, the first longitudinal mode, has
enjoyed considerable recent prominence because of its per-
ceived relationship to the tone quality of the violin.2 TheA1
frequency, in combination with the upper first corpus bend-
ing mode frequency, has been used to compute a quantity
called theA1 –B1D which was then used to help classify the
violin quality.3

Although a substantial literature about cavity modes has
accumulated over the past~almost! two centuries, there has
also been considerable recent work arising from the usual
evolution of technological and scientific techniques. Among
these are scientific studies varying from Schelleng’s seminal
work for the A0 mode ‘‘The violin as a circuit,’’4 Shaw’s
two-degree-of-freedom~2DOF! network model forA0 and
A1,5 and Bissinger’s boundary element method~BEM! cal-

culations forA1 and higher modes for a rigid, closed, violin
cavity,6 to purely empirical,7–11 or semi-empirical12,13 inves-
tigations.

Shaw’s 2DOF network analysis was the first to incorpo-
rate any air modes aboveA0 into the network representation.
His extended conceptualization, combined with the number
of assumptions and approximations needed to account for the
complicated shape of the violin cavity withf-holes, intro-
duced some accompanying uncertainty about the numerical
values of the estimated circuit parameters. Since the 2DOF
model has the capability to compute frequencies~and pres-
sure ratios! for theA0 andA1 modes, it is of potential prac-
tical value to makers and designers of modified or redesigned
bowed string instruments like the violin octet. The experi-
ment presented here used varying amounts of water to alter
specific partial volumes or cross sectional areas in an alumi-
num violin cavity surrogate to independently check the
‘‘free’’parameters in the 2DOF model and to help understand
the problems inherent in applying the 2DOF model to other
bowed string instruments. After optimizing parameters on
this data set, the model was used to investigate how various
factors such as rib height, arching and cavity length, or slid-
ing, rotating or flipping thef-holes, affect mode frequencies
and pressure ratios. Finally, the model was used to make
predictions for 11 instruments ranging from 1/16th violin to
the violoncello.

I. EXPERIMENT

The surrogate cavity used to test the 2DOF model was a
zero-arch aluminum violin-shaped cavity labeledLa Empi-
erre ~the ‘‘metalled one’’! first described in detail in Refs. 10
and 11.
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A. Apparatus

La Empierreensures experimental conditions unattain-
able with an actual violin, viz.:~1! elimination of wall com-
pliance effects~especially important forA0); ~2! accurate
cavity heightH53.5 cm, in-plane area5514 cm2, and vol-
umeV051800 cm3 due to flat top/bottom;~3! easy upper or
lower bout ~UB or LB, resp.! partial volume changes by
changing cavity orientation after introducing measured
amounts of water; and~4! quick f-hole replacement andf-
hole motion over a 2-cm range via an insert region. Figure 1
presents an accurately scaled drawing of the cavity~showing
maximal fill line positions for UB and LB!. The cavity has
no end blocks, a minor matter forA0 andA1.6 Also shown
in Fig. 1 are the approximate position of thef-holes~spaced
slightly closer than normal to accommodate translation of
f-holes!, and relevant cavity volume and inertance regions
from Shaw5!. For this experiment thef-holes had an area of
10.2 cm2 and were placed at the normal position for a violin.

B. Experimental procedures

Measurements ofA0 andA1 cavity mode frequencies
f (A0) and f (A1) and UB/LB pressure ratiosR(A0) and

R(A1) were made with two small calibrated microphones,
tie-wrapped onto flexible wire supports, and slipped through
the f-holes into the UB and LB regions of the violin cavity 1
cm below the top. The cavity was excited by pink noise
alternately injected into the UB or LB regions of the cavity.
A 100-measurement average~50 UB, 50 LB excitation! of
Hanning-weighted 800 line FFTs over 0–2 kHz was ac-
quired for both microphones simultaneously. UB/LB pres-
sure ratios forLa Empierreand a Roth machine-figured vio-
lin compare quite well with prior measurements.5 Typical
UB and LB cavity microphone spectra clearly exhibited fre-
quency and amplitude changes for horizontal, UB-filled, and
LB-filled orientations for added water volumes ranging up to
252 cm3. In the horizontal orientation cavity heightH ranged
from 3.5 cm~empty! to 3.01 cm with 252 cm3 water added.
Combined, the six volumes, three orientations, two frequen-
cies and two pressure ratios gave 64 simultaneous indepen-
dent measurements. Typical errors were60.3% for fre-
quency and67% for R.

II. 2DOF MODEL OF A0 AND A1

Details of the intricate conceptualization required to pro-
duce the 2DOF model were given in Ref. 5. Only the briefest
outline is offered here. The network impedance equations
were originally expressed in terms of three impedancesZ1 ,
Z2 , and Z3 which were functions of:~i! the UB and LB
capacitancesC1 and C2 , resp.; ~ii ! the f-hole andC-bout
inertanceL f and LC , resp.;~iii ! the division parametersa
~fraction ofC-bout inertance abovef-hole center point! andb
~fraction of f-hole inertance in lower bout volume!. For ease
in the applying the results to other instruments the UB and
LB partial cavity volumes were written asf ubV0 and f lbV0 ,
resp., i.e., as fractions of the original volumeV0 . For all
calculations the width of theC-bout regionWcb was fixed at
its actual minimum value of 10.0 cm, rather than an averaged
value, and the cavity heightH was fixed at its actual value
for each added water volume.~All dimensions given are in-
ternal cavity dimensions.! Our fitting procedure optimized
L f , LC , f ub, f lb , a, andb. The equations used to estimate
various lumped parameters are noted below.

A. Capacitances

The network capacitancesC1 andC2 depend on the UB
and LB partial volumes, viz.,

C15
f ub•V

r•c2 , ~1!

C25
f lb•V

r•c2 . ~2!

When a water volumeVW was added to the cavity,V in Eqs.
~1! and ~2! was modified for eachVW /orientation condition
as follows:

d UB fill—replace numerator withf ub•V02VW in Eq. ~1!
and f lb•V0 in Eq. ~2!,

d Hor. fill—replace numerator withf ub•(V02VW) in Eq.
~1! and f lb•(V02VW) in Eq. ~2!,

FIG. 1. ~a! La Empierrecavity shape showing relevant geometry and fit
parametersa, b, f ub , f lb , L f , l cb , ~all dim. in cm!. Dashed horizontal lines
in UB and LB denote maximum fill lines; barred rectangle outlinesf-hole
inertance region with lengthl cb . ~b! Arching modules for top~and back!
plate with block, wedge and~truncated! corner volumes.
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d LB fill—replace numerator withf ub•V0 in Eq. ~1! and
f lb•V02VW in Eq. ~2!.

In Eqs.~1! and ~2! only f ub and f lb were fit parameters.

B. Inertances

The C-bout inertanceLC , with C-bout region inertance
length l cb was calculated from

Lc5
r• l cb

Wcb•H
. ~3!

In Eq. ~3! only l cb was a fit parameter.
The f-hole inertanceL f which can be estimated for a

violin top plate of thicknesst by summing inertances for an
elliptical orifice L f e ~with major and minor axesa and b,
resp.! and for two circular orificesL f 1 andL f 2 with radii r 1

and r 2 resp., after introducing a multiplicative fit coefficient
cf , using the equations

L f e5
r•~ t13.92•b!

p•a•b
, ~4!

L f 15
r•~ t11.7•r 1!

p•r 1
2 , ~5!

L f 25
r•~ t11.7•r 2!

p•r 2
2 , ~6!

and the sum to giveL f

L f5cf•0.5•~L f e
211L f 1

211L f 2
21!21. ~7!

C. Experimental simultaneous impedance equations

These various network parameters were conglomerated
by Shaw into three impedancesZ1 , Z2 , andZ3 to generate
the network impedance sum equation

Z11Z21Z350. ~8!

The UB/LB pressure ratioR is computed fromZ1 andZ2 ,

R5
Pub

Plb
52

Z1

Z2
U

f 5 f ~A0,A1!

. ~9!

The pressure ratios were incorporated into the set of simul-
taneous impedance equations by a straightforward rearrange-
ment of the impedance sum equation, viz.,

R212
Z3

Z2
50. ~10!

Four simultaneous equations can be generated using the
measured values forf (A0), f (A1), R(A0) andR(A1) for
each~added water volume/orientation! measurement condi-
tion. It is not possible to extract the desired six parameters
from just four equations, so the parametersL f , LC , f ub, f lb ,
a, andb common to all volumes and orientations~hereinaf-
ter labeled ‘‘global’’ parameters! were optimized with the
aid of a standard nonlinear fitting program14 over the entire
set of 64 simultaneous equations.

Although the six fit parameters ideally could be ex-
tracted simultaneously, attempts to do this resulted in erratic
values dependent on the chosen initial values. There were
number of possible reasons for this:~a! relatively slow varia-
tion in frequencies and pressure ratios as water volume was
changed, combined with typical experimental errors;~b! lo-
cal minima in the multiparameterx2 space;~c! the fit param-
eters were always present in products or ratios with other fit
parameters; hence the ratio~or product! was a better value
than either parameter singly. Other general aspects of the
fitting procedure worth mentioning were the obvious physi-
cal limitations on some quantities—i.e., 0<a, b, f ub, f lb

<1. Since l cb and Wcb appear only as a ratio inLC the
smaller value ofWcb chosen here means our optimizedl cb

value was correspondingly smaller than in Ref. 5. The fitting
procedure that produced the best and most stable results
cycled through parameter pairs~a,b!, (L f ,LC), and
( f ub, f lb), which were chosen because the equations gener-
ally had some terms with just one or the other. Each pair
value was reset to the best fit results before indexing to the
succeeding pair; occasionally it was valuable to vary just one
parameter about these optimized values to minimize the
overall fit error. All calculations used r51.205
31023 g/cm3 andc534 300 cm/s.

III. OPTIMIZED GLOBAL PARAMETERS

The final set of global parameters forLa Empierre—a
50.62, b50.19, f ub50.36, f lb50.44, LC5482mH, l cb

514.0 cm, andL f5194mH—was quite successful in pre-
dicting the measured experimental values forf (A0), R(A0)
and f (A1), R(A1) presented in Fig. 2, except at the very
largest volume changes. Also shown in Fig. 2 are 2DOF
predictions using the ‘‘initial’’, ‘‘preferred’’ and ‘‘alternate’’
parameter sets for an actual violin from Ref. 5. Although all
parameter sets consistently follow experimentaltrends the
‘‘initial’’ and ‘‘alternate’’ parameter sets clearly do much
poorer in predicting the magnitudes. Although the optimized
parameters had a 31% smaller fit error than Shaw’s ‘‘pre-
ferred’’ set, the overall excellent agreement between param-
eter sets for surrogate and real violin cavities—with and
without arching—gives one substantial confidence in the
generality of the 2DOF model. Later calculations of arching
and rib height effects onA0 andA1 frequencies and pressure
ratios and applications to actual instruments will rely on this
generality. Our optimized global parameter set is given in
Table I along with those from Ref. 5.

A. C-bout inertance length

Shaw was faced with two alternatives in choosing the
value for theC-bout inertance length: Was it better to be
‘‘...guided by the standing-wave viewpoint...where the iner-
tance ‘‘occupies’’ 50% of the cavity length...,’’ herein-
after referred to as SW~empty cavity lengthL'34 cm)?—or
was l cb related to the length of theC-bout region
('8.5 cm1end corrections, hereinafter referred to as CB!?
Since the SW prediction forl cb5L/2'17 cm and the CB
prediction was;8.5 cm1end corrections, each alternative
suggested similarl cb values,;15–16 cm. The experiment
on La Empierreis an especially apt place to search for sug-
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gestive trends inl cb when water is introduced into the UB or
LB regions, because these waterfills decrease the violin cav-
ity length but cause little change in theC-bout region. An
L/2 systematic variation inl cb points to the SW alternative;
conversely insensitivity to cavity length variations points to
CB. Fixing all of the global parameters exceptl cb , then fit-
ting data for water in the UB only, LB only, and then UB and
LB data fit simultaneously, gives the results shown in Fig. 3
for optimized l cb vs cavity length, along with the SW and
CB predictions~normalized at theVw50 point!. Overall the
CB alternative forl cb appears to be favored.

IV. APPLICATIONS

Applications of the 2DOF model of scientific or practi-
cal interest are generally rapid and easy once the circuit pa-
rameters in the network model have been determined. The
model will be applied first to understanding modifications to
La Empierre, and then to actual instruments.

A. La Empierre

1. Volume dependence of f(A0) in a rigid cavity

The A0 mode is so important to the overall sound of
bowed string instruments because its normal placement on
the lower strings supports lower pitches where normal cor-
pus modes do not radiate efficiently, hence it is of great
practical value to be able to estimatef (A0) from the geom-
etry of the instrument. The traditional Helmholtz~rigid! cav-
ity mode volume dependence isf (A0);V20.50, and, prior to

FIG. 2. A0 andA1 2DOF model cal-
culations for Table I parameters versus
experimental frequency~left column!
and UB/LB pressure ratios~right col-
umn! for UB, hor. and LB fillings.
@——— ~this work!; Ref. 5: ——
~init.!, ——— ~pref.!, --- ~alt.! param-
eter sets;j exp. pts.#

TABLE I. La Empierre2DOF optimized global parameters compared with
‘‘initial’’, ‘‘preferred’’ and ‘‘alternate’’ parameter sets from Ref. 5. For
comparisonl cb has been isolated fromLC .

Ref. a b L f(mH) f ub f lb l cb ~cm!

This work 0.62 0.19 194 0.36 0.44 14.0
5 ~init.! 0.67 0.25 200 0.33 0.47 14.5a

5 ~pref.! 0.60 0.20 190 0.36 0.47 13.6a

5 ~alt.! 0.70 0 171 0.36 0.47 13.0a

aCorrected for 10% largerWcb value.

FIG. 3. Inertance lengthl cb vs cavity length for fits to data for waterfill in
UB, LB and UB and LB, compared to 2DOF SW and CB predictions nor-
malized at 34.4 cm.
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the 2DOF model, was estimated with no consideration of
higher modes. In light of this it is natural to ask—does in-
corporatingA1 affect f (A0) significantly?

With all its simplificationsLa Empierreis the idealized
cavity prototype for the 2DOF model. And it is significant
that here, where most of the extraneous interactions that
complicate actual violin cavity mode analysis have been
eliminated,A1 most clearly demonstrates its strong effect on
A0. In the 2DOF model theA1 mode can be ‘‘excised’’ by
settingl cb50, and lettinga→0 andb→1. The volume de-
pendence ofA0 alone was determined by computingf (A0)
for volumes from 800 to 1800 cm3 in 100-cm3 steps. Fitting
this data set gavef (A0);V20.50, exactly as expected. When
the 2DOF modelwith A1 incorporatedwas used to calculate
the A0 volume dependence the result wasf (A0);V20.25.
This result is in excellent agreement with thef (A0)
;V20.27 fit result from an earlier~horizontal only! La Empi-
erre waterfill experiment, over the same volume range.11 The
large change in the volume exponent from the Helmholtz
value indicates substantial coupling between theA0 andA1
cavity modes.

An independent experimental verification of this surpris-
ing result comes from analysis of earlier measurements by
Hutchins on the effect that major rib height changes in the
four largest violin octet instruments had onf (A0).1 Such a
modification should have a relatively small effect on the cor-
pus compliance and none onf-hole geometry. Fitting this
data set usingf-hole, UB,C-bout and LB dimensions perti-
nent to these four instruments gavef (A0);V20.33 ~exponent
range of20.29 to20.37 is consistent with precision of re-
ported frequencies!, quite similar to theV20.27 result forLa
Empierre.

Furthermore,A0-A1 coupling also has significant con-
sequences for the 2DOF UB/LB pressure ratioR(A0): with
A1, R(A0)51.57; withoutA1, R(A0)51.00. Measurements
show thatR(A0).1 for La Empierre~Fig. 2! and for violins
~see later discussion! indicating that wall compliance is of
little consequence in theA0-A1 coupling, henceR(A0).1
appears to be a reliable indicator forA0-A1 coupling.

2. f-hole modifications

The 2DOF model can easily compute the effect off-hole
position and orientation changes on frequencies and pressure
ratios, but it cannot predict how top plate compliance in an
actual instrument might be affected by such modifications.
Comparing model predictions to the results of earlier experi-
ments:

d Sliding or Rotating
An earlierLa Empierreexperiment investigated the ef-

fects of sliding thef-holes over a 2-cm range on frequen-
cies of cavity modes below 2 kHz.10 From Fig. 1 it can be
seen that sliding thef-holes primarily changesa ~which
decreases as thef-holes are slid upward!, with only a mi-
nor effect onb ~although one could not expect any actual
C-bout inertance geometry to be such a regular rectangu-
lar shape!. The 2-cm range of movement corresponds toa
varying from;0.55 to;0.70. Experimentally, sliding the
f-holes toward the upper bout changedf (A0) less than

;0.3%, whereasf (A1) increased by;2%. The 2DOF
model predicted thatf (A0) would decrease by;3%, and
that f (A1) would increase by;15%.

Rotating thef-holes moves the lower circular apertures
into the C-bout inertance region, henceb→0 ~moving
f-holes closer, or reducing size of the lower aperture pro-
duces similar effects!. If the f-hole is rotated@cf Ref. 10,
Fig. 2# so that the entire lower aperture moves into the
C-bout inertance region, the 2DOF model can simulate
this modification by lettingb→0. Little effect ona, f ub,
f lb , and l cb would be expected, althoughL f could be af-
fected. For Stradivarius patternf-holes, rotation~without
sliding! raisedf (A0);5% while loweringf (A1) by 1%,
whereas the 2DOF model predicted that bothA0 andA1
would decrease by;5%.

d Sliding and Rotating
When the rotatedf-holes were slid upward a small in-

crease was observed inf (A0) but not f (A1); these
changes were reproduced well forA0 but less well forA1
by the 2DOF model. It was predicted that rotating reduces
the sensitivity of f (A0) and f (A1) to f-hole position
along the corpus, in agreement with theA1 mode results
but notA0. Figure 4 presents all of the slidingf-hole re-
sults.

d Flipping
As the final example off-hole modifications, the effect

of flipping the f-holes 180° was examined. A reasonable
first approximation to this implausible modification is to
interchangef ub and f lb values, essentially equivalent to
switching upper and lower bout cavities. Assumingl cb is
probably unaffected by this flip since it appears to be gov-
erned byC-bout geometry~see earlier remarks! anda and
b are kept constant~a crucial—if dubious—assumption
for a!, the calculated frequency shifts for 200 cm3 of
added water are: horizontal fill—D f 5217 Hz vs D f
524 Hz ~exp.!; UB filled—D f 5214 Hz vs D f 5
221 Hz ~exp.!; and LB filled—D f 5216 Hz vs D f 5
116 Hz~exp.!. The agreement between measured and cal-

FIG. 4. 2DOF predictions forA0 andA1 frequency shiftsD f vs a, com-
pared to experimental values for normal and rotatedf-holes slid over a 2-cm
range~a decreases asf-holes slid upward!.

3612 3612J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 George Bissinger: Network model of violin cavity



culatedD f is only fair here, and highly dependent on the
choice ofa.

3. Arching and rib height

Since the original formulation of the 2DOF model did
separate the contributions of rib heightHR and arch height
HA to theA0 andA1 frequencies and pressure ratios, it was
straightforwardly modified to accomplish this. It is interest-
ing to compare the 2DOF model predictions with a recent
BEM calculation for a rigid, closed~eliminatingA0) violin
cavity that examined the effect varyingHR and HA had on
f (A1). SinceHA variations change UB, CB, and LB vol-
umes or areas in different proportions, butHR changes do
not, different trends in frequencies and pressure ratios for the
two modes might be expected in the 2DOF model.

La Empierre geometry was entered into a calibrated
graphics program to accurately outline the UB and LB areas
linked to their respective partial volumes; e.g., for plate area
of 514 cm2, UB area' f ub•514 cm2'180 cm2, covering 12.7
cm of the overall 34.4 cm length. The LB and CB regions
covered 13.1 cm and 8.6 cm, resp., defining the lengths used
for the UB and LB wedge shapes that abut the CB rectangu-
lar block along the length; corner volumes~some truncated!
comprise all the rest of the volumes, except for two addi-
tional wedges on either side of theC-bout block~see Fig. 1!,
26 modular volumes in all, and all scaled toHA . Using
accurately known volumes and dimensions for eight instru-
ments ranging from 1/16th size violin to 1/8th size cello, it
was determined that a multiplicative factor of 0.70 was
needed to make the arch volume agree with experiment.
With HR53.0 cm and an average arch of 1.2 cm for each
plate, typical for a violin, the computed volume was 2130
cm3, in good agreement with typical violin results.13

Modifications toHR andHA affect theC-bout inertance
LC through the cross sectional area, and the UB and LB
capacitancesC1 andC2 through the partial volume changes.
The f ub and f lb values showed a negligible change after in-
cluding arch contributions, hence we assume for all follow-
ing calculations that changes inHR andHA have no signifi-
cant effect on our global parameters.

The arching-rib height dependencies of theA0 andA1
frequencies and pressure ratios were scanned by lettingHA

50, and varyingHR from 2.5 to 3.6 cm, and then letting
HR53.0 cm, and varyingHA from 0.5 to 1.6 cm. The results
are plotted in Fig. 5 as differences from theHR53.0 cm,
HA50 cm values. Pressure ratio trends are the same forA0
and A1, uniformly decreasing@i.e., R(A1) gets more nega-
tive! as HR or HA increase. As expectedf (A0) decreases
monotonically asHR or HA increase because of their link to
the volumes, and, unsurprisingly, incremental rib height
changes produce larger frequency changes than arch
changes. However, there are opposite trends inf (A1) be-
tweenHR and HA changes—increasing the arch increases
f (A1), increasing the rib height decreases it. This is in
agreement with BEM calculations for a rigid, closed cavity,
and also observed in fit results on 11 instruments in the vio-
lin, viola and cello family.6,13

4. Closing the f-holes

Jansson observed thatf (A1) dropped from 500 to 475
Hz, when the violin’sf-holes were closed.12 To calculate
f (A1) with A0 ‘‘excised’’ in the 2DOF model, the calcula-
tion was performed in the limit by letting thef-hole area
→0, so thatL f→`. The model predicted a drop inf (A1)
from 531 Hz to 521 Hz, in agreement with the observed
trend, although smaller than observed.

B. Actual instruments

Certainly the most interesting applications are to musical
instruments for which fortunately there are sufficient prior
data to provide satisfactory tests of its capabilities.

1. f(A0)

The optimized 2DOF model with rib height and arching
included can now be readily applied to calculateA0 andA1
mode frequencies for comparison with real bowed string in-
struments. The needed geometry data was available from an
11 instrument~1/16th and 1/4 violins, 3 violins, viola, alto
violin, 1/8 and 1/4 cello, 2 cellos! database13 which had a
wide range off-hole areas~;6.7:1!, cavity volumes~;65:1!,

FIG. 5. Frequency~left! and UB/LB pressure ratio~right! differences forA0 andA1 vs changes from nominal values ofHR53.0 cm (HA50 cm) and
HA51.0 cm (HR53.0 cm). @For HR53.0 andHA50 cm, f (A0)5315 Hz, f (A1)5496 Hz, R(A0)51.67,R(A1)520.76.#
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and cavity lengths~;3.4:1!. Thef-hole areas were calculated
and scaled to make theLa Empierre Lf value equal to our
optimized value.LC was computed using approximateC-
bout arched cross sections~CB alternative adopted for calcu-
lation of l cb). Approximate UB-LB partial volumes were
computed for use in the impedance sum Eqs.~8! and ~10!.

The 2DOF calculations ofA0 are compared with experi-
mental results in Fig. 6. Agreement across the entire range of
instruments was quite good both in trends and magnitude;
the 2DOF predictions~which of course are for a rigid cavity!
lie on the average 11~64!% higher than experiment. Of note
is the kink in the 2DOF curve that occurs at the transition
from violins to cellos, which is also where the rib height/
corpus length ratio makes an abrupt change from;0.09 to
;0.16. Since cavity compliance lowersf (A0), it is not sur-
prising that predicted values are uniformly high. Some idea
of the magnitude of the compliance effect can be gotten from
soundpost insertion in violin, which typically raisesf (A0)
by 10%–15%. Because significantly induced corpus motion
is still observed even with the soundpost acting as a local
stiffener,15–18 an additional 10%–15% rise inf (A0) would
seem within reason when going to a perfectly rigid cavity
@note, however, thatf (A0) for a violin buried in sand with
additional padded lead weights on the top plate shows only a
1% increase compared with the unrestrained violin9#. Also
included in Fig. 6 aref (A0) calculations withA1 excised.
The effect of excisingA1 is to significantly worsen agree-
ment between theory and experiment especially at the violin
end of the curve.

2. f(A1)

The 2DOF predictions off (A1) versus cavity length for
the same group of instruments are shown in Fig. 7. Although
f (A1) also depends on rib height and arching its primary
dependence is on the length of the cavity. Again the model
predicts the trends quite well over the entire cavity length
range, although the predicted frequencies all lie;15% high.

3. R(A0) and R(A1)

The 2DOF predictions of UB/LB pressure ratio magni-
tudes for all 11 instruments are shown in Fig. 8 along with
experimental results from this work and Ref. 5. An interest-

ing linkage was seen between theR magnitudes forA0 and
A1; if the A0 ratio decreased, theA1 magnitude increased,
and vice versa~some of this is seen in Fig. 2!, another sign of
the coupling betweenA0 andA1. Although experimentalR
values are available only for violins now, the agreement is
quite good considering that the model does not compensate
for cavity compliance.

V. CONCLUSIONS

The 2DOF model of Shaw with optimized parameters
successfully predicted the dependence of:

~a! f (A0) on cavity volume, including the coupling effect
of A1, offering for the first time a theoretical basis for
the failure of the Helmholtz resonator equation to re-
produce theLa Empierreresults.

~b! A0 andA1 frequencies and pressure ratios on arching-
rib height changes as well as less successful predictions
of sliding and/or rotatingf-holes.

FIG. 6. 2DOF predictions off (A0) vs cavity volume for 11 instruments
~individual instrumentf-hole geometry and top plate thicknesses used!. Also
shown for comparison is prediction forA0 only.

FIG. 7. 2DOF predictions off (A1) vs cavity length for 11 instruments.

FIG. 8. 2DOF UB/LB pressure ratios for 11 instruments, plusLa Empierre
@only lines shown for violin and cello groups and~2! sign suppressed for
R(A1)#. R51 line is 2DOF prediction forA0 alone. Experimental measure-
ments from this work and Ref. 5.
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~c! f (A0), f (A1), R(A0) and R(A1) on pertinent geo-
metrical features of actual instruments over a very
large volume, rib height, arching, length, andf-hole
range.

The 2DOF model almost always reproduced experimen-
tal trends, pointing toward improved equations for the calcu-
lation of f (A0) andf (A1) frequencies~and pressure ratios!.
The global parameter set optimized forLa Empierre was
close to Shaw’s ‘‘preferred’’ set~derived for actual violins!
indicating the generality of the 2DOF model and showed
clearly that the ‘‘alternate’’ and ‘‘initial’’ parameter sets
were poorer choices.

On the other hand the 2DOF model presently does not
consider the soundpost, corpus compliance or corpus-cavity
coupling issues, nor does it incorporate higher cavity modes
or show any particular sensitivity to actual cavity shape since
it deals only in partial volumes and cross sectional areas. In
fact the 2DOF model requiresprior knowledge of the cavity
mode shapes to assign regions to various parameters. In this
regard it is clearly complementary to the BEM approach
which by its very nature is quintessentially particular about
cavity geometry. Of course problems such as this are inher-
ent to any simple, approximate, conceptual network repre-
sentation of modes of vibration. To some extent these weak-
nesses are balanced by the rapidity and ease of application of
this model to changes in the cavity, e.g., how rib holes affect
f (A0).19

TheLa Empierreexperiment presented here was able to
validate a consistent set of 2DOF network model parameters
capable of being used for a wide range of reasonably reliable
predictions about theA0 and A1 cavity modes. The opti-
mized model not only reproduced theLa Empierreresults
but also showed its generality and power through its success-
ful application to a wide range of actual musical instruments.

ACKNOWLEDGMENT

I would like to acknowledge a useful conversation with
Edgar Shaw.

1C. M. Hutchins, ‘‘A 30-year experiment in the acoustical and musical

development of violin-family instruments,’’ J. Acoust. Soc. Am.92, 639–
650 ~1992!.

2C. M. Hutchins, ‘‘A measurable controlling factor in the tone and playing
qualities of violins,’’ Catgut Acoust. Soc. J.1 ~Ser. II!, 10–15~1989!; C.
M. Hutchins, ‘‘The future of violin research,’’ Catgut Acoust. Soc. J.2
~Ser. II!, 1–7 ~1992!.

3The value of theA1-B1 D in predicting violin quality is ambiguous be-
cause the original experimental procedure used to extract both frequencies
could sometimes mistakenly produce aD for the lower first corpus bend-
ing mode instead.@G. Bissinger, ‘‘Ambiguity inA1-B1 D Criterion for
violin tone and quality,’’ Catgut Acoust. Soc. J.3 ~Ser. II!, 13–16~1996!.#

4J. C. Schelleng, ‘‘The violin as a circuit,’’ J. Acoust. Soc. Am.35, 326–
338 ~1963!.

5E. A. G. Shaw, ‘‘Cavity resonance in the violin: Network representation
and the effect of damped and undamped rib holes,’’ J. Acoust. Soc. Am.
87, 398–410~1990!.

6G. Bissinger, ‘‘Acoustic normal modes below 4 kHz for a rigid, closed
violin-shaped cavity,’’ J. Acoust. Soc. Am.100, 1835–1840~1996!.

7E. Jansson, ‘‘On higher air modes in the violin,’’ Catgut Acoust. Soc.
Newsletter, No. 19, 13–15~1973!.

8I. M. Firth, ‘‘Modal analysis of the air cavity of the violin,’’ J. Catgut
Acoust. Soc. 48, 17–24~1987!.

9C. M. Hutchins, ‘‘A study of the cavity resonances of a violin and their
effects on its tone and playing qualities,’’ J. Acoust. Soc. Am.87, 392–
397 ~1990!.

10G. Bissinger, ‘‘Effect off-hole shape, area, and position on violin cavity
modes below 2 kHz,’’ Catgut Acoust. Soc. J.2 ~Ser. II!, 12–17~1992!.

11G. Bissinger, ‘‘The effect of violin cavity volume~height! changes on the
cavity modes below 2 kHz,’’ Catgut Acoust. Soc. J.2 ~Ser. II!, 18–21
~1992!.

12E. Jansson, ‘‘Acoustical properties of complex cavities. Prediction and
measurements of resonance properties of violin-shaped and guitar-shaped
cavities,’’ Acustica37, 211–221~1977!.

13G. Bissinger, ‘‘Semiempirical relationships forA0 andA1 cavity mode
frequencies for bowed string instruments of the violin, viola and cello
family,’’ Catgut Acoust. Soc. J.2 ~Ser. II!, 8–12~1992!.

14Using Minerr function in Mathcad~Mathsoft, Inc., Cambridge, MA!.
15K. D. Marshall, ‘‘Modal analysis of a violin,’’ J. Acoust. Soc. Am.77,

695–709~1985!.
16G. Bissinger, ‘‘Some mechanical and acoustical consequences of the vio-

lin soundpost,’’ J. Acoust. Soc. Am.97, 3154–3164~1995!.
17G. Bissinger, ‘‘Modal analysis comparison of new violin before and after

;250 hours of playing,’’ Proc. 13th Intern. Modal Analysis Conf., Soc.
Exp. Mechanics, Bethel, CT, 1995, pp. 822–827.

18G. Bissinger, ‘‘Vibro-acoustics in the violin: A gas-MAC attack on the
corpus-cavity interaction,’’ Proc. 15th Intern. Modal Analysis Conf., Soc.
Exp. Mechanics, Bethel, CT, 1997, pp. 699–703.

19C. M. Hutchins, ‘‘A study of the cavity resonances of a violin and their
effects on its tone and playing qualities,’’ J. Acoust. Soc. Am.87, 392–
397 ~1990!.

3615 3615J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 George Bissinger: Network model of violin cavity



Long-range acoustic detection and localization of blue whale
calls in the northeast Pacific Ocean
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Analysis of acoustic signals recorded from the U.S. Navy’s SOund SUrveillance System~SOSUS!
was used to detect and locate blue whale~Balaenoptera musculus! calls offshore in the northeast
Pacific. The long, low-frequency components of these calls are characteristic of calls recorded in the
presence of blue whales elsewhere in the world. Mean values for frequency and time characteristics
from field-recorded blue whale calls were used to develop a simple matched filter for detecting such
calls in noisy time series. The matched filter was applied to signals from three different SOSUS
arrays off the coast of the Pacific Northwest to detect and associate individual calls from the same
animal on the different arrays. A U.S. Navy maritime patrol aircraft was directed to an area where
blue whale calls had been detected on SOSUS using these methods, and the presence of a vocalizing
blue whale was confirmed at the site with field recordings from sonobuoys.
@S0001-4966~98!01312-5#

PACS numbers: 43.80.Ka, 43.30.Sf, 43.30.Xm@FD#

INTRODUCTION

Blue whales~Balaenoptera musculus! have been pro-
tected internationally since 1965~Leatherwoodet al., 1983!.
The numbers of these animals were greatly reduced by whal-
ing and the current global population is not well known.
Estimates of the blue whale population in the North Pacific
range from about 1400 to 3500~Mizroch et al., 1984;
Yochem and Leatherwood, 1985; Barlow, 1994!, and the
number of animals found along the coast of central Califor-
nia appears to be increasing~Calambokidiset al., 1990; Bar-
low, 1994!. Little is known about the numbers or distribution
of blue whales off the Pacific Northwest. This population
was exploited in limited numbers by whalers, particularly in
the 1920s and 30s~Pike, 1954; Nishiwaki, 1967; Pike and
MacAskie, 1969!, but no specific regions of abundance have
been described. Most recent work on blue whale distribution
and behavior is conducted within accessible, near-shore
habitats. In order to study migratory patterns and behavior in
the open ocean, a new set of tools is required for long-range
detection to allow efficient use of observation platforms and
ultimately for indirect study using remote sensing methods.

The U.S. Navy has been recording ‘‘biologicals,’’ which
includes blue whale calls, on their SOund SUrveillance Sys-
tem ~SOSUS! arrays since the system was established in the
mid-1950s to track submarines~Nishimura and Conlon,
1994!. The SOSUS arrays consist of a series of bottom-
mounted hydrophones that relay the received acoustic signals
via underwater cables to shore-based facilities for signal pro-

cessing~Nishimura and Conlon, 1994; Foxet al., 1995!. The
location of these arrays is currently classified and cannot be
discussed here. Despite this restriction, the Navy’s hydro-
phone system is useful for remotely studying whale calls.
Because they are bottom mounted, the positions of the mul-
tiple hydrophone elements are fixed and the signals can be
summed into acoustic beams providing significant signal
gain. Given accurate sound-speed profiles, arrival time mea-
surements on only three arrays are necessary for localizing
the source of a sound~Watkins and Schevill, 1972!. Since
1991 the SOSUS system has been used by the National Oce-
anic and Atmospheric Administration’s Pacific Marine Envi-
ronmental Laboratory~NOAA/PMEL! in Newport, Oregon,
to study underwater earthquakes and volcanoes~Fox et al.,
1994!. This collected data set, with the corresponding analy-
sis methods developed for seismic studies, can be readily
modified to study whale calls.

The approach taken in this study involved several se-
quential efforts. First, field recordings of calls were made in
the presence of blue whales. These recordings were then
digitized, analyzed in time-frequency space, and a matched
filter kernel was developed to allow detection of the call
beneath the ambient noise. The matched filter was then cross
correlated with acoustic recordings from SOSUS arrays in
the North Pacific to allow the calls to be detected at up to
three receiver locations. Epicenter inversion techniques de-
veloped for seismic studies were then applied to the arrival
times derived from the matched filter output to allow blue
whale locations to be calculated at ranges of up to several
hundred kilometers. Finally, the methods were applied to
real-time recordings from SOSUS to direct a U.S. Navy pa-
trol aircraft to an offshore location where a large whale was

a!Current address: Cooperative Institute for Marine Resources Studies, Or-
egon State University, Hatfield Marine Science Center, Newport, OR
97365.
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sighted and blue whale calls were detected with on-site
sonobuoys. A match between the calls recorded by the patrol
aircraft and SOSUS was confirmed as the same whale by
comparison of the acoustic records from these two platforms.

I. BACKGROUND

Although the near-shore distribution of blue whales
along California and the Baja peninsula, Mexico is docu-
mented~Calambokidiset al., 1990; Barlow, 1994!, very little
is known about the animals offshore Oregon and Washing-
ton. A chart developed from Japanese whaling data shows
blue whales distributed over the continental shelf from Baja
up to the Gulf of Alaska~Nishiwaki, 1967!. Only one blue
whale was sighted 80 km west of Cascade Head, Oregon,
during surveys from the 100-fa curve to 160-km offshore
during winter months from 1959 to 1961~Fiscus and Niggol,
1965!. No blue whales were identified during aerial and ship-
board surveys conducted on the outer continental shelf~to
185-km offshore! of Oregon and Washington between April
1989 and September 1990~Greenet al., 1992!. Data from
Canadian whaling stations indicated that blue whales were
found off Vancouver Island, Canada seasonally, with peak
abundance~as indicated by catches! in June and September
~Rice, 1974!. The distribution of these animals has been de-
scribed as ‘‘well offshore’’ ~Pike and MacAskie, 1969!.
While there is some evidence from seismic recordings made
at two sites on the Juan de Fuca Ridge~Jacobsonet al.,
1987; McDonaldet al., 1995! that blue whales currently oc-
cur in deep water off Oregon, there are no defined regions
that can be used as a target for vessels or aircraft interested in
finding blue whales for behavioral or population studies.

Low-frequency acoustic signals propagating in deep
ocean environments have low attenuation characteristics and
thus are detectable over great distances via the deep sound
channel~Urick, 1983; Spiesberg and Fristrup, 1990; Spindel
and Worcester, 1990!. Mysticetes generally produce low-
frequency signals that are probably used for communication
~Reysenbach de Haan, 1966; Evans, 1967; Winn and Per-
kins, 1976; Thompsonet al., 1979!. Calls of baleen whales
have been classified into three groups by Clark~1990!: ~1!
simple calls, which are usually low-frequency~,1000 Hz!,
frequency modulated signals;~2! complex calls which are
broadband signals ranging from 500 to 5000 Hz; and~3!
clicks, knocks, or grunts usually of short duration and vari-
able frequency. Currently, most of what is known of blue
whale calls consists of simple calls with fundamental fre-
quency ranges reported from about 16 to 25 Hz. Such calls
may be used for contact among conspecifics due in part to
the low attenuation characteristics of subsonic frequencies
~Payne and Webb, 1971; Clark, 1990!. Blue whale calls have
been reported in the literature for animals in the southeast
Pacific ~off Chile! ~Cummings and Thompson, 1971!, the
northwest Atlantic~Edds, 1982; Mellinger and Clark, 1995!,
the central Pacific~Thompson and Friedl, 1982! and the
northeast Pacific~McDonald et al., 1995; Thompsonet al.,
1996; Clark and Fristrup, 1997; Rivers, 1997!.

The use of acoustic techniques to determine numbers
and distributions of calling whales has been particularly suc-
cessful with migrating bowhead whales. Clark and Ellison

~1988, 1989! were able to provide an estimate of the number
of calling whales passing a hydrophone array off Pt. Barrow,
Alaska during the whales’ spring migration. These authors
report that a ‘‘sizeable’’ proportion of these animals were not
in range of visual observation posts and could not, therefore,
have been counted in visual censuses. Because not all bow-
head whales call while migrating and a variety of factors
affect the ability to reliably locate and track whales, visual
and acoustic results were combined to provide a more accu-
rate estimate of the population size.

II. FIELD RECORDINGS OF BLUE WHALE CALLS

In August–September, 1993, field recordings were col-
lected in the presence of approximately 14 blue whales be-
tween 37–38 °N and 122.4–123.5 °W on five dates: 26 and
28 August and 6, 15, and 29 September, 1993. Recordings
were made when blue whales were observed within 1000 m
of the Oregon State University 18-m R/V ’Cille. During re-
cording periods, the vessel was stopped and the engines shut
down. Recordings were made on both channels of a TEAC
Digital Audio Tape~DAT! Recorder; one channel was used
to record underwater sounds received through a commercial
hydrophone, while the other was used for commentary. The
hydrophone had a flat response from 20 Hz to 2 kHz and was
rolled off by 3 dB at 12 Hz.

The DAT tapes were redigitized at a sample rate of 256
Hz at NOAA/PMEL in Newport, Oregon using equipment
identical to that used to record data from SOSUS hydro-
phones. This produced a format compatible with the software
and hardware used by PMEL for the analysis of SOSUS
data. The time series data were processed using a fast Fourier
transform ~FFT! of 1024 points~25% overlap! to produce
spectrograms of the calls. Calls were seen in spectrograms
from 10 of the 15 recording sessions~66.6%! or 232 of 322
min ~72%!. Fundamental frequencies were often difficult to
identify from the spectrograms due to interference from local
shipping noise, cable strumming, and the roll-off of the hy-
drophone. Harmonics, however, were clearly visible.

The calls were of two parts. Such multi-part sounds
were often described as ‘‘20 c/s long pulses’’ and later as
parts ‘‘A’’ and ‘‘B’’ ~Thompsonet al., 1996!. Figure 1
shows one AB call pair recorded off central California in
September, 1993. As with the recording of Thompsonet al.
~1996!, the field recordings had substantial low-frequency
noise that, in all instances, precluded measurement of the
lowest A call frequencies. The A calls preceding B calls
were detected by their higher-frequency harmonics~Fig. 1!.
No other whale sounds were identified in these recordings.

In order to better quantify the nature and variability of
the calls, time-frequency characteristics of individual calls
were digitized from a graphic workstation. The beginning
and ending frequencies and duration were measured for each
of 303 B calls recorded, including measurements of the fun-
damental frequency~when visible! and second, third, and
fourth harmonics. B calls were characterized by a down-
sweep of;1.6 Hz, from 18.9 to 17.3 Hz and lasted 16 s.
Table I presents the characteristics of the analyzed blue
whale calls, including frequency downsweep and duration
for the fundamental frequency and harmonics. Because the
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fundamentals were more masked by ambient noise, fewer
fundamental frequencies were measured than second, third,
and fourth harmonics.

III. MATCHED FILTER DEVELOPMENT

A. Background

As noted above, blue whale calls in the northeast Pacific
occur near 20 Hz, which is also the range of much shipping
noise ~Payne and Webb, 1971; Urick, 1983!, so the funda-
mental calls may be obscured by louder ambient noise. A
filter that can extract the signal from the surrounding noise is
useful for signal detection. Depending on duration and fre-
quency bandwidth, the range at which whale calls can be
detected increases by use of cross-correlation techniques
~Spiesberger and Fristrup, 1990! such as are used in matched
filtering. Matched filters maximize the signal-to-noise ratio
of the output by condensing the amplitude of the signal into
the output peak~Camp, 1970; Robinson and Treitl, 1980!.
The gain in signal-to-noise ratio obtained from a matched
filter increases with the product of the bandwidth and the
duration of a given signal.

A matched filter may be implemented as the correlation
of part of a known signal with a noisy time series. For in-
stance, Freitag and Tyack~1993! used 100ms of a captive
dolphin ~Tursiops truncatus! click recorded on one channel
and cross correlated this with input data from other channels
to produce peaks in the output which indicated the presence
of clicks. They found that this method worked well when the
animal was held in a large pen, but when the animal was held
in a tank, direct detection without matched filtering of the
clicks produced better results. One disadvantage of this ap-
proach is that individual variation in calls may produce filters
that are overly specific.

For this experiment, only part B of the blue whale call
was used. The B call of northeast Pacific blue whales is an
excellent signal to model because it is frequency modulated
over a long duration. Although there is some variation in
individual blue whale calls, all share the downsweep charac-
teristic. A matched filter developed from average values of
numerous blue whale calls should be more robust in detect-
ing other calls than a kernel developed from a single call.
Because the amplitude of the same call on different SOSUS
arrays will differ based on the animal’s distance from each
array, applying the matched filter developed here will allow
for detection of these calls in noisy data. It is then possible to
match peaks of the same call on three different SOSUS hy-
drophone arrays and locate the source of the call. The distri-
butions of calling animals can be extended beyond the range
at which calls can be detected by visual examination of the
spectrograms alone.

B. Filter design

Mathematical kernels simulating the first, second, and
third harmonics were created from mean values of B call
characteristics with an inverse Fourier transform. Given the
desired sample rate, and estimates of upper and lower fre-
quencies and duration, a complex time series was produced
that simulated the Fourier spectrum of a simple linear sweep
with these characteristics. The inverse Fourier transform of
this model spectrum then produces the time-domain repre-
sentation of the call.

As an initial test, these matched filters were cross corre-
lated with the data recorded in the field to see if they detected
known calls in the data time series. A time series of some of
the field data from California that contains two blue whale
calls with visible fundamentals and two other calls identified
by the presence of harmonics is shown in Fig. 2~a!. The
results of cross correlating these data with a matched filter
developed only from the fundamental (f 1) is shown in Fig.
2~b!. For three of the calls, correlation peaks are produced in
the output. When applied to the same data, the matched filter
composed of the second harmonic identified the two ‘‘obvi-
ous’’ calls with correlation peaks that stand further above the
noise than Fig. 2~b! @Fig. 2~c!#. The most useful kernel for
this data set, however, was that which imitated the third har-
monic only. Narrow peaks are produced for four calls and
the background noise is reduced@Fig. 2~d!#. This is to be
expected; the higher harmonics sweep a larger frequency
range, therefore the time-bandwidth product is greater than

FIG. 1. Blue whale AB call pair from field recordings off California, Sep-
tember 1993. Recordings were collected on a portable hydrophone when
blue whales were identified within 1000-m range. Three harmonics of the B
call are visible. The A call fundamental is barely visible in the surrounding
noise but elements of this call can be seen up to 90 Hz.~FFT size 128
points, 50% overlap.!

TABLE I. Time and frequency characteristics of blue whale B calls used to
create kernels for the matched filter. As stated in the text, the fundamental of
the A part of the call was obscured by noise.

B call

f 1 f 2 f 3

Duration ~s! 16.262.7 15.962.3 14.963.0
Begin
frequency~Hz!

18.960.4 37.260.6 55.760.8

End frequency~Hz! 17.360.3 34.260.7 51.761.2
n 16 85 295
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for the fundamental. There is also less ambient noise in the
50-Hz range.

C. Application to SOSUS data

When it was determined that the matched filters success-
fully identified calls in the field data from which they were
developed, the kernels were modified to match the 100-Hz
sample rate of SOSUS beam-formed data collected at PMEL.
These data were originally collected for a geophysical ex-
periment, and were low-pass filtered at 40 Hz; therefore, har-
monics abovef 2 were eliminated. Future efforts will sample
at 128 Hz and low pass at 60 Hz to avoid eliminating the
useful third harmonic. The matched filter kernels were cross
correlated with SOSUS data in which there were known blue
whale calls, found by visually examining sonograms of ar-
chived data files. SOSUS data in which four AB call pairs
are clearly visible in the spectrogram, and the results of cross

correlation of thef 1 kernel with these data, are shown in
Fig. 3~a!. For every B call, a peak is discernible in the out-
put. There are also smaller amplitude peaks where there are
A calls. This is probably due to these calls containing a slight
downsweep in frequency as well as having a similar duration
as the B call. The matched filter was then cross correlated
with data from a hydrophone in which there were only faint
blue whale calls to determine matched filter performance on
low amplitude signals@Fig. 3~b!#. Although the three calls in
Fig. 3~b! are not as readily discerned in the spectrogram and
not at all in the time series, cross correlation with thef 1
matched filter produces clear peaks in the signal-to-noise ra-
tio.

While harmonics were regularly seen in the field-
recorded data, they were seen less often in the SOSUS data,
so a complex kernel was no more successful at detecting
whale calls than was the fundamental kernel. The ability of a

FIG. 2. Average call statistics were used to develop various matched filter kernels to improve signal detection.~a! Time series and spectrogram of four blue
whale B calls recorded in the field using a portable hydrophone. Each call is indicated by an arrow;~b! Cross correlation of data from~a! with a matched filter
modeled after the fundamental frequency alone;~c! Cross correlation of data from 2~a! with an f 2 kernel;~d! Same data correlated with a matched filter
imitating the third harmonic alone.~FFT size 512 points, 75% overlap.!
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kernel to detect blue whale calls is determined by how
closely the kernel approximates the calls. The matched filter
that imitatedf 1 detected calls on both the data from which it
was generated and SOSUS data. This result shows that the
kernel developed from the field data is general enough to be
applied to data not used in the design of the kernel. The
relative height and width of the correlation output is related
to the amplitude of the call being detected.

It is possible that this kernel may not detect calls of blue
whales recorded in different areas, but the procedures used
above for northeast Pacific blue whales can be applied to
other geographic regions. Cross correlation with artificial
kernels such as those developed in this experiment may be
better at detecting calls than would use of a single recorded
call as a matched filter because the latter would include any
ambient noise recorded with that call. Therefore, the output
of a correlation with a matched filter would not be as suc-
cessful if other data had different ambient noise characteris-
tics from the filter.

The success of the matched filter on SOSUS data in
which blue whale calls cannot be visually identified by an
observer from a spectrogram shows that this method can be
used to detect blue whale calls even in a noisy environment
or when the calls are of low amplitude. Consequently, the
range over which these calls can be detected is increased. It
should be possible to create kernels for other low-frequency
whale calls, such as finback whale~Balaenoptera physalus!
calls, and thus increase the utility of matched filters in whale
call detection.

Mellinger and Clark~1993, 1997! compared matched
filtering with two other methods to determine which was
optimal for the automatic detection of whale calls in large
data sets. They determined that matched filtering worked less
well than either spectrogram correlation or a hidden Markov
model at automatically picking calls from data. A matched
filter was used for this experiment because detection was
only the first step in the two-part process of detecting and
then localizing a call. While spectrogram correlation uses the
spectrogram itself for detection, the matched filter here was
cross correlated with the time series of the data in order that
the time of the call could be determined for use in the time
delay localization.

IV. LOCALIZATION OF BLUE WHALES

With the successful design of robust matched filters for
northeast Pacific blue whale calls, seismic processing soft-
ware developed by PMEL was modified to allow routine
application of the filters to SOSUS data. Up to 15 min of
data from three data channels, representing one formed beam
from each of the three arrays, were displayed on a computer
workstation. Whale calls had to be visible on one or two
channels~arrays! for call localization to be attempted. The
remaining channel was selected by determining which beam
from the third array best intersected the other two beams.
The matched filter was applied to all channels, resulting in a
composite display of the cross-correlated signal and the spec-
trogram for each channel~Fig. 4!.

FIG. 3. ~a! Spectrogram and time series of four blue whale calls recorded by SOSUS that have been cross correlated with a matched filter developed from
portable hydrophone recordings based on the B call fundamental frequency alone;~b! faint blue whale calls from a different SOSUS array and cross
correlation of its time series with the matched filter. Although the calls are not visible in either the time series or the spectrogram, the correlation peaks are
clear and can be used for timing arrivals.
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The pattern of peaks in the cross-correlated data were
compared among channels to determine how the calls were
associated. Because a call series often had pauses and varia-
tion in repetition rate, identifying the same call on different
channels was generally straightforward. When a call was se-
lected, its arrival time at each array was selected. A detailed
plot of the matched filter output allows resolution for each
pick down to 0.01 s. A display of three picks~1,2,3! is
shown in Fig. 4.

The arrival times of the same call at three different array
locations are combined with sound-speed models for the
northeast Pacific and compared to an initial position of
46 °N/129 °W. A nonlinear least-squares technique is used to
estimate source time, latitude, and longitude of the call. It is
not possible to determine a quantitative measure of location
accuracy with this method as there are no degrees of freedom
for calculation of a standard error. However, a measure of
the bias in the calculated localization for earthquakes was
performed by dropping small explosive shots at known po-
sitions. The calculated locations were found to be 1.76
60.76 km south and 0.4662.04 km west from the known
explosive shot points which were deployed at the same range
to the SOSUS arrays as the whale calls that were localized
~Fox et al., 1995!. A Monte Carlo simulation was run using
the three available arrays and assuming a rms error of 0.1 s
per pick for each hydrophone. This simulation was run with
a grid step of 0.75 degrees in latitude and longitude for the
region around which whale calls had been localized. Assum-
ing the ability to pick the cross-correlation peak to within 0.1
s, the rms errors for the small region around the blue whale
localizations discussed here were60.06° latitude and
60.25° longitude.

V. GROUND-TRUTH EXPERIMENT

To evaluate the fidelity of locations derived from SO-
SUS by use of these techniques, an experiment was under-
taken to coordinate real-time localization of blue whales
from SOSUS data with a Navy P-3C patrol flight operated by
patrol squadron VP-46 at the Naval Air Station at Whidbey
Island, Washington. Model AN/SSQ-53D sonobuoys were
used to relay acoustic signals back to the aircraft via radio
links. The P-3C’s sonobuoy radio receivers were interfaced
to a prototype acoustic tracking system, which provided mul-
tiple channels of acoustic data to a processing system. Posi-
tions of acoustic sources were determined by arrival time
delay analysis. Figure 5 shows an example of the data dis-
play received from multiple sonobuoys. Both time-frequency
spectrograms and a geographic display are provided to the
operator. The locations of sonobuoys are labeled with their
radio channels and the resulting source location hyperbolae
are also displayed. Three or more buoys are used to form a
series of hyperbolae and their intersection depicts the loca-
tion of the acoustic source.

On 4 August, 1994, a P-3C flight was scheduled. Blue
whale calls were seen in spectrograms from SOSUS and lo-
cations were determined by the methods described above. A
position of 46°368N by 129°078W was calculated by
NOAA/PMEL personnel in Newport, Oregon and radioed to
the P-3C before the 1000 PDT take-off. The P-3C took off
from the Naval Air Station at Whidbey Island, Washington
at 0955 PDT and began operations at 1129 PDT in this area.
Weather conditions were generally favorable with the excep-
tion of 25–30 knot surface winds. The aircraft initially
dropped a bathy-thermograph buoy in the area of the detec-

FIG. 4. SOSUS data from three different hydrophone arrays cross correlated with a matched filter based on the fundamental frequency of the B call. The same
blue whale calls are visible on arrays A and B but can only be detected on array C when the matched filter is applied. Arrival time picks are labeled 1, 2, and
3. The calls arrive first on array B, then array C, then array A.
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tion, and the measured sound velocity profile was used to
determine the acoustic propagation characteristics of the
area. These environmental characteristics were used to estab-
lish the appropriate hydrophone depth settings and geo-
graphic spacing for the sonobuoys. Sonobuoys were then de-
ployed and signals from the sonobuoys were received aboard
the aircraft. Immediately after the sonobuoy deployment was
completed~1145 PDT!, blue whale calls from a single indi-
vidual were detected on all buoys and localized. Figure 5
shows an example of such a localization, made at 1315 PDT,
in which the source of the calls was estimated to be at
46°34.08N/128°51.98W. Since sonobuoys drift away from
their original positions on the prevailing currents, the P-3C
periodically resurveyed the sonobuoy field, allowing updated
buoy positions to be used in the localization calculations.

Following the initial acoustic localization, an attempt
was made to confirm the acoustic position by conducting a
visual search. This was performed at an altitude of 1100 ft at
an air speed of 195 knots. Unfortunately the high surface
winds made a visual search for the whale very difficult, de-
spite the known presence of an animal in the area. One of the
flight crew briefly saw what he described as a large whale at
the surface at 1251 PDT and marked its position as
46°33.78N/128°51.48W. Attempts to resight the animal were
not successful. The crewman was subsequently able to an-
swer questions indicating that he had seen a large whale, but
could not provide enough detail to allow positive species

identification. Throughout this phase of the acoustic survey,
short-range calls from a single blue whale were detected; no
calls from other species were detected.

During post-processing, 21 SOSUS localizations were
determined for blue whale calls between 1200 and 1400
PDT. A comparison of the sighting location at 1251 with the

FIG. 6. Map of blue whale call localizations from SOSUS~initial location
shown as:, post-processing localizations shown asd!, the Navy sonobuoy
localization~h!, and the location of the sighting of a large whale~n!.

FIG. 5. P-3C sonobuoy display recorded at 1315 PDT. The location of this call series was estimated to be 46°34.0N/128°51.9W. Relative sonobuoy positions
and the derived call location are shown on the right side of the figure, while spectrograms of the acoustic signals received from the sonobuoys is shown on
the left. Positions of the sonobuoys~in N latitude and W longitude! were as follows: rf7: 46°348559/128°598069, rf94: 46°358039/128°598069, rf95:
46°318159/128°538019, rf97: 46°358049/128°478279, rf98: 46°398279/128°538039, rf99: 46°358029/128°538169.
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closest time SOSUS localization~1247 PDT! gave a differ-
ence of 12.3 km while a comparison of the acoustic localiza-
tion from the sonobuoys at 1315 with the same call on SO-
SUS gave a difference of only 2.2 km. A cubic spline was
fitted through the 21 locations to generate ‘‘ideal’’ straight-
line locations of calls. On average, the SOSUS-determined
localizations were 2.4562.25 km from these locations~Fig.
6!.

A comparison of the spectrograms from one of the
sonobuoys and SOSUS suggests that the animal recorded on
these two media was the same. Ninety minutes of available
recordings from the sonobuoy with the loudest blue whale
calls were compared with SOSUS data from the same time
~1300–1430 PDT!. Thirty-six AB pairs~72 calls total! were
recorded with the sonobuoy array. During this time, 38 AB
pairs ~96 total calls! were recorded on SOSUS. The two ad-
ditional calls from SOSUS overlap other calls, indicating that
calls from at least two blue whales were detected by SOSUS,
but not recorded on the sonobuoys, at this time. The pattern
of call pairs from the sonobuoys is exactly matched with
SOSUS data. Figure 7 shows six AB pairs from each me-
dium. Range from the receivers varies between 400 and 600
km, suggesting that blue whale calls may be reliably detected
at these distances under similar acoustic conditions using the
matched filter technique.

VI. CONCLUSIONS

Passive localization of calling animals by use of fixed
hydrophone arrays such as SOSUS has many advantages.
SOSUS arrays can provide information on the locations of
whales over a large area. The animals can be located without

being disturbed by nearby ship or aircraft and calls are not
masked by noise from these vessels~Watkins and Schevill,
1972!. Whale calls can be recorded and localized in poor
weather conditions and seasons that are not conducive to
visual surveys~Clark and Ellison, 1988, 1989!. Additionally,
short-term swim tracks generated from SOSUS and the as-
sociated gaps in calling may be used as an indication of their
behavior and what percent of time animals can be expected
to be near the surface and thus observable to visual surveys
~Fristrup and Clark, 1997!. The coordination of the P-3C
flight with shore-based monitoring demonstrates the feasibil-
ity of locating an individual calling whale by use of the
long-range capability of SOSUS. The direction of a rapid-
response, medium-range acoustic search with sonobuoys was
used as a proof of concept to validate the acoustic localiza-
tions determined by use of SOSUS. Cueing field observa-
tions from shore-based monitoring can greatly improve the
efficiency of field studies.

Passive acoustic localization alone cannot provide a
complete picture due to several shortcomings. First, because
they are bottom-mounted in deep water, the SOSUS arrays
have very poor coverage of waters over the continental shelf
~Fox et al., 1995!, which is a primary habitat. Second, there
is presently no means of determining other behaviors of the
calling animal without visual observations. Third, acoustic
data alone provide no information as to the numbers and
distributions of noncalling whales. Finally, the individual
differences in calls among blue whales have not been suffi-
ciently studied to determine how many individuals are rep-
resented in a series of locations. Until some of these short-
comings are addressed, numbers and distributions of calling

FIG. 7. Side-by-side comparison of six blue whale calls recorded on SOSUS~upper panel! and an air-dropped sonobuoy~lower panel!. The spacing and
repetition rate of these call series and suggest that they are from the same source, which was later confirmed by their derived locations.
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animals from long-range acoustic monitoring will only pro-
vide part of the information necessary to estimate densities.
Information resulting from the analyses of multi-mode sur-
vey data, such as combining acoustic, visual, and genetics,
may be used to overcome some of these problems.

Recently, more effort has been placed on including
acoustics in assessing regional concentrations of mysticetes,
particularly blue whales, with the aim of better understand-
ing the calling behavior of these animals~Clark and Fristrup,
1997; Teranishiet al., 1997!. A number of experiments in
the southern California Bight region have combined visual
and acoustic ‘‘sightings’’ to address some of the difficulties
of censusing large whales. Several different combinations of
acoustic methods have been coordinated with shipboard vi-
sual surveys including the use of towed arrays, local moored
arrays, and SOSUS~Clark and Fristrup, 1997!, and drifting
sonobuoy arrays~Teranishiet al., 1997!. Fristrup and Clark
~1997! address the advantages of these types of dual-mode
surveys and suggest means by which they can best be used to
estimate the densities of animals in an area. A combination
of passive localization and on-site observations of whales
should provide a more complete picture of the animals’ be-
havior while calling as well as the proportion of calling ani-
mals in one area. This information is crucial for population
estimates based solely on acoustic methods.

Unlike the relatively near-shore efforts in the southern
California Bight region, the area monitored by SOSUS in the
offshore northeast Pacific is less tractable because the ani-
mals occur far offshore. The concentration of blue whales is
currently unknown, but may be too sparse to merit the ex-
pense of a large-scale visual survey. For the time being, how-
ever, localizing blue whale calls offshore of Oregon and
Washington will help define regions where the animals do
occur. As a database of whale call locations is built up, our
understanding of blue whale habitat, relative abundance and
seasonality will improve, which may lend itself to a dual-
mode survey in the area offshore of Oregon and Washington.
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This study reports the use of unsupervised, self-organizing neural network to categorize the
repertoire of false killer whale vocalizations. Self-organizing networks are capable of detecting
patterns in their input and partitioning those patterns into categories without requiring that the
number or types of categories be predefined. The inputs for the neural networks were
two-dimensional characterization of false killer whale vocalizations, where each vocalization was
characterized by a sequence of short-time measurements of duty cycle and peak frequency. The first
neural network used competitive learning, where units in a competitive layer distributed themselves
to recognize frequently presented input vectors. This network resulted in classes representing typical
patterns in the vocalizations. The second network was a Kohonen feature map which organized the
outputs topologically, providing a graphical organization of pattern relationships. The networks
performed well as measured by~1! the average correlation between the input vectors and the weight
vectors for each category, and~2! the ability of the networks to classify novel vocalizations. The
techniques used in this study could easily be applied to other species and facilitate the development
of objective, comprehensive repertoire models. ©1998 Acoustical Society of America.
@S0001-4966~98!03312-8#
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INTRODUCTION

Quantifying a species’ repertoire is a fundamental chal-
lenge in the study of animal vocalizations. Many attempts
have been made to characterize the various sounds produced
by dolphin ~Delphinidae! species. However, little progress
has been made in developing objective, comprehensive rep-
ertoire models. The development of such models is important
because they can facilitate comparisons both within and be-
tween species, aiding in the development of functional mod-
els. Currently, the field lacks an objective method capable of
classifying the entire vocal repertoire of a dolphin species.
Murray et al. ~1998! describe a method capable of character-
izing dolphin vocalizations that can be applied to all signal
types ~e.g., pulsed and continuous waveforms!. This paper
extends that work, demonstrating how self-organizing neural
networks can classify the repertoire of false killer whale
vocalizations.1

Techniques that categorize dolphin vocalizations based
on objective and quantitative analysis methods have recently
been explored~e.g., Buck and Tyack, 1993; Dawson and
Thorpe, 1990; McCowan, 1995!. A dynamic time-warping
method was used by Buck and Tyack~1993! to assess the
similarity of bottlenosed dolphin~Tursiops truncatus!
whistles. The method used an algorithm that first extracted

the frequency contour of the whistles through fundamental
frequency analysis. The algorithm then performed a nonuni-
form time dilation to align the contours by minimizing the
total square difference between the observed contour and a
reference contour. Finally, the algorithm computed a dis-
tance measure between the observed contour and a library of
reference contours. The observed contour was assigned to
the closest reference contour. The technique was derived
from speech recognition approaches~e.g., Itakura, 1975!,
and assumed that two whistles with similar contour shapes
were the same, despite any differences in absolute length of
the vocalization.

McCowan ~1995! made similar assumptions about
which features are most important in whistle analysis. In
addition to generalizing across whistle length, she assumed
that whistles that have been shifted up or down in absolute
frequency, while maintaining the same ‘‘shape,’’ should be
categorized as the same. Twenty measurements of peak fre-
quency were taken to represent each whistle. The frequency
measurements were used to generate a correlation matrix,
and principal component analysis was conducted using the
correlation matrices. The factor scores from each data set of
whistles were subjected toK-means cluster analysis to group
whistles into clusters based on contour similarity. By using
correlation matrices, the technique was able to cluster
whistles that differed in absolute duration and frequency.a!Electronic mail: smurray@itd.ucdavis.edu
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Both of these techniques~Buck and Tyack, 1993 and
McCowan, 1995! are vast improvements over subjective
judgment in that they ensure reliable classification perfor-
mance. However, these techniques have only been applied to
whistle-type vocalizations and they may, in fact, be limited
in their ability to categorize other signal types. Both methods
only consider frequency information and do not take into
account changes in amplitude characteristics that occur with
pulsed vocalizations.

A. Self-organizing neural networks

Neural networks are a promising technique in the analy-
sis of animal vocalizations. Neural networks have been suc-
cessful at classifying a number of complex signal types, in-
cluding human speech~e.g., Kohonen, 1988; Huang and
Kuh, 1992! and dolphin biosonar echoes~e.g., Au and
Nachtigall, 1995; Roitblatet al., 1989!. The study reported
here employsunsupervised neural networks. Unlike super-
vised neutral networks~e.g., multilayer perceptrons!, unsu-
pervised networks require only weak assumptions about the
number and type of potential categories. Unsupervised net-
works are capable of learning to detect regularities and cor-
relations in their input, and adapting their responses to that
input ~Demuth and Beale, 1993!. Unsupervised networks are
called self-organizing because the organization is not im-
posed on them by an outside intelligent agent, but instead is
learned as the outcome of the patterns to which they are
exposed and the learning algorithm which adjusts their
weight structure. Generally, unsupervised neural networks
partition a given data set into disjoint subsets~i.e., catego-
ries!, such that patterns in the same category are as alike as
possible, and patterns in different clusters are as dissimilar as
possible~Mehrotra et al., 1997!. While most unsupervised
networks share this similar goal, they may differ in the spe-
cifics of their mathematical implementation.

Self-organizing neural networks, similar to the one pre-
sented in this paper, have been used previously to classify
humpback whale song vocalizations~Walker et al., 1996!.
Time-frequency representations~spectrograms! of humpback
whale song units were used as inputs into a self-organizing
feature map. The network classified the song units similarly
to human visual and aural impressions and traditional statis-
tical clustering algorithms.

The technique presented by Walkeret al. ~1996! can be
applied to the entire song repertoire, but spectrograms may
not be the best choice for neural network inputs. The time–
bandwidth tradeoff inherent in all spectrogram-like represen-
tations can dramatically affect the representation of a signal
and how it is classified. Very different spectrograms can re-
sult from the same signal following only slight changes in
the window size. For example, a signal can appear to be a
continuous whistle with a large window size, and appear to
be a series of short pulses with a small window. In the ab-
sence of information about the animal’s integration window,
therefore, arbitrary window sizes and shapes may mislead
categorization.

The inputs for the neural networks used in the study
reported here were two-dimensional characterizations of

false killer whale vocalizations. Each vocalization was char-
acterized by its simultaneous modulations in duty cycle and
peak frequency~Murray et al., 1998!. The short-time duty-
cycle measure compares the signal to a continuous sinusoid.
As the signal approaches a continuous sinusoid, the duty-
cycle measure begins to approach 1.00. Pulses are repre-
sented as lower duty-cycle values as a function of pulse rep-
etition rate~Murray et al., 1998!. Consequently, high duty-
cycle vocalizations are heard as whistles; lower duty-cycle
values correspond to pulsed vocalizations. The duty cycle/
peak frequency representational scheme presented here is not
subject to the same constraints as spectrograms. With spec-
trograms, the time-frequency tradeoff can qualitatively alter
the signal representation~or ‘‘type’’ !. For example, a pulsed
signal can appear to be continuous with the proper window
size. Here, the time–frequency tradeoff only affects the reso-
lution of the peak frequency measurements and does not af-
fect the type of signal as represented by the duty cycle mea-
surements.

The first neural network used in this study usedcompeti-
tive learning, where units in a competitive layer distributed
themselves to recognize frequently presented input vectors.
The result of this network was a set of classes representing
typical patterns in the vocalizations. The second network
used was a Kohonen feature map, which is similar to a com-
petitive network in many respects. The additional aspect of a
feature map is that the outputs are organized topologically.
Similarity among patterns are mapped into closeness rela-
tionships on a grid, providing a graphical organization of
pattern relationships~Dayhoff, 1990!.

The primary advantages to the techniques used in this
study are that all emitted vocalizations were characterized
using a single method, and the outputs of the characterization
were organized into patterns based on the features present in
the vocalizations. Both types of neural networks~competi-
tive and Kohonen feature map! require fewa priori assump-
tions regarding the categorical structure of the vocalizations.
Instead, the networks search for correlational structure in the
data and form categories around these centers of correlation.
Both networks were used in order to contrast their respective
outputs.

I. METHODS

The 500-vocalization data set used in Murrayet al.
~1998! was used for this study. The vocalizations were from
two false killer whales, one male and one female, located at
Sea Life Park, Oahu, Hawaii. Recordings were made by iso-
lating each animal in a distant portion of its tank while the
other animal remained behind a gate in another portion of the
tank. The minimum distance between the animal being re-
corded and the other animal behind the gate was approxi-
mately 30 m. While recording, the trainer positioned the ani-
mal’s melon~forehead region of the animal from which it is
believed sound emanates! underwater so that its head was
about 1–2 m away from the hydrophone. This procedure
ensured very high signal-to-noise ratios, as well as confi-
dence concerning the identity of the animal making the
sounds~Murray et al., 1998!.
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All sounds were recorded with a Sony digital audio-tape
recorder~DAT!, TCD-D8, which uses a sampling rate of
44.1 kHz, for a frequency bandwidth to 22 kHz. A hydro-
phone~custom-built by W. Au! with a sensitivity of2185
dB and a bandwidth to 200 kHz was used for all recordings.
Using a quasirandom procedure, 500 vocalizations were cho-
sen for analysis and digitized onto a PC using a
SoundBlaster-32 sound card.

A single vocalization was defined as an uninterrupted~in
time! sound emission and could encompass multiple sound
‘‘types’’ ~e.g., a whistle and pulse train!. The data set in-
cluded a random sample of 250 vocalizations from each of
the two false killer whales. Each vocalization was sequenced
into a series of short-duration~512 point—approximately
11.6 ms! nonoverlapping time windows and described along
two dimensions: duty cycle and peak frequency. Duty cycle
refers to the percentage of time a signal is ‘‘on’’ relative to
the total length of the signal and in this context is relative to
the 512-point window length. The duty cycle algorithm as-
signed a value between 0.0~no signal—e.g., an interpulse
interval! to 1.00 ~a continuous signal—e.g., a whistle!. In
this way, the duty-cycle measure gave an approximation of
the type of waveform~e.g., pulsed versus continuous! within
each time window.

The characterization vectors~duty cycle and peak fre-
quency! for each vocalization served as the inputs into a
self-organizing, competitive neural network and a two-
dimensional, self-organizing feature map. The input vectors
for the networks must have the same number of elements;
therefore, the characterization vectors for each vocalization
were sampled 30 times at regular intervals. The average du-
ration of each vocalization was 506 ms (s.d.5761 ms),
meaning that most vocalizations had approximately 40 win-
dows. The use of 30 samples was arbitrary, but preliminary
analysis demonstrated it to be sufficient to capture the dy-
namics of most signals. When pulse trains were analyzed, the
zero elements~representing interpulse intervals! and nonzero
elements ~representing individual pulses! were sampled
separately. This was done to maintain the same relative spac-
ing of zero and nonzero elements in the vectors.

Before presentation to the neural network, the input vec-
tors were scaled toz scores, using the grand mean and stan-
dard deviation over all signals. The mean for the duty-cycle
values was 0.46 (s.d.50.34) and the mean for peak fre-
quency was 7122 Hz (s.d.52687 Hz). Signal vectors were
then normalized to unit length by dividing each vector by its
length, meaning that the input vectors lay on a unit hyper-
sphere. The input values were normalized because the neural
network algorithm used maximum dot product as a similarity
measure. If two vectors are of unit length, the dot product is
equal to the cosine of the angle between the two vectors~i.e.,
a ‘‘meaningful’’ measure of similarity!. Normalizing to unit
length removes magnitude information from the inputs and is
important to consider when interpreting the results. For ex-
ample, after normalization ofz-scored feature vectors, a win-
dow which was 0.1 standard deviations above the mean in
frequency and of mean duty cycle,@0.1 0#, would be treated
as equivalent to a window that was 3 s.d. above the mean in
frequency and of mean duty cycle,@3 0#. ~After normaliza-

tion both vectors equal@1 0#.! What is preserved after nor-
malization is the dynamics, or the change of the signal across
time relative to the mean.

The inputs for the neural networks were a combination
of duty cycle and peak frequency values. Input vectors were
constructed by concatenating the two 30-element vectors into
a single 60-element vector. To test the reliability of the cat-
egories formed by the network, a subset of 250 input vectors
was chosen randomly from the set of 500 to serve as a train-
ing set. These vectors served as inputs to train the network.
The remaining 250 vectors served as a test set. The perfor-
mance of the network developed with the training set was
compared with the test set. The neural networks were imple-
mented using custom script-code accessing functions in
MATLAB’ s Neural Network Toolbox~The MathWorks, Inc.!.

II. COMPETITIVE NETWORK

The units in the competitive network were initialized to
random weight vectors with the number of elements in each
weight vector equal to the number of elements in the input
vectors~i.e., 60 elements!. An input vector was presented to
the network and the angle between the input vector and each
of the unit’s weight vectors was computed. The unit with the
smallest angular difference from the input vector was the
‘‘winner.’’ The weights of the winning unit were adjusted in
the direction of the input vector. The size of the adjustment
was controlled by a learning-rate parameter. Therefore, when
the same input vector was presented again, the winning unit
was more likely to win and its values were adjusted closer to
the input vector. The weight vectors of each of the units, at
the end of training, represented prototypes or category ‘‘cen-
troids.’’

To summarize, the competitive network worked as fol-
lows:

~1! Apply an input vectorX.
~2! Calculate the angular distanceDj betweenX and the

weight vectorsW j of each unit. Since normalized inputs
and weight vectors were used, the cosine of the angle
betweenX andW equals the dot product:

Dj5X–W j

~3! The unit that has the weight vector closest toX ~i.e., the
largest dot product! is declared the winner. The winner’s
weights are adjusted in the direction ofX by the for-
mula:

W j@n11#5W j@n#1a~X2W j@n# !,

wheren indicates the iteration number, anda the learn-
ing rate.

~4! Perform steps~1! through~3!, cycling through each input
vector.

After training, each of the input vectors was assigned to
the unit ~category! whose weight vector~category centroid!
was closest. The performance of the network was assessed
by calculating the average cosine of the angle between each
unit’s weight vector and the input vectors assigned to it. In
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other words, the degree to which each input vector was re-
lated to its respective unit’s weight vector was measured.

A. Results

The number of units in a winner-take-all network deter-
mines the maximum number of potential categories. The
number of units ultimately used in training the network was
arrived at through a trial-and-error procedure by first starting
with a large number of units—i.e., many more than reason-
ably suspected categories—and then reducing the number.
Forty units~possible categories! were first used. Presentation
of the training vectors was iterated 20 000 times at learning
rates of 0.05 and repeated with a rate of 0.10. In both cases,
only five of the units learned—i.e., showed adjustments in
their values. The number of units was subsequently reduced
by one-half ~from 20 to 10!. In all cases, only five units
adjusted their weights.

The network was trained with five units at a learning
rate of 0.10 for 10 000 iterations. The weight vectors from
each of the five units after training are shown in Fig. 1. The
x axis represents each of the 60 elements of the vectors and
the y axis represents normedz-score values. Zero represents
the mean; values above and below zero represent deviations
from the mean. The first 30 elements representing duty-cycle
values are shown above the second 30 elements representing
peak frequency.

Looking at weight vector 1~W1! in Fig. 1, the first 30
elements~representing duty cycle! are constant and of rela-
tively high value. The representation of peak frequency
~dashed line! is ascending. This vector represents ascending
whistle vocalizations. The false killer whales used in this
study frequently made short-duration ascending whistles;
these vocalizations are one of the most salient vocalizations
when listening to the animals in almost any behavioral con-
text. Because these vocalizations were so commonly ob-
served, the observance of a weight vector that represented
these vocalizations gave validity to the performance of the
neural network.

Looking at weight vector 2~W2! in Fig. 1, the first 30
elements~representing duty cycle! begin at relatively high
values, then approximately halfway through~element 13 or
14! drop in value. This weight vector seems to represent the
whistle→pulse-train vocalizations. These vocalizations begin
as whistles, then switch to what sounds to us like a click train
or a rapidly pulsed vocalization~Murray et al., 1998!. Look-
ing at elements 31 to 60~representing peak frequency!, it
appears that during the high duty-cycle portion~i.e., the
whistle!, peak frequency is ascending. During the pulse-train
portion, the peak frequency of the end of the whistle is main-
tained at a relatively constant level throughout the duration
of the pulse train, similar to the examples presented in Mur-
ray et al. ~1998!.

Weight vector 3 is straightforward to interpret. Both the
duty cycle~first 30 elements! and the peak frequency~second
30 elements! are relatively constant and at low values. This
vector is the result of low-frequency pulse trains. Weight
vector 4 has a similarly straightforward interpretation. It has
intermediate duty-cycle values and low peak-frequency val-
ues, and is likely the result of lower frequency, rapidly

pulsed vocalizations. Weight vector 5 has low duty-cycle
values and high peak-frequency values and seems to repre-
sent high-frequency pulse trains.

The performance of the neural network was evaluated
by first calculating how much of the input space was ac-
counted for by each weight vector. The cosine of the angle
between each input vector used for training and each unit’s
weight vectors were calculated. The input vectors were as-
signed to the category represented by the unit with the clos-
est weight vector. Thus, there were five clusters of input
vectors corresponding to the five units. A total of 94 of the
training vectors clustered with the weight vector of unit 1
~W1!, 25 with W2, 43 with W3, 27 with W4, and 61 with
W5.

The average similarity~as measured by angular dis-
tance! across all training vectors and their respective catego-
ry’s weight vector was 0.72. Additionally, the average simi-
larity was calculated between the members of each category
and the four ‘‘unassociated’’ units. The average between-
category similarity was20.11. The results reflect the general
goal of an unsupervised network—to partition a data set into
disjoint subsets~i.e., categories!, such that patterns in the
same category are as alike as possible, and patterns in differ-
ent clusters are as dissimilar as possible. Referring to Table I,
the average within-category similarity is shown in the main
diagonal. The other cells in the table show between-category
similarity.

The 250 vectors not used to train the network served as
a novel test set. Each member of the test set was clustered
with the nearest weight vector from each of the five units. A
total of 93 of the test vectors clustered with W1, 20 with W2,
41 with W3, 28 with W4, and 68 with W5. The distribution
of vocalizations among the weight vectors in the test set is
closely aligned with the training set, suggesting representa-
tive samples for both the training and testing data set. The
average similarity between each test input vector and its
unit’s respective weight vector was 0.69. Performance of the
network with the test set~0.69! is comparable to that of the
network using the training set~0.72!. The average between-
category similarity for the test set was20.11 ~see Table II!.

The competitive neural network recognized five major
categories in the false killer whale vocalizations analyzed.
The within-category similarity was high, with an average
correlation of 0.72. Additionally, the categories learned with
the training set were able to be generalized to the novel test
set, suggesting that the categories are reliable. The competi-
tive network approximates the minimum number of catego-
ries present in the input patterns. The next network used, a
Kohonen feature map, provides a different representation of
the vocalizations.

III. FEATURE MAP

The two-dimensional feature map used in this study was
similar to the competitive network described above. How-
ever, the competitive units were ordered topologically in a
two-dimensional square grid. Each unit had neighbors on the
grid where a neighborhood of diameter 1 included a specified
unit and its immediately adjacent neighbors. A neighborhood
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of diameter 2 included the diameter 1 units and their imme-
diately adjacent neighbors. The feature map in this study
used a 535 grid.

The feature map differed from the competitive network
in terms of which units had their weights updated. In addi-
tion to updating the winner, the feature map updated the

winner’s neighbors. The result was that neighboring units
tended to have similar weight vectors~i.e., represent similar
portions of the input space!. During the initial stage of train-
ing, the neighborhood size encompassed the entire 535 grid
~i.e., each unit adjusted its weights in response to each input
vector! and was decreased linearly so that it reached a mini-

FIG. 1. The weight vectors of each of the five units after training with duty-cycle and peak-frequency inputs. The 60-element weight vectors are shown with
the first 30 elements~duty cycle! plotted above the second 30 elements~peak frequency!. Zero~y axis! represents the grand mean for each dimension~normed
z scores!. The weight vector from unit 1~W1! has relatively high duty-cycle values and ascending peak frequency. This unit represents ascending whistle
vocalizations. The other units can be interpreted similarly.
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mum of 1 after one-quarter of the training cycles and re-
mained there for the rest of training. This allowed the entire
feature map to move initially in the direction of the input
space, then, as the neighborhood size decreased to 1, the map
ordered itself topologically over the presented input vectors.

The first three steps outlined above for the competitive
network apply to the feature map. The following are the
additional properties of the feature map.

~1! The winning unit,Wc , is designated as the center of a
group of units~i.e., a neighborhood! that lie within a
distanceD ~neighborhood size! from Wc .

~2! Train this group of units according to the formula:

W j@n11#5W j@n#1a~X2W j@n# !

for all weight vectors within a distanceD of Wc .

As the training progresses, the values ofD anda ~the learn-
ing rate! are gradually reduced.

By assessing the number of input vectors that activated
~clustered with! each unit, it was possible to examine the
distribution of the input space across the topology repre-
sented by the network. Similar to the competitive network, a
set of 250 vectors, randomly selected from the total pool of
500, were used as input vectors for training. The remaining
250 were used to test reliability. Reliability was measured by
correlating the distributions across the topological map of the
training vectors and the test vectors.

A. Results

The feature map was trained for 15 000 iterations at a
learning rate of 0.15. The weight vectors after training are
presented in Fig. 2. The first 30 elements in each plot repre-
sent duty-cycle values, and elements 31 through 60 represent
peak frequency. Row and column notation~row, column!,
will be used to refer to specific units on the grid in Fig. 2.

Referring to Fig. 2, units~2,4!, ~2,5!, ~3,4!, and ~3,5!
~i.e., middle/right of grid! represent relatively high and con-
stant duty cycles and gradually ascending peak frequencies.
These weight vectors are similar to the weight vector of unit
1 ~W1 in Fig. 1! in the competitive network and correspond
to ascending whistle vocalizations. Similarly, units~4,1!,
~4,2!, ~5,1!, and ~5,2! ~i.e., lower-left portion of the grid!
represent low duty-cycle, high-frequency vocalizations. In
the upper-left portion of the grid, units~1,1!, ~1,2!, ~2,1!, and
~2,2!, represent whistle→pulse-train vocalizations. These
units are similar to unit 2~W2 in Fig. 1! of the competitive
network.

The distribution of the training-set input space across the
topology of the network is shown in Fig. 3 as ‘‘training set.’’
The input space is heavily distributed in the lower left~cor-
responding to high-frequency pulse trains! and middle right
~corresponding to ascending whistles! of the topology. The
distribution was also calculated for the novel test inputs and
is depicted in Fig. 3 as ‘‘test set.’’ The two distributions are
similar with a correlation of 0.89.

The categories developed by the feature map were con-
sistent with those of the competitive neural network. Many
of the patterns in the weight vectors that were seen in the
competitive networks were evident in the feature map. Ad-
ditionally, the input spaces in both the competitive and fea-
ture map networks seemed to distribute themselves similarly.
For example, units representing constant/high duty cycle and
ascending peak frequency~ascending whistles! attracted a
large percentage of the input space in both the competitive
network and the feature map.

IV. DISCUSSION

Two types of neural networks were used to classify the
vocalizations: a competitive network and a two-dimensional
feature map. Both networks were trained with a combination
of duty-cycle and peak-frequency input values. The competi-
tive network learned five different categories. The fact that
the network learned the two obvious categories—whistles
and click trains, reflected by both high and low duty-cycle
weight vectors, respectively, attests to the validity of the net-
work.

Based on interpretation of the five weight vectors from
the competitive network, the main categories seem to be as-
cending whistles, low-frequency pulse trains, and high-
frequency pulse trains. The network also recognized the
whistle→pulse-train transitions as a significant category~see
Fig. 1, W2!. The peak frequency of the high duty-cycle por-
tion ~i.e., the whistle! of this category was ascending. The
pulse-train component~low duty cycle! seemed to maintain
the peak frequency of the end of the whistle.

It is important to point out that the ability of the neural
network to learn these ‘‘combination’’ categories~categories
with both continuous-wave and pulsed components! was fa-
cilitated by the use of a measure of waveform shape. Be-
cause of the aural and spectral distinctiveness of many
pulsed versus continuous sounds, vocalizations that possess
combinations may be arbitrarily separated into different
components. Therefore, it is unlikely that the combination
categories would have been arrived at through subjective

TABLE I. The mean similarity/correlation between each cluster of the train-
ing set and each of the five unit’s weight vector. Within-category similarities
are in the main diagonal; all other cells show between-category similarities.
This table highlights the ability of the competitive neural network to form
maximally distinct categories.

Weight 1 Weight 2 Weight 3 Weight 4 Weight 5

Cluster 1 0.81 0.06 20.58 0.45 20.70
Cluster 2 0.06 0.63 20.08 20.11 0.05
Cluster 3 20.53 20.08 0.70 0.07 0.33
Cluster 4 0.42 20.22 0.07 0.74 20.59
Cluster 5 20.67 0.07 0.33 20.61 0.74

TABLE II. The mean similarity/correlation between each cluster of the test
set and each of the five unit’s weight vector. When the trained network is
presented with novel vocalizations, very similar patterns of similarity/
dissimilarity are found as compared to the training set~Table I!.

Weight 1 Weight 2 Weight 3 Weight 4 Weight 5

Cluster 1 0.75 0.09 20.60 0.35 20.62
Cluster 2 0.07 0.59 20.05 20.07 0.01
Cluster 3 20.52 20.09 0.72 0.12 0.29
Cluster 4 0.41 20.11 0.04 0.68 20.58
Cluster 5 20.66 0.07 0.31 20.61 0.73
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classification techniques such as aural analysis of visual
analysis of spectrograms. For example, if aural analysis were
used, a whistle that suddenly changed into a pulse train~see
Murray et al., 1998, for examples! might be classified into
two separate vocalizations: a whistle immediately followed
by a pulse train. However, with the short-time duty-cycle
measure, the continuity of the vocalizations was preserved.
The use of an objective measure of signal type allows for a
different definition of a single vocalization: an uninterrupted
~in time! sound emission as opposed to a certain subjective
class of vocalization~e.g., whistle or pulse train!. Such a
definition is likely more functionally relevant because it is
defined by the vocalizing animal and not by the subjective
judgment of a human listener.

The categories developed by the self-organizing feature
map complemented the results obtained with the competitive
network. The types of weight vectors observed in the com-
petitive network were also seen in the feature map. Addition-
ally, the input distribution patterns~i.e., input clustering!
were very similar in both the competitive and feature map
networks. Both types of networks demonstrated that the self-
organizing approach, using the two types of inputs~duty
cycle and peak frequency!, is a very effective way of catego-
rizing dolphin vocalizations.

Though the results of the two types of networks were
complementary, each has its own advantages. The competi-
tive network was effective in finding the minimum number

of potential categories in the data set. Additional character-
istics were revealed by the feature map, such as the relative
distribution of the input space~through category redundancy!
and the topological relationships between categories.

The neural network classification scheme presented here
is easily amenable to different types of acoustic signal rep-
resentations. For example, there may be other relevant di-
mensions, such as signal duration, which may be important
to include in future implementations of these networks. Like-
wise, some investigators may only want to consider a certain
duty-cycle category~e.g., whistles! in their analysis. Such
networks could limit their inputs to relevant spectral features

FIG. 3. The distribution of the duty-cycle and peak-frequency input space
over the topology depicted in Fig. 2. Most of the input vectors of both the
training set and test set clustered in the right-middle~ascending whistles!
portion of the topology and in the lower-left portion~pulse trains!. The two
distributions have a Pearson’s correlation of 0.89, meaning that the distri-
bution of the input space in the trained network is generalizable to novel
vocalizations.

FIG. 2. The topology of the input space using duty-cycle and peak-frequency values. Thex axis in each plot represents the element number of each weight
vector. The first 30 elements represent duty cycle and the elements 31 to 60 represent peak frequency. They axis represents scaled and normalized duty-cycle
and peak-frequency values, where zero represents the grand mean. Units on the right/middle side of the topology have relatively high duty cycle and ascending
peak frequency~ascending whistles!. Units in the lower-left portion have low duty cycle and relatively high peak frequency~high-frequency pulse trains!.
Also, units that are close to each other have similar-looking weight vectors.
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~e.g., fundamental frequency!. Overall, the networks are very
flexible, and it is ultimately up to the investigator to deter-
mine which inputs are most relevant to his or her particular
classification task.

In summary, the techniques used in this study provide a
unique and objective method for classifying cetacean vocal-
izations. Forming simple categories using self-organizing
networks can facilitate comparisons between different spe-
cies and different behavioral contexts, as well as aid in the
development of functional models of cetacean vocalizations.
The ability of self-organizing networks to ‘‘search’’ for in-
herent relationships in the data and form categories based on
those relationships makes them well-suited for classifying
animal vocalizations.

ACKNOWLEDGMENTS

This study was conducted as part of an M.A. program at
the University of Hawaii, and was made possible through the
support of Marlee Breese, formerly of Sea Life Park, Oahu.

1The use of the term ‘‘vocalization’’ in this paper is not meant to imply that
vocal folds are necessarily the mechanism producing the sounds. It is used
as a general term for dolphin sounds that are internally generated via air-
flow in the head region.

Au, W. W. L., and Nachtigall, P. E.~1995!. ‘‘Artificial neural network
modeling of dolphin echolocation,’’ inSensory Systems of Aquatic Mam-

mals, edited by R. A. Kastelein, J. A. Thomas, and J. A. Thomas~De Spil,
The Netherlands!, pp. 183–199.

Buck, J., and Tyack, P.~1993!. ‘‘A quantitative measure of similarity for
Tursiops truncatussignature whistles,’’ J. Acoust. Soc. Am.94, 2497–
2506.

Dawson, S., and Thorpe, C.~1990!. ‘‘A quantitative analysis of the sounds
of Hector’s Dolphin,’’ Ethology86, 131–145.

Dayhoff, J. E.~1990!. Neural Network Architectures: An Introduction~Van
Nostrand Reinhold, New York!.

Demuth, H., and Beale, M.~1993!. Neural Network Toolbox~The Math-
Works, Inc., Natick, Massachusetts!.

Huang, Z., and Kuh, A.~1992!. ‘‘A combined self-organizing feature map
and multilayer perceptron for isolated word recognition,’’ IEEE Trans.
Signal Process.11, 2651–2675.

Itakura, F. ~1975!. ‘‘Minimum prediction residual principle applied to
speech recognition,’’ IEEE Trans. Acoust., Speech, Signal Process.23,
67–72.

Kohonen, T. ~1988!. ‘‘The ‘neural’ phonetic typewriter,’’ Computer21,
11–22.

McCowan, B. ~1995!. ‘‘A new quantitative technique for categorizing
whistles using simulated signals and whistles from captive bottlenose dol-
phins ~Delphinidae, Tursiops truncatus!,’’ Ethology 100, 177–193.

Mehrotra, K., Chilukuri, K. M., and Sanjay, R.~1997!. Elements of Artificial
Neural Networks~MIT, Cambridge, MA!.

Murray, S. O., Mercado, E., and Roitblat, H. L.~1998!. ‘‘Characterizing the
graded structure of false killer whale~Pseudorca crassidens! vocaliza-
tions,’’ J. Acoust. Soc. Am.104, 1679–1688.

Roitblat, H. L., Moore, P. W. B., Nachtigall, P. E., Penner, R. H., and Au,
W. W. L. ~1989!. ‘‘Natural echolocation with an artificial neural net-
work,’’ Int. J. Neural Syst.1, 239–247.

Walker, A., Fisher, R. B., and Mitsakakis, N.~1996!. ‘‘Singing maps: clas-
sification of whale-song units using a self-organizing feature mapping al-
gorithm,’’ DAI Research Paper No. 833.

3633 3633J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Murray et al.: Neural network classification



The effect of abdominal wall morphology on ultrasonic pulse
distortion. Part I. Measurements

Laura M. Hinkelmana)

Department of Electrical Engineering, University of Rochester, Rochester, New York 14627

T. Douglas Mast
Applied Research Laboratory, The Pennsylvania State University, University Park, Pennsylvania 16802

Leon A. Metlay
Department of Pathology and Laboratory Medicine, University of Rochester Medical School, Rochester,
New York 14642

Robert C. Waag
Departments of Electrical Engineering and Radiology, University of Rochester, Rochester, New York 14627

~Received 14 December 1997; revised 13 July 1998; accepted 17 August 1998!

The relative importance of the fat and muscle layers of the human abdominal wall in producing
ultrasonic wavefront distortion was assessed by means of direct measurements. Specimens
employed included six whole abdominal wall specimens and twelve partial specimens obtained by
dividing each whole specimen into a fat and a muscle layer. In the measurement technique
employed, a hemispheric transducer transmitted a 3.75-MHz ultrasonic pulse through a tissue
section. The received wavefront was measured by a linear array translated in the elevation direction
to synthesize a two-dimensional aperture. Insertion loss was also measured at various locations on
each specimen. Differences in arrival time and energy level between the measured waveforms and
computed references that account for geometric delay and spreading were calculated. After
correction for the effects of geometry, the received waveforms were synthetically focused. The
characteristics of the distortion produced by each specimen and the quality of the resulting focus
were analyzed and compared. The measurements show that muscle produces greater arrival time
distortion than fat while fat produces greater energy level distortion than muscle, but that the
distortion produced by the entire abdominal wall is not equivalent to a simple combination of
distortion effects produced by the layers. The results also indicate that both fat and muscle layers
contribute significantly to the distortion of ultrasonic beams by the abdominal wall. However, the
spatial characteristics of the distortion produced by fat and muscle layers differ substantially.
Distortion produced by muscle layers, as well as focal images aberrated by muscle layers, show
considerable anisotropy associated with muscle fiber orientation. Distortion produced by fat layers
shows smaller-scale, granular structure associated with scattering from the septa surrounding
individual fat lobules. Thick layers of fat may be expected to cause poor image quality due to both
scattering and bulk absorption effects, while thick muscle layers may be expected to cause focus
aberration due to large arrival time fluctuations. Correction of aberrated focuses using time-shift
compensation shows more complete correction for muscle sections than for fat sections, so that
correction methods based on phase screen models may be more appropriate for muscle layers than
for fat layers. © 1998 Acoustical Society of America.@S0001-4966~98!05911-6#

PACS numbers: 43.80.Cs, 43.80.Vj, 43.58.Ry, 43.20.Fn@FD#

INTRODUCTION

The relationship between abdominal wall tissue struc-
ture and image quality in transabdominal ultrasonography is
a subject of considerable lore and speculation. For instance, a
widely held belief among clinical ultrasonographers and ul-
trasound researchers is that poor ultrasonic image quality is
primarily associated with obesity.1–3 Although this belief has
some scientific basis, at least because increased body wall
thickness should cause greater attenuation of the ultrasound
beam in transabdominal imaging, most of the evidence sup-

porting this theory is anecdotal. Some clinicians and re-
searchers maintain that poor ultrasonic image quality does
not directly correspond to obesity in general, that is, that
image quality depends on the individual’s body wall struc-
ture. For example, while many obese individuals are difficult
to image, some thin but muscular individuals also produce
poor ultrasonic image quality.4,5 Very little scientific study
has been conducted to relate the characteristics of abdominal
wall morphology to ultrasonic aberration.

In one clinical study,5 the quality of abdominal B-scans
from 140 people was correlated with various body character-
istics. Although obesity was associated with poor image
quality in this study, it was not considered to be a direct
cause of reduction in image quality. In most cases, the upper

a!Current address: Department of Meteorology, The Pennsylvania State Uni-
versity, University Park, Pennsylvania 16802.
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layers of the abdominal wall imaged well, even when the
deeper organs were obscured in the images. For this reason,
the authors suggested that muscle may contribute signifi-
cantly to the formation of distortion. Other factors associated
with poor images included atherosclerosis, lower limb pa-
ralysis, and the presence of ribs, intestinal gas, or an apo-
neurosis~tissue joining two muscle groups! in the acoustic
path.

Several groups have studied the importance of fat and
muscle layers by using pork tissue to simulate the human
abdominal wall.3,6,7 In the study reported in Ref. 6, pork fat
and a combination of pork fat and muscle were found to
decrease mean grey level in ultrasonic images of a tissue-
mimicking phantom. In addition, a thick layer of fat was
observed to produce an ‘‘unsharp image,’’ while muscle
alone seemed to have little effect on image quality. In a
related study,7 signals were received from a disc transducer
placed in the thoracic cavity of an anesthetized pig by a
phased array outside the pig’s abdomen. The pig’s abdomi-
nal wall was removed in sequential layers, and images were
made at each depth. Removal of the complete abdominal
wall resulted in significant improvement of image quality,
but no individual layer was found to cause the bulk of the
image degradation. Instead, removal of each consecutive
layer resulted in an incremental reduction of distortion.5 In a
similar in vitro study,3 separate pork fat and muscle samples
were found to slightly raise the sidelobe levels of an ultra-
sonic beam at human body temperature. Similar levels of
distortion were measured for a larger sample, containing a
layer of fairly homogeneous muscle and two layers of fat.
Much higher levels of distortion were detected for another
specimen in which the muscle was marbled with fat.

Some insight into the relationship between distortion
caused by animal tissues and the human abdominal wall is
provided by the study reported in Ref. 8. In this study,
samples of pork muscle, pork fat, and a combination of these
did not produce distortion similar to that measured for the
human abdominal wall. However, heavily marbled beef did
cause significant distortion, including both phase and wave
shape aberrations. Simple time-shift compensation was un-
able to improve images subjected to distortion produced by
heavily marbled beef or by the human abdominal wall. These
results, considered together with those from Refs. 3, 6, and 7
above, show that studies of ultrasonic distortion caused by
animal tissue should be interpreted with caution when char-
acterization of ultrasonic distortion effects in humans is de-
sired. The studies indicate that animal tissues may not, in
general, accurately mimic ultrasonic distortion processes oc-
curring in human tissues, but that certain animal tissues~e.g.,
muscle tissue that is marbled with fat3,8! may provide rea-
sonable approximations.

Taken together, published studies provide mixed experi-
mental evidence that tissue structures other than fat signifi-
cantly contribute to ultrasonic distortion in the human body
wall. Since the prospects for adaptive correction of ultrasonic
aberration depend on both the physical causes of the distor-
tion and the locations at which the distortion is incurred, it is
important that the source of wavefront distortion be accu-
rately known. For example, if both fat and muscle layers

cause significant distortion, single phase screen models9–15

may be inappropriate for modeling distortion through the
abdominal wall. Likewise, if internal structure within the
layers of the human abdominal wall proves to be important
to ultrasonic image degradationin vivo, correction algo-
rithms based on homogeneous-layer models4,16,17 will pro-
vide suboptimal improvement in image quality.

One barrier to understanding wavefront distortion
mechanisms has been an apparent lack of information re-
garding the structure of the human abdominal wall and the
type of distortion this morphology could be expected to pro-
duce. For example, tissues such as fat and muscle are com-
monly assumed to be homogeneous rather than possessing
internal structure.4,9,16,18–20Both muscle and fat are, in fact,
comprised of smaller tissue units organized together.20–22

For this reason, fat and muscle layers can both produce dis-
tortion. Since the structures are different, distortion produced
by these two tissues may be expected to have different spa-
tial characteristics. Such differences have been observed in
some experimental studies involving sections of the human
abdominal wall.23 A related study of simulated ultrasonic
propagation through human abdominal wall cross
sections24,25 suggests that muscle and fat affect propagating
ultrasonic wavefronts differently. This study also indicates
that ultrasonic wavefront distortion is caused by a combina-
tion of strong scattering and large-scale sound-speed varia-
tions.

The present paper reports an experimental study of the
relative effects of the muscle and fat layers of the abdominal
wall on ultrasonic pulses. The purpose of this study was to
investigate how specific morphologic features of the abdomi-
nal wall affect ultrasonic image quality. Answers to this
question, provided in part by this paper and the companion
simulation paper,26 will help to determine the types of cor-
rection procedures that are most effective and the limitations
of these procedures.

I. ABDOMINAL WALL ANATOMY

Most previous models of tissue structure employed in
medical ultrasound have been based on oversimplifications
of human anatomy. Accurate understanding of abdominal
wall morphology is critical to the development of meaning-
ful models for ultrasound–tissue interactions in the abdomi-
nal wall, as well as to the development of improved algo-
rithms for aberration correction in ultrasonic imaging. For
these reasons, the morphologic features of the abdominal
wall relevant to medical ultrasonic imaging are summarized
below. This description of the abdominal wall is employed in
this study to interpret measured distortion from whole ab-
dominal wall specimens as well as individual fat and muscle
layers. The already noted companion paper26 employs this
description as the basis for the propagation model used in the
simulations reported there. Further details can be found in
standard references on human anatomy such as Refs. 21, 22,
and 27.

A typical abdominal wall specimen used in this study
~specimen 101a! is shown in Fig. 1. The skin, fat, and muscle
sections are readily apparent in the view showing the skin
surface@Fig. 1~a!#. In this case, the fat layer is more than
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twice the thickness of the muscle layer. The black lines are
remnants of markings used to position the tissue in measure-
ments. The opposite side of the same specimen@Fig. 1~b!#
shows a clear view of the peritoneum, the thick membrane
that lines the inner surface of the abdominal wall. It is also
apparent that the muscle layer is not uniform. In this case, a
portion of the muscle section consists largely of fat. Some
retroperitoneal fat is also evident in the back left corner of
the specimen. Even with this fat section attached under the
peritoneal membrane, however, the peritoneal surface ap-
pears smooth, as does the skin surface.

The muscle and fat sections of specimen 113 are shown
after separation in Fig. 2. Panel~a! shows the fat section with
the skin facing upward and the muscle section in the same
orientation, exposing the sheet of connective tissue that sepa-
rated the layers. Since the surface of this membrane was
originally attached to both the fat and muscle layers, the
fat–muscle interface was smooth before dissection. Although
the layers do not separate absolutely cleanly, the surface ir-
regularities caused by the separation are small. An aponeuro-
sis ~sheet of tissue joining two muscle groups! appears as a
light-colored vertical band visible through the membrane in
the muscle section. Panel~b! depicts the underside of the fat
layer, revealing lobules of subcutaneous fat, as well as the
underside of the muscle section, showing the peritoneum and
some retroperitoneal fat.

A closer view of fat structure in specimen 65 is given in
panel~a! of Fig. 3. Although fat cells contain solidified drops
of oil, fat tissue is shown in panel~a! to have additional
structure. Subcutaneous fat is composed of loose fat cells
held together in lobules by thin septa of fibrous tissue. The
lobules are usually 2.5–7.5 mm across and are approxi-
mately ovoid or spherical. In the illustration, ovoid lobules

FIG. 1. Abdominal wall specimen 101a before dissection.~a! View with
skin facing upward.~b! View with peritoneum and retroperitoneal fat facing
upward. Markings are at intervals of 1 cm.

FIG. 2. Individual layers of abdominal wall specimen 113.~a! Views show-
ing skin in the fat section~above! and fascia in the muscle section~below!.
~b! Views of the opposite sides of each layer, showing subcutaneous fat in
the fat section~above! and the peritoneum with retroperitoneal fat in the
muscle section~below!.

FIG. 3. Magnified view of abdominal wall features in specimen 65.
~a! Subcutaneous fat lobules.~b! Muscle layer, with peritoneum drawn back
to expose an aponeurosis.
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appear to be oriented with long axes parallel to each other.
The subcutaneous fat layer of the human abdominal wall is
commonly 0.5–6.0 cm thick. The thickness may vary slowly
with position across the abdomen. As mentioned above, fat
can also occur below the peritoneum or as deposits within
muscle. The speed of sound in fat is about 1.48 mm/ms at
body temperature.24

Collagen-containing materials that connect and support
organs and tissues of the body are termed connective tissue.
The various connective tissue structures serve as surfaces to
which the other tissues bind and thus give form to the body.
The skin and aponeuroses are examples of dense connective
tissue while the membranes that surround fat lobules are a
form of loose connective tissue. The skin is composed of a
lower layer, the dermis, which is composed of dense collag-
enous connective tissue, and a thin upper layer, the epider-
mis. The skin has approximately uniform thickness for each
specimen but varies from 1–3 mm thick among individuals.
Aponeuroses, which join muscle sections, are made up of
highly organized dense collagenous connective tissue. The
connective tissue fibers in aponeuroses run parallel to the
lines of stress in the body. Tendinous intersections in the
rectus abdominus, like that shown in Fig. 3~b!, may be con-
sidered aponeuroses, although they tend to be less substan-
tive. In the specimens we have examined, the connective

bands in the rectus abdominus have been dominated by fat,
probably because of the age of the specimen donors. Other
connective tissue in the abdominal wall includes extensive
sheets known as fasciae that envelop bundles of muscle fi-
bers and are somewhat looser than aponeuroses. The perito-
neal lining also rests on a thin layer of dense connective
tissue. A nominal sound speed value previously employed
for skin, fascia, and membranes within the abdominal wall is
1.613 mm/ms.24

Muscle cells, which are tubular and fluid filled, with
complex fibrils, are bound into bundles by collagenous tis-
sue. The fibrous structure of muscle tissue can be observed in
Fig. 3~b!. Small bundles of muscle fibers are bound together
to form larger groups, including the rectus abdominus and
the external, internal, and transverse obliques. Because of the
arrangement of muscle groups and their segmentation, the
overall muscular structure varies throughout the abdominal
wall. In addition, muscles are not homogeneous as they can
have fatty infiltrations~analogous to ‘‘marbling’’ in beef!
and variable connective tissue content in addition to fasciae
and aponeuroses. A typical sound speed for muscle, mea-
sured perpendicular to the fibers, is 1.547 mm/ms.24

The relative positions and orientations of muscle groups
appearing in the human abdominal wall are sketched in
Fig. 4 and briefly described below. The rectus abdominus,

FIG. 4. Sketch of muscle groups in the human abdominal wall.~a! Cross section showing relative positions of all muscle groups.~b! External oblique and
rectus abdominus.~c! Internal oblique and rectus sheath.~d! Transversus abdominus~transversalis!, rectus sheath, and rectus abdominus~to left of linea alba!.
Adapted from Ref. 27.
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whichconsists of two bands of muscle running vertically
along the midline of the abdominal wall, is separated into
sections by at least three horizontal or zigzagged aponeuro-
ses. The rectus abdominus is enclosed by layers of connec-
tive tissue, called the rectus sheath. At both medial~outer!
margins of the rectus muscles, the rectus sheath joins the
aponeuroses of the internal and external oblique groups.
Muscle fibers of the external oblique group run diagonally
downward and inward from the side of the torso below the
arm to their aponeurosis. The internal obliques, which lie
beneath the external obliques, run diagonally upward and
inward from the iliac crest to their own aponeurosis or to the
ribs. The fibers of the external obliques are roughly perpen-
dicular to those of the internal obliques. The transversus ab-
dominus muscles lie below the internal obliques and are ori-
ented approximately horizontally. At the midline of the
body, between the rectus abdominus muscles, is the linea
alba, where the peritoneum joins with the aponeuroses of the
internal and external obliques and the transversus abdominus
as well as with other connective fasciae. In this region and
just beyond the medial margins of the rectus abdominus,
there is usually no muscle present in the abdominal wall.

The abdominal wall also contains a variety of blood ves-
sels which generally lie in the plane of the abdominal wall.
Blood vessels are present in a range of sizes and are com-
posed primarily of connective tissue and muscle. Other
smaller components of the abdominal wall, such as nerves
and hair follicles, are neglected in this study.

II. METHOD

A. Measurements

Six fresh unfixed specimens of the upper abdominal wall
were obtained from autopsy and stored at220°C. The six
specimen donors ranged in age from 57 to 85 with an aver-
age age of 71 years. Four died of cardiac failure, one of
stroke, and the last of Alzheimer’s disease. Five of the do-
nors were male and one was female. None of the donors was
significantly overweight.

Each specimen was thawed by immersion in room-
temperature saline solution and reference lines for position-
ing were ruled on the specimen surface with India ink. The
specimen was then pressurized to 345 MPa~500 p.s.i.! for
one half-hour to ensure that no air bubbles were present
within the tissue.~This pressurization technique has previ-
ously been shown to remove bubbles that cause significant
ultrasonic scattering.28,29! The wavefront distortion produced
by the whole specimen was then measured using the proce-
dure and equipment detailed in Ref. 30 and highlighted here
for convenience. The specimen was suspended with the skin
upward between 7.5-mm-thick polyimide membranes in a
water tank electronically maintained at 37.0°C. Ultrasonic
pulses with a nominal center frequency of 3.75 MHz were
emitted from a custom-made, 13-mm-diam hemispheric
source placed approximately 165 mm below the specimen.
Data were recorded on each of the 128 elements of a 3.75-
MHz linear array positioned 5–10 mm above the specimen’s
skin surface. A foam mask was used to reduce the elevation
dimension of the receiving array, so that the active area of

each element measured 0.7231.44 mm2. The array was
physically translated 32 times in the elevation direction to
obtain data for a 92.16346.08 mm2 aperture. The position of
each measurement relative to the markings on the speci-
men’s skin was noted. The peak-to-peak insertion loss of the
specimen was also measured in several locations by compar-
ing waveform maxima for signals recorded through the tis-
sue and through a water path.

After distortion data had been collected for the entire
specimen, the specimen was removed from the measurement
chamber and separated into two sections. This was accom-
plished by carefully dividing the specimen at the septum
between the subcutaneous fat and the muscle layer with a
scalpel. In general, the distinction between those layers was
quite clear. However, because the septum itself is thin, it was
not divided but remained entirely with one of the layers,
whichever proved easier at the time. During this dissection,
care was taken not to disturb the markings on the skin. Ad-
ditional markings were added on the top surface of the
muscle layer corresponding to those on the skin. The first of
the resulting sections contained the skin and subcutaneous
fat, and will be referred to as the ‘‘fat’’ section. The other
consisted of the remainder of the specimen from beneath the
subcutaneous fat down to and including the parietal pleura.
This section consisted mainly of muscle but also included
fatty intrusions, blood vessels, and connective tissue. This
section will be referred to as the ‘‘muscle’’ section.

Distortion measurements were made for the individual
layers. The protocol used was the same as that described for
the intact specimens. The muscle layer was measured first. It
was inserted with the mount at the same height as was used
for the whole specimen, so that the distance between the
layer and each transducer was the same for this layer as
when the muscle layer was part of the whole specimen.
When the fat layer was measured, the mount was placed as
before but the receiving transducer was lowered to ensure
that the separation of the receiver and the skin surface was
the same as in the original measurement. This allowed the
configuration to be maintained as much as possible without
requiring extensive changes between measurements. The re-
sulting small reduction in distance between the source and
specimen did not significantly affect the measurements be-
cause the hemispheric source transducer induced an incident
field comparable to that of a point source far from the speci-
men. The India ink marks on the surface of each muscle and
fat layer were used to align the layer laterally in the mount as
it had been for the original whole specimen measurement.

Water path measurements were made before and after
each specimen measurement series to serve as a reference
and to characterize system effects.

B. Data processing

The received wavefronts were characterized as in previ-
ously reported measurements.31 The processing methods are
briefly summarized here. A reference waveform was created
for each set of data by averaging those waveforms that met a
cross-correlation criterion for similarity. This reference pulse
was cross-correlated with all the measured waveforms to
produce an arrival time surface from which questionable out-
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lying points were removed by smoothing. A two-
dimensional fourth-order polynomial fit to the arrival time
surface was used to window the original waveforms. A new
arrival time surface was then obtained by repeating the ar-
rival time estimation procedure using the windowed data.
The effects of measurement geometry were removed by sub-
tracting a best~least mean square error! fit two-dimensional
fourth-order polynomial from the calculated arrival times to
yield the arrival time fluctuations across the aperture. Energy
level variations were calculated by integrating the squared
amplitudes of the samples in each windowed waveform, con-
verting the results to decibel units, and subtracting a fitted
two-dimensional, fourth-order polynomial from the result.
The waveform similarity factor12 was computed using all the
windowed waveforms throughout the aperture to provide a
measure of the variability of waveform shape characteristics.

The arrival time and energy level variations determined
for each data set, including the whole and sectioned speci-
mens, were displayed as two-dimensional grayscale plots
and their magnitude was described by computation of rms
values. The spatial variability of the maps was described by
the full-width half-maximum correlation lengths of the ar-
rival time fluctuations and the energy level fluctuations in the
array and elevation directions. To characterize anisotropy of
wavefront distortion, aspect ratios were computed in each
case as the ratio of the larger correlation length to the smaller
correlation length. Average insertion loss values for the
specimens were also computed.

Wavefronts were synthetically focused using a direct
implementation of the time-domain Rayleigh integral. In this
method, the time history of an ultrasonic pressure field is
calculated in an image plane located 180 mm from the re-
ceiving aperture. Received wavefronts were spatially
apodized using Hamming windows in elevation and azimuth.
Waveforms from individual array elements, modeled as
monopole sources on an infinite rigid baffle, were then com-
bined according to the formula32

p~x,y,t !5
r

2pE E v̇n~xs ,ys ,t2R/c1R0 /c!

R
dxs dys ,

~1!

wherep(x,y,t) is the acoustic pressure in the image plane,r
is the ambient density,vn(xs ,ys ,t) is the normal velocity in
the source plane~defined here to be directly proportional to
the waveform signal!, and R5A(x2xs)

21(y2ys)
21z2 is

the distance from a point (x,y,z) in the image plane to a
point (xs ,ys,0) in the source plane. An additional delay, rep-
resented in Eq.~1! by the distanceR05Axs

21ys
21z2, causes

the wavefront to be focused at the center of the image plane
at the timet50. The geometry for the synthetic focusing
implementation is essentially that sketched in Fig. 1 of Ref.
11.

In the numerical implementation of Eq.~1!, the time
derivative v̇ was evaluated using the second-order-accurate
finite difference expression

v̇~xs ,ys ,t !'
v~xs ,ys ,t1Dt !2v~xs ,ys ,t2Dt !

2Dt
, ~2!

whereDt is the sampling time of 0.05ms. Focal-plane wave-
forms were then computed by evaluating the integral in Eq.
~1! as a discrete summation over all the aperture elements.
Linear interpolation of source waveforms was employed to
combine signals at common instants in the image plane.
Pressure time histories were computed for 128 temporal
samples, 120 image points in the aperture direction, and 80
image points in the array direction, using a time step of
0.05ms and a spatial step of 0.4688 mm.

Focal quality was evaluated using effective widths in the
array, azimuth, and time directions for levels210 and
220 dB down from the peak amplitude. These effective
widths were calculated using maximum-amplitude projec-
tions of analytic envelopes for the pressure signals, as in Ref.
11. Peripheral energy ratios, defined as the ratio between the
integrated pulse energy outside a reference ellipsoid to the
integrated pulse energy inside the ellipsoid,11 were calculated
for the210-dB effective widths. As in Ref. 11, the reference
ellipsoid was defined to be centered at the position of peak
amplitude and the ellipsoid width along each axis was equal
to the 210-dB effective width in the corresponding direc-
tion.

III. RESULTS

Arrival time and energy level fluctuation maps for the
measured muscle, fat, and whole abdominal wall sections are
shown in Fig. 5. The distortion produced by the fat and
muscle layers have distinctly different spatial characteristics.
The muscle layers produce distortion patterns having clearly
oriented features. In most cases, a pattern of parallel stria-
tions is present. This is frequently overlaid with a few high-
contrast curvilinear features, generally perpendicular to the
underlying striations. The arrival time and energy level fluc-
tuation maps for the fat layers, on the other hand, appear to
consist almost entirely of small granular structures. On the
scales used here, the energy level fluctuation maps display
higher contrast when compared to the arrival time fluctuation
maps. The maps for the whole specimens combine the char-
acteristics of both layers in varying proportions. The stria-
tions and strong patterns of the muscle fluctuation maps are
blended with the granular patterns caused by the fat layer.
Shifts in locations of features in the whole and section dis-
tortion maps are mainly attributed to slight differences in
specimen position in the sequential layer measurements.

The differences in the distortion maps produced by the
different tissue sections are closely related to the differences
in the structure of these layers. Inspection of the specimens
indicated that most striations seen in the muscle layer distor-
tion maps run parallel to muscle fibers. The white bands
correspond to the positions of aponeuroses at the muscle
connection points. Similarly, the granular patterns of the fat
distortion maps are reminiscent of the arrangement of fat
lobules. The results for the whole specimens contain features
present in the results for each of the corresponding individual
sections. These observations lead to the simple conclusion
that the spatial characteristics of distortion produced by tis-
sue structures resemble projections of the structures them-
selves.
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The statistics given in Table I quantitatively describe the
distortion illustrated in Fig. 5. Mean distortion values for five
water path measurements, which characterize the influence
of the measurement system, are also given for comparison.
The aspect ratios of the distortion produced by the muscle
layers ~mean values 1.84 for arrival time fluctuations and
2.50 for energy level fluctuations! reflect the anisotropy evi-
dent in the distortion maps. The correlation lengths for ar-
rival time fluctuations produced by the muscle sections are
greater than those for the energy level variations. The distor-

tion maps produced by the fat layers are also somewhat an-
isotropic: average aspect ratios for the arrival time and en-
ergy level fluctuations are 1.54 and 1.45, respectively.
Although some anisotropy may result from the element di-
mensions~the array direction pitch was half the elevation
direction pitch!, the computed aspect ratios are consistent
with the ovoid appearance of fat lobules seen in Fig. 3. Cor-
relation lengths for fat layers are significantly smaller than
those for the muscle layers and are not preferentially aligned
with respect to the muscle fibers. This decrease in correlation

FIG. 5. Distortion maps for six abdominal wall specimens and their individual muscle and fat layers. Energy level fluctuations~ELF! and arrival time
fluctuations~ATF! are shown for the muscle layers~M!, fat layers~F!, and whole specimens~W!. The ATFs are shown on a linear gray scale with white
indicating a delay of 150 ns and black indicating an advance of 150 ns. Log-compressed ELFs are shown on a gray scale with white indicating an increase
of 10 dB and black indicating a decrease of 10 dB. Each panel spans 128 elements~92.16 mm! in the horizontal~array! direction and 32 elements~46.08 mm!
in the vertical~elevation! direction.~a! Specimen 65.~b! Specimen 101.~c! Specimen 113.~d! Specimen 114.~e! Specimen 116.~f! Specimen 118.
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length reflects the relative size and shape of fat lobules and
muscle fibers as well as the absence of strong linear distor-
tion features, such as those produced by aponeuroses in the
muscle layer, from the fat layer distortion maps.

The data in Table I indicate that arrival time fluctuations
caused by muscle layers are significantly more severe than
those caused by fat layers. The average rms arrival time fluc-
tuation for muscle layers is 45.0 ns versus 29.4 ns for fat. Fat
layers produce slightly more energy level distortion than the
muscle layers. The arrival time and energy level distortion
produced by whole specimens is generally greater than that
produced by the individual layers. The arrival time fluctua-
tions are typically comparable to the geometric sum of the
rms arrival time distortion values of the individual layers.
However, in several cases, the arrival time or energy level
fluctuation for the whole specimen is smaller than one of the
fluctuations for the individual sections. Discussion of the
cause of this phenomenon, with support from simulation re-
sults, is given in the companion paper.26

The values of the waveform similarity factor for each
tissue specimen are also given in Table I. The values given

indicate that propagation through fat causes greater wave
shape distortion than does passage through muscle. The av-
erage wave shape distortion produced by propagation
through the whole specimens is significantly greater than that
found for one layer alone. Differences in arrival time or
overall pulse amplitude do not significantly affect the wave-
form similarity factor; however, the waveform similarity fac-
tor decreases when frequency components are selectively re-
moved from portions of the wavefront, as when energy is
scattered out of the direct path during propagation. Thus, the
increased wave shape distortion for fat layers suggests that
more energy is scattered away from the main propagation
direction by the fat layer than by the muscle layer.

Insertion losses for the measured specimens and their
subsections are reported in Table II. Both the average total
insertion loss and average loss per unit thickness~obtained
by dividing the average insertion loss by the average thick-
ness from Table I! are given for each specimen. These values
indicate the power loss that can be expected on each passage
of an ultrasonic beam through the abdominal wall or one of
its layers in medical imaging. An average insertion loss of

TABLE I. Wavefront distortion statistics for measured propagation. Statistics shown include specimen thicknesses, rms arrival time and energy level
fluctuations, correlation lengths~CL! of fluctuations in the array~x! and elevation~y! directions, aspect ratios~AR! of correlation lengths, and waveform
similarity factors. The mean and standard deviation values shown for correlation lengths~marked with asterisks! are statistics for the larger and smaller
correlation lengths, respectively, in each measurement.

Specimen Layer
Thickness

~mm!

Arrival time
fluctuations

Energy level
fluctuations

Waveform
similarity

factor
rms
~ns!

CLx

~mm!
CLy

~mm! AR
rms
~dB!

CLx

~mm!
CLy

~mm! AR

muscle 8.5 60.3 5.40 17.18 3.18 3.07 2.45 8.41 3.43 0.951
65 fat 9.8 31.1 1.51 2.17 1.44 3.85 1.55 2.14 1.38 0.946

whole 18.3 75.9 6.35 11.78 1.86 3.45 2.15 1.95 1.10 0.887

muscle 7.8 28.5 3.31 7.16 2.16 2.94 2.08 5.28 2.54 0.939
101 fat 13.0 26.8 6.07 5.53 1.10 2.78 2.86 2.00 1.43 0.947

whole 20.8 39.0 5.12 8.86 1.73 3.05 2.13 3.34 1.57 0.912

muscle 12.0 44.5 6.51 7.87 1.21 2.91 4.20 2.84 1.48 0.931
113 fat 17.8 51.6 1.38 2.57 1.86 2.68 1.30 2.30 1.77 0.802

whole 29.8 70.3 2.60 4.67 1.80 3.01 1.58 2.44 1.54 0.807

muscle 10.0 55.8 7.98 6.18 1.29 3.19 4.41 1.85 2.38 0.921
114 fat 17.5 21.5 1.96 3.94 2.01 2.85 2.26 3.71 1.64 0.956

whole 27.5 54.0 4.43 5.86 1.32 3.35 3.23 2.51 1.29 0.880

muscle 8.3 18.9 8.58 5.22 1.64 1.86 4.77 1.63 2.93 0.981
116 fat 9.5 21.9 3.18 4.90 1.54 2.88 1.99 2.53 1.27 0.965

whole 17.8 35.6 6.01 6.19 1.03 3.09 2.23 2.43 1.09 0.949

muscle 18.0 61.9 10.15 6.49 1.56 2.75 3.94 1.76 2.24 0.919
118 fat 14.3 23.5 1.65 2.11 1.28 2.71 2.07 2.46 1.19 0.914

whole 32.3 61.4 9.46 7.56 1.26 2.95 2.09 2.29 1.10 0.862

muscle 10.8 45.0 9.82* 5.52* 1.84 2.79 5.17* 2.10* 2.50 0.940
Mean fat 13.7 29.4 3.63* 2.54* 1.54 2.96 2.67* 1.86* 1.45 0.922

whole 24.4 56.0 7.81* 5.35* 1.50 3.15 2.65* 2.08* 1.28 0.883
water ••• 6.0 ••• ••• ••• 0.70 ••• ••• ••• 0.991

muscle 3.9 17.8 3.74* 1.21* 0.74 0.48 1.66* 0.46* 0.66 0.023
Standard fat 3.6 11.5 1.63* 1.61* 0.35 0.44 0.57* 0.36* 0.22 0.061
deviation whole 6.2 16.4 2.68* 1.72* 0.34 0.20 0.51* 0.31* 0.23 0.048

water ••• 0.8 ••• ••• ••• 0.07 ••• ••• ••• 0.001
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10.75 dB was measured for the six whole specimens. This
amounts to a loss of 4.23 dB for each centimeter of tissue.
Although the muscle and fat layers were nearly equally
thick, on average, the fat layers caused a mean loss of 8.14
dB while the muscle layers reduced the power by 4.90 dB.
The loss rate measured for the fat layers, at 5.43 dB/cm, was
27% higher than the rate of 4.27 dB/cm measured for the
muscle sections.

The effect of the measured distortion on focal quality is
evident in Fig. 6, which shows cross-sectionalx-y images of
the three-dimensional focal envelope along the plane of
maximum amplitude in the axial~z! direction. These images
are analogous to C-scan images of the effective point source
employed in the distortion measurements. All focuses shown
in Fig. 6 are much more aberrated than the corresponding
water-path focus, shown in Fig. 7. The water-path focuses
still show different focal widths in the array and elevation
directions because the synthesized aperture is larger in the
array direction than in the elevation direction. The corre-
sponding B-scan images, shown for comparison in Fig. 8,
show little aberration in the axial direction. In Fig. 6, both
muscle and fat sections are seen to cause significant degra-
dation of focus quality. The primary difference between fo-
cuses obtained through muscle layers and through fat layers
is that significant anisotropy appears in the muscle-layer im-
ages. This anisotropy is associated with the preferred direc-
tion of muscle fibers relative to the receiving aperture;

greater aberration generally occurs in the direction perpen-
dicular to the muscle fibers. The focus images obtained
through entire abdominal wall specimens show greater aber-
ration, including features caused by both the muscle and fat
sections.

Corrected focal images, obtained using time-shift com-
pensation of delay profiles determined with the reference
waveform method, are also shown in Figs. 6–8. Most of the
focal images aberrated by muscle layers are improved by
time-shift compensation more than those aberrated by fat
layers. In particular, time-shift compensation appears to re-
duce sidelobe levels more dramatically for muscle layers
than for fat layers. However, artifacts remaining in the cor-
rected images for the entire abdominal wall are associated
with aberrations due to both the muscle and fat layers. Time-
shift compensation has little effect on the axial characteris-
tics of the aberrated focuses or on any aspect of the water-
path focuses.

The characteristics of the synthetically computed fo-
cuses are summarized in Table III. Data is included for focal
images computed from wavefronts measured after propaga-
tion through each muscle layer, fat layer, and whole speci-
men. The average results for five water paths are also listed
for comparison. In each case, results are given for both the
original and time-shift compensated waveforms. Point reso-
lution is characterized by the210- and220-dB effective
widths in thex ~azimuth!, y ~array!, andz ~axial! directions,
while contrast resolution is characterized by the210-dB pe-
ripheral energy ratio. The focal effective widths are generally
greater in they direction than thex direction because of the
smaller size of the receiving array in the elevation direction.
Focuses are also wider in both directions parallel to aperture
than in the axial~time! direction, because the axial resolution
depends on the pulse length rather than the aperture size.

Differences in focal spot size between the different
specimens are small at210 dB, but clearly evident at
220 dB. Focus aberration produced by muscle is, on the
average, far greater than that produced by fat, although this
distortion is considerably greater in directions perpendicular
to the muscle fiber orientation. Aberration for the whole
specimens is somewhat greater than for the muscle layers.
However, time-shift compensation is much more effective
for the waveforms distorted by muscle layers than for those
that passed through only the fat. On the average, time-shift
compensation improved the220-dB widths for the muscle
paths by 70.3% and 57.4% in the array and elevation direc-
tions, respectively. The corresponding improvements for the
fat-layer paths were 48.1% and 13.1%, respectively. Time-
shift compensation was so effective for the muscle layers
that, although muscle layers exhibited greater time-shift dis-
tortion, the averagex and y effective widths for corrected
focuses were smaller for the muscle layers than the fat lay-
ers. Focuses obtained through water paths were affected only
slightly by time-shift compensation, indicating that any time-
delay differences associated with nonuniformities in the ele-
ments or electronics were small.

Time-shift compensation was also effective in reducing
the size of the focuses obtained for the waveforms that had
passed through the whole specimens. An average improve-

TABLE II. Measured insertion loss values. The average and standard de-
viation for each specimen are shown together with values per unit thickness,
obtained by dividing the average insertion loss by the average thickness
from Table I.

Specimen Layer
Average

~dB!

Standard
deviation

~dB!
Average/Thickness

~dB/cm!

muscle 2.33 3.23 2.99
101 fat 4.61 1.97 3.55

whole 10.19 4.14 4.90

muscle 5.62 3.42 4.68
113 fat 16.68 1.81 9.37

whole 15.91 3.59 5.34

muscle 7.10 3.15 7.10
114 fat 6.71 2.71 3.83

whole 8.16 2.12 2.97

muscle 2.04 1.77 2.46
116 fat 4.20 2.71 4.42

whole 7.57 3.69 4.25

muscle 7.40 2.85 4.11
118 fat 8.52 2.82 5.96

whole 11.94 0.92 3.70

muscle 4.90 2.88 4.27
Mean fat 8.14 2.40 5.43

whole 10.75 2.89 4.23

muscle 2.57 0.66 1.81
Standard fat 5.08 0.47 2.39
deviation whole 3.36 1.34 0.94
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FIG. 6. Axial cross section~C-scan! images of synthetic focuses obtained from each entire specimen and its fat and muscle sections. Log-compressed analytic
envelopes of each C-scan are shown on a 50-dB dynamic range for muscle layers~M!, fat layers~F!, and whole specimens~W!. Both uncompensated
~Uncomp.! and time-shift compensated~TSC! images are shown. Each panel spans 56.26 mm in the horizontal~array! direction and 37.50 mm in the vertical
~elevation! direction.~a! Specimen 65.~b! Specimen 101.~c! Specimen 113.~d! Specimen 114.~e! Specimen 116.~f! Specimen 118.
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ment of about 73% was obtained in the array direction and
64% in the elevation direction. However, time-shift compen-
sation alone is not sufficient to reduce the focus size of
waveforms affected by whole specimens to the water-path
limit. The 220-dB effective widths of the corrected focuses
for the whole specimens average 12.1%, 18.0%, and 0.6%
larger than the water path focuses in the array, elevation, and
azimuth directions, respectively, so that the point resolution
of these images was not corrected to the limits associated
with the finite aperture size.

The210-dB peripheral energy ratio is a measure of con-
trast resolution that can be used to compare the quality of
focuses that are similar in width. Trends in these values gen-
erally follow the trends in focus size. That is, the average
peripheral energy ratio is larger~indicating a greater portion
of energy outside the main focal lobe! for the muscle layers
than the fat layers, but whole specimens exhibit a larger pe-
ripheral energy ratio than either group of individual layers.
After correction, the peripheral energy ratios for muscle lay-
ers and fat layers are comparable. However, the peripheral
energy ratios for all tissue specimens are still significantly
larger than those for the water paths before correction. Spe-
cifically, the peripheral energy ratios for the time-shift com-
pensated muscle, fat, and whole specimens average 41.0%,
35.9%, and 76.9% larger than the average value for the un-
compensated water paths.

IV. DISCUSSION

The effects of specific tissue features, noted also in the
case of the chest wall,33 are evident in the distortion maps
shown here. Most notable are the white streaks~correspond-
ing to locally delayed arrival of the wavefront! in the arrival
time fluctuation maps that correspond to aponeuroses or fi-
brous connections in the rectus muscles. These features are

apparent in the distortion maps of both the muscle and total
specimens. The association of wavefront delays with these
aponeuroses is explained by staining and pathological in-
spection, which indicate that these tissue structures are com-
posed largely of fat in the specimens employed in this study.
This is probably due to the age of the specimen donors in the
current study; aponeuroses occurring in younger individuals
may cause different distortion effects because more connec-
tive tissue and less fat may occur in these structures. Time-
shift fluctuations associated with these aponeuroses clearly
affect the focal images shown in Fig. 6. Aponeuroses were
also found to degrade image quality in Ref. 5.

Other tissue features that clearly affect distortion char-
acteristics and focus quality include fibrous muscle and sep-
tated fat. Muscle fibers cause anisotropy clearly visible in
arrival time and energy level distortion maps; these maps
appear similar to projections of the muscle fibers themselves.
Aberrated focuses show analogous anisotropy, with greater
distortion appearing perpendicular to the orientation of the
muscle fibers. Fat layers caused distortion with granular
characteristics similar to speckle in ultrasonic images, sug-
gesting that the distortion is primarily caused by inhomoge-
neities such as high-contrast septa within the subcutaneous
fat. This conclusion is supported by simulation results that
have shown arrival time variations and scattering associated
with septa24–26 and by experimental results34 that showed a
strong correspondence between connective-tissue content
and echogenicity in fatty tissue. Other connective tissue
structures, such as the fibers that compose fascia and mem-
branes between tissue layers, may also cause specific distor-
tion features, but full understanding of these effects requires
more complete analysis of dissected specimens.

Measured insertion losses were often significantly
higher than attenuation values available in the literature~at
3.75 MHz, typically 1.8 dB/cm for fat, 4.1 dB/cm for
muscle, and 5.9 dB/cm for connective tissue24!. This was
particularly true for the fat layers, for which an average in-
sertion loss of 5.43 dB/cm was obtained. The values were
also about two to three times higher than the estimated at-
tenuation of 0.5 dB/cm/MHz commonly used in ultrasonic
imaging of tissue. These discrepancies are most likely due to
contributions of scattering to the measured insertion losses.
Since insertion loss was determined from the peak value of
the received waveform within a short time window, scattered
energy that arrived after the initial wavefront was effectively

FIG. 7. Axial ~C-scan! cross section images of synthetic focuses obtained
through a representative water path. Images are shown in a format analo-
gous to that of Fig. 6.

FIG. 8. Cross-section~B-scan! images of synthetic focuses obtained from specimen 65 and a representative water path measurement.~a! Cross section taken
along the array direction, spanning 56.26 mm in width.~b! Cross section taken along elevation direction, spanning 37.50 mm in width. The vertical dimension
in each panel spans 9.75 mm in the depth~axial! direction. Log-compressed analytic envelopes of focal waveforms are shown on a gray scale with a 50-dB
dynamic range.

3645 3645J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Hinkelman et al.: Abdominal wall pulse distortion: Measurements



TABLE III. Focus properties for measured propagation. Effective widths are shown for the array~x!, elevation~y!, and axial~z! directions at levels of210
and220 dB. The peripheral energy ratios shown were computed using the210-dB widths.

Specimen Processing Layer

210-dB width
~mm!

220-dB width
~mm! Peripheral

energy
ratiox y z x y z

muscle 3.37 4.09 1.17 14.10 7.85 2.10 1.02
uncompensated fat 2.30 4.27 1.17 7.41 6.77 1.65 1.13

whole 6.62 5.68 1.18 18.69 23.41 2.94 1.95
65

muscle 2.30 4.09 1.19 4.54 6.15 1.63 0.59
tsc fat 2.18 4.20 1.18 3.20 6.08 1.58 0.52

whole 2.21 4.65 1.22 4.12 7.16 1.68 0.72

muscle 2.45 4.51 0.99 8.50 6.98 1.40 1.11
uncompensated fat 3.20 4.71 0.97 7.94 8.17 1.40 0.76

whole 3.28 4.98 0.91 5.86 8.18 1.48 1.38
101

muscle 2.21 4.31 1.06 3.31 6.29 1.46 0.58
tsc fat 2.32 4.59 1.02 3.57 6.97 1.41 0.45

whole 2.30 4.56 1.08 3.65 6.75 1.48 0.66

muscle 2.08 5.12 1.01 18.12 24.30 1.57 2.88
uncompensated fat 3.56 5.58 0.77 10.93 10.94 1.51 1.72

whole 5.94 5.79 0.79 20.42 20.38 1.91 2.71
113

muscle 2.12 4.29 1.07 3.48 6.72 1.47 0.70
tsc fat 2.73 4.99 1.11 4.44 8.52 1.52 0.72

whole 2.62 4.86 1.11 4.10 7.72 1.50 0.81

muscle 3.74 6.90 0.87 7.88 22.51 1.40 0.96
uncompensated fat 2.34 4.57 1.01 4.72 7.18 1.58 0.67

whole 4.06 8.50 0.87 13.21 36.72 2.67 2.72
114

muscle 2.50 4.40 1.01 3.91 7.45 1.43 0.43
tsc fat 2.26 4.50 1.05 3.36 6.78 1.55 0.44

whole 2.16 4.31 1.12 3.38 6.64 1.54 0.84

muscle 2.32 4.44 1.02 4.37 7.10 1.43 0.47
uncompensated fat 2.44 4.54 1.00 7.45 7.42 1.40 0.74

whole 3.17 4.87 0.97 9.05 8.28 1.40 0.96
116

muscle 2.24 4.21 1.02 3.47 6.27 1.43 0.32
tsc fat 2.30 4.31 1.01 3.86 6.45 1.41 0.44

whole 2.45 4.50 1.02 4.15 6.81 1.42 0.44

muscle 8.10 6.41 0.90 22.13 28.21 1.98 3.08
uncompensated fat 2.46 4.98 0.74 4.91 8.26 1.87 0.97

whole 10.15 8.96 1.18 18.56 22.86 2.49 1.25
118

muscle 2.25 4.42 0.76 3.61 8.42 1.34 0.70
tsc fat 2.39 4.80 0.76 4.07 7.54 1.70 0.60

whole 2.29 5.02 1.12 3.91 8.67 1.52 0.69

muscle 3.68 5.25 0.99 12.52 16.16 1.65 1.59
uncompensated fat 2.72 4.78 0.94 7.23 8.12 1.57 1.00

whole 5.54 6.46 0.98 14.30 19.97 2.15 1.83
water 2.22 4.18 1.04 3.47 6.18 1.51 0.39

Mean

muscle 2.27 4.29 1.02 3.72 6.88 1.46 0.55
tsc fat 2.53 4.57 1.02 3.75 7.06 1.53 0.53

whole 2.34 4.73 1.11 3.89 7.29 1.52 0.69
water 2.22 4.18 1.04 3.41 6.14 1.48 0.32

muscle 2.26 1.15 0.11 6.79 9.87 0.31 1.10
uncompensated fat 0.53 0.46 0.16 2.28 1.50 0.18 0.39

whole 2.66 1.80 0.16 5.91 10.74 0.65 0.76
water 0.03 0.03 0.02 0.08 0.07 0.09 0.03

Standard

deviation muscle 0.13 0.12 0.14 0.45 0.89 0.95 0.15
tsc fat 0.43 0.30 0.14 0.46 0.87 0.11 0.12

whole 0.17 0.20 0.07 0.31 0.78 0.09 0.14
water 0.03 0.04 0.02 0.10 0.08 0.06 0.01
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lost. Small inhomogeneities such as septa scatter higher fre-
quencies more strongly, so that the peak value used for the
insertion loss measurement was further decreased by loss of
high-frequency components from the incident pulse. The
present method of measuring insertion loss is different from
common in vitro methods for measuring frequency-
dependent attenuation in tissue, which often employ long
time windows.28,35–37 In such measurements, the effect of
scattering on the measured attenuation is reduced because
time integration allows scattered energy arriving after the
main pulse to contribute to the measured transmitted power,
while in the current measurements, only energy scattered
very near the forward direction can contribute to the mea-
sured peak waveform amplitude.

The importance of scattering effects to the measured in-
sertion loss is further suggested by the large standard devia-
tions in the measured insertion loss for each specimen; since
the large-scale tissue structure of each specimen is largely
uniform, absorption effects do not explain these spatial varia-
tions. Absorption effects also do not explain the result that
the average insertion loss per unit thickness is smaller for
whole specimens than for either muscle or fat layers. This
phenomenon is likely to be associated with cumulative ef-
fects that occurred only in the case of whole specimens. The
muscle layer, like most human tissues, exhibits frequency-
dependent scattering and absorption effects, so that the
wavefront exiting the muscle layer may have fewer temporal
high-frequency components than the corresponding water-
path wavefront. Since attenuation in the fat layer~due both to
absorption and scattering! is smaller when high-frequency
components are removed from the incident wavefront, the
overall insertion loss per unit length can be lower for whole
specimens than for either of the individual layers. Results
shown in the companion simulation paper26 provide quanti-
tative estimates of the relative contributions of scattering and
absorption to total attenuation.

Some previous workers have suggested that the subcu-
taneous fat layer2,15,18 constitutes the main source of degra-
dation in abdominal ultrasound imaging, while others3,8,38,39

have shown that the abdominal muscle layer produces sub-
stantial distortion. The present study indicates that both lay-
ers significantly contribute to ultrasonic aberration, both
through wavefront distortion and attenuation. However, the
distortions produced by these layers have different character-
istics and different implications for adaptive aberration cor-
rection. Distortion caused by fat layers was found here to be
smaller than that caused by muscle layers, but the distortion
caused by fat layers proved more difficult to correct by time-
shift compensation. The negative effects of fat layers on ul-
trasonic images are exacerbated in obese patients, where
thick layers of subcutaneous fat can cause much greater at-
tenuation and distortion. On the average, muscle layers were
found to produce greater arrival time fluctuations than fat
layers. However, the measured muscle layers caused distor-
tion with smaller energy level fluctuations and greater wave-
form similarity factors. These observations suggest that
muscle layers scatter less than fat layers, and further imply
that phase-screen models may be more appropriate for ab-
dominal muscle layers than for the subcutaneous fat.

Another common assumption about ultrasonic aberration
in the abdomen is that irregularly shaped boundaries between
tissue layers are an important cause of wavefront
distortion.19,40 The results of the present study suggest that
irregular boundaries are of less importance than internal tis-
sue structures. As seen in Figs. 1 and 2, interfaces between
muscle and fat layers are typically smooth rather than rough
or rippled. Substantial distortion was measured here from
both individual muscle and fat layers, even though these
specimens contained no fat–muscle interfaces and lay flat in
the tissue mount due to the natural weight and pliability of
warm tissue. The features observed in time-shift and energy
level distortion maps do not correspond to small variations
that may occur in skin–fat or fat–muscle boundaries, but
clearly resemble the internal structure of muscle and fat.
More direct evidence regarding the relative importance of
tissue-layer boundaries has been obtained using simulations
and is presented in the companion paper.26

The characteristics of the experimental population re-
quire further comment. As noted above, the specimens used
in this study came from older~mean age 71 years!, nonobese
individuals. It is therefore likely that the muscle in these
specimens was poorly toned and that the subcutaneous fat
layers were thinner than is common among the general popu-
lation. This suggests that the distortion measured here for
both the muscle and fat layers is lower than might be found
in general. Therefore, the results described here should be
considered a lower bound for distortion produced by the gen-
eral population. Since fat seems to scatter more ultrasonic
energy than does muscle, distortion produced by extremely
obese patients can be expected not only to be greater but also
more difficult to correct than the distortion produced by non-
obese patients. Although the signal power could be increased
to compensate for the absorption of ultrasound in fat, aber-
ration caused by scattering effects presents a more challeng-
ing problem for adaptive imaging. More complicated algo-
rithms than simple time-shift compensation in the aperture
are most likely required if the effects of scattering are to be
removed.

Distortion measured in the current study may be some-
what different from that which occursin vivo, in part because
of the finite distance between the tissue and receiver. Propa-
gation in a homogeneous medium such as water causes a
spatial low-pass filtering effect,41 so that some spatial fluc-
tuations in the wavefront are smoothed during propagation
from the specimen to the receiving transducer array. The
result of this effect, which is unrelated to any frequency-
dependent absorption that may occur, is that distortion may
be somewhat underestimated by the current measurements.
However,in vivo wavefront distortion may also be reduced
by the common clinical practice of pressing the ultrasonic
probe tightly against the body wall. Since the static behavior
of tissue is similar to that of an incompressible fluid sur-
rounded by a pliable boundary, the applied pressure de-
creases the ultrasonic propagation path length through the
abdominal wall and may also move some fat lobules and
septa outside the acoustic path, reducing wavefront distortion
caused by scattering. This pressure may also anisotropically
align structures such as septa so that scattering effects are
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further decreased~less scattering occurs, for instance, when
septa are aligned perpendicular to the direction of
propagation24!.

The present results for correction of aberrated focal im-
ages have strong implications for the design of adaptive ul-
trasonic imaging methods. The results show that both fat and
muscle layers cause aberration that cannot be completely
corrected by simple time-shift compensation of received
wavefronts, so that neither layer can be accurately modeled
as a phase screen at the receiving aperture. Aberration caused
by the muscle layers was correctable to a greater extent than
that caused by the fat layers, implying that the phase screen
model is more appropriate for muscle layers. The muscle
layer may be more appropriately modeled by a phase screen
some distance from the aperture,12,14 but the fat layer is un-
likely to be accurately modeled by any single phase screen
because of the strong, distributed, depth-dependent scattering
that occurs within the subcutaneous fat. Models employing
multiple phase screens may model propagation through the
abdominal wall more accurately; however, it remains to be
seen whether application of such models can significantly
improve correction algorithms without introducing computa-
tional complexity comparable to full-wave propagation mod-
els.

V. CONCLUSIONS

Measurements of distortion made using human abdomi-
nal wall specimens and their individual fat and muscle layers
have shown that both fat and muscle cause significant wave-
front and focus distortion. The spatial characteristics of the
resulting distortion are directly related to internal tissue
structure. The results imply that distortion caused by ultra-
sonic propagation through the abdominal wall is due to a
more complex combination of effects than previously sup-
posed by many researchers and clinicians.

On the whole, muscle layers cause greater arrival time
distortion but less energy level and waveform distortion than
fat layers. The ordered, fibrous structure of muscle causes
greater anisotropy in observed distortion patterns and aber-
rated focal images. Distortion caused by muscle layers is
corrected fairly well by time-shift compensation, implying
that phase-screen models may be useful in correction of ab-
erration caused by muscle layers.

Fat layers cause smaller arrival time distortion but
greater energy level and waveform distortion. These results,
as well as the random isotropic appearance of distortion pat-
terns and the highly variable insertion loss measured for fat
layers, imply that scattering from septa is the primary cause
of wavefront distortion in the subcutaneous fat. Focus aber-
ration caused by fat layers is corrected less completely by
time-shift compensation than is distortion caused by muscle
layers. For these reasons, phase-screen models and
homogeneous-layer models are both insufficient to depict
distortion caused by fat layers of the abdominal wall.

Distortion caused by entire abdominal wall specimens
has been shown to be a combination, but not a simple sum-
mation, of distortion effects caused by muscle and fat layers.
This result suggests that aberration correction algorithms
based on single phase-screen models do not provide opti-

mum compensation for distortion caused by the human ab-
dominal wall. Likewise, algorithms that employ
homogeneous-layer models of tissue layers cannot effec-
tively correct for structure-dependent effects that cause much
of the distortion observed here.
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distortion. Part II. Simulations
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Wavefront propagation through the abdominal wall was simulated using a finite-difference
time-domain implementation of the linearized wave propagation equations for a lossless,
inhomogeneous, two-dimensional fluid as well as a simplified straight-ray model for a
two-dimensional absorbing medium. Scanned images of six human abdominal wall cross sections
provided the data for the propagation media in the simulations. The images were mapped into
regions of fat, muscle, and connective tissue, each of which was assigned uniform sound speed,
density, and absorption values. Propagation was simulated through each whole specimen as well as
through each fat layer and muscle layer individually. Wavefronts computed by the finite-difference
method contained arrival time, energy level, and wave shape distortion similar to that in
measurements. Straight-ray simulations produced arrival time fluctuations similar to measurements
but produced much smaller energy level fluctuations. These simulations confirm that both fat and
muscle produce significant wavefront distortion and that distortion produced by fat sections differs
from that produced by muscle sections. Spatial correlation of distortion with tissue composition
suggests that most major arrival time fluctuations are caused by propagation through large-scale
inhomogeneities such as fatty regions within muscle layers, while most amplitude and waveform
variations are the result of scattering from smaller inhomogeneities such as septa within the
subcutaneous fat. Additional finite-difference simulations performed using uniform-layer models of
the abdominal wall indicate that wavefront distortion is primarily caused by tissue structures and
inhomogeneities rather than by refraction at layer interfaces or by variations in layer thicknesses.
© 1998 Acoustical Society of America.@S0001-4966~98!06011-1#

PACS numbers: 43.80.Cs, 43.80.Vj, 43.20.Fn, 43.58.Ta@FD#

INTRODUCTION

Wavefront distortion is considered to be a significant
obstacle to improved ultrasonic image quality. However,
little is known about its actual cause. Some direct measure-
ments have been made to characterize the distortion pro-
duced by various tissues.1–6 These measurements have
yielded parameters describing wavefront distortion from
these tissues, but have provided limited insight into the ac-
tual causes of the distortion.

Because basic knowledge about the physical causes of
wavefront distortion is lacking, researchers have relied on a
variety of assumptions to develop wavefront distortion cor-
rection algorithms. Several early algorithms were based on
the assumption that wavefront distortion produced by propa-
gation through soft tissue consisted solely of phase aberra-
tions that could be modeled as the result of a phase screen in
the measurement aperture.7–10 This model of wavefront dis-

tortion was supported by the results of an experimental
study11 in which poor ultrasonic image quality was found to
correlate with the presence of phase errors while little ampli-
tude distortion was detected. However, later studies indicated
that amplitude and wave shape distortion occur as
well.2,4–6,12To accommodate this finding, distortion has been
modeled as the result of a phase screen some distance from
the aperture13–15 or as a phase screen and an amplitude
screen at the aperture.16,17

A greater knowledge of the mechanisms that cause
wavefront distortion would improve understanding of what is
required for successful distortion compensation. Several in-
vestigators have attempted to improve this understanding by
calculating distortion using ray-tracing or other simplified
models.18–22 However, these simulations have also been
based on simple assumptions about the structure of the body
wall and the causes of wavefront distortion. For example,
one study18 employed measured scattering from liver tissue
and model random media to estimate wavefront distortion
using a weak scattering approximation. O” degaard19,20 used a
ray-tracing technique that was limited to refraction effects,

a!Current address: Department of Meteorology, The Pennsylvania State Uni-
versity, University Park, Pennsylvania 16802.
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and assumed a very simple tissue geometry. Manry,21 in a
model of propagation through breast tissue, applied a finite-
difference time-domain method to a similarly simple tissue
model so that refraction dominated the effects observed.
Berkhoff et al.,22 in computations employing conjugate gra-
dient techniques to evaluate the Rayleigh integral, concerned
themselves only with the effect of propagation through an
irregular interface. In other computations from the same
group,15 tissue has been modeled as succession of random
phase screens.

In a recent study,23,24 a full-wave simulation technique
was applied to tissue models based on images of actual hu-
man abdominal wall cross sections. Results of that study
demonstrated that this finite-difference time-domain simula-
tion produced arrival time, energy level, and wave shape
distortion similar to that measured for large abdominal wall
specimens. The study also showed that amplitude distortion
produced by the abdominal wall can be described as the re-
sult of strong scattering.

The purpose of the present study is to use the simulation
technique described in Ref. 23 to examine the causes of ul-
trasonic wavefront distortion in the abdominal wall. In par-
ticular, questions concerning the relative contributions of the
fat and muscle layers to distortion and the importance of the
interface between these layers are investigated. Quantitative
correlation methods are employed to relate specific tissue
structures to computed wavefront distortion features. Distor-
tion predicted by finite-difference simulations is also com-
pared with results of simulations employing more idealized
models of ultrasound-tissue interactions. The simulation re-
sults are qualitatively compared with experimental results
reported in the companion paper.25

I. METHOD

Propagation of ultrasonic pulses through the fat and
muscle layers of the abdominal wall was simulated in two
dimensions using the tissue modeling technique and the loss-
less finite-difference time-domain~FDTD! algorithm de-
scribed in Ref. 23. The six tissue maps of abdominal wall
cross sections employed in the previous study were again
used as input to the FDTD program. However, in this case
the tissue maps were also separated into fat and muscle lay-
ers along the center of the septum dividing the layers, and
the propagation of an ultrasonic pulse through each layer was
calculated individually.

The tissue maps were made by processing scanned im-
ages of abdominal wall cross sections which had been
stained to distinguish tissue types according to the procedure
described in Ref. 26. Regions of the images containing con-
nective tissue~e.g., skin, tendon, and septa!, muscle, and fat
were color coded. Density and sound speed arrays for the
finite-difference computation, as well as absorption arrays
used in the straight-ray computations discussed below, were
created from these images by mapping the various colors to
representative density and sound speed values obtained from
the literature for each tissue type. The values employed are
the same as those reported in Ref. 23, and are shown in Table
I for reference. The 12 tissue maps employed are shown in
Fig. 1.

The general appearance of the cross sections is consis-
tent with descriptions from standard anatomical texts27–29

and the human specimens shown in Ref. 25. The fat sections
are composed primarily of subcutaneous fat lobules sepa-
rated by thin connective tissue membranes~septa!. Inhomo-
geneities, mainly consisting of fat, are present in all the
muscle sections. Boundaries between muscle, fat, skin, and
water~exterior to the specimen! in this figure are not entirely
smooth. The roughness seen in these boundaries is substan-
tially greater than that occurring in vivo or in
measurements25 because the cross sections were fixed in for-
malin while still stiff from being frozen for the cutting pro-
cedure.

Specific anatomical features can also be observed in
each of the tissue maps in Fig. 1. Cross section 75hi~a!
shows a cross section of the rectus muscle cut perpendicular
to the midline of the body. The thick connective tissue to the
right is the linea alba. Cross section 77ba~b! shows the rec-
tus muscle on the right. At the left side of the cross section,
muscle layers shown are the external and internal obliques,
cut diagonally to the cross section, as well as the transversus
abdominus, cut parallel to the cross section. Cross section
87de~c! is cut along the rectus muscle parallel to the midline
of the body. A fibrous connection, or aponeurosis, is shown,
but is mostly composed of fat.25 A fatty region is evident
within the muscle layer to the left. The skin is also thicker
than in the other cross sections. Cross section 102gh~d! is
cut perpendicular to the rectus muscle. Blood vessels are
evident both within the subcutaneous fat and in a fatty region
that occurs within the thin muscle section. Both cross sec-
tions 120de~e! and 120fe~f! are cut along the rectus muscle
from the same abdominal wall specimen. An aponeurosis,
which does not extend through the entire muscle layer in the
vertical direction,27 is evident in both sections.

The simulation parameters were chosen to emulate the
measurement configuration described in Refs. 2 and 25.
Propagation of a plane-wave pulse through each layer was
computed. The pulse had a center frequency of 3.75 MHz
and a26-dB bandwidth of 1.6 MHz. The waveforms exiting
each cross section were recorded at a sampling rate of
225 MHz for 7.3ms by 128 simulated receivers 0.72 mm in
width placed about 8 mm from the skin surface.

A one-dimensional version of the reference waveform
method23 was used to calculate the arrival time of the pulse
at each receiving position in the simulation data. The arrival
time fluctuations across the receiving aperture caused by
each whole or layer cross section were calculated by sub-

TABLE I. Sound speed, density, and attenuation parameters employed in
finite-difference and straight-ray simulations. Attenuation values shown are
those appropriate for a center frequency of 3.75 MHz. These values were
compiled in Ref. 23.

Medium
Sound speed

~mm/ms!
Density
~g/cm3!

Attenuation
~dB/cm!

Water 1.524 0.993 0.02
Fat 1.478 0.950 1.8
Muscle 1.547 1.050 4.1
Skin/CT 1.613 1.120 5.9
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tracting a linear fit from these calculated arrival times. This
fit, when applied to the one-dimensional fluctuations, com-
pensated for gross changes in tissue thickness in a manner
similar to higher-order fits previously employed for two-
dimensional fluctuations.1,2,5,6,23Energy level fluctuations in
the wavefronts were calculated by summing the squared am-
plitudes of each waveform over a 2.4-ms window that iso-
lated the main pulse, converting to decibel units, and sub-
tracting the best linear fit from the resulting values.
Variations in pulse shape across the aperture were evaluated
using the waveform similarity factor.13

Insertion losses were also calculated from the finite-
difference time-domain results. Water path results computed
by the methods described above, using a constant sound
speed of 1.524 mm/ms and a constant density of
0.993 g/cm3, were used as reference amplitude values. Inser-
tion loss values were then determined by comparing peak
amplitudes of analytic envelopes for tissue-path and water-
path signals for each simulated receiver. Since no explicit
absorption was included in the finite-difference simulation,
and since any numerical absorption due to finite-difference
discretization appeared in both tissue- and water-path com-
putations, the resulting attenuation was due only to effects of
propagation through the inhomogeneous tissue.

Arrival time fluctuations, energy level fluctuations, and
insertion loss were also computed for the modeled cross sec-
tions using the asymptotic technique described in Ref. 23. In
this case, ultrasonic rays were assumed to pass directly
through the tissue without deviation from their initial direc-
tion of propagation. The arrival time for rays spaced
0.0847 mm apart was calculated by summing the travel time

along the path of propagation. Likewise, the relative energy
level of each ray was computed by integrating the spatially
dependent absorption coefficient from Table I along the ray
paths. Arrival time and energy level surfaces were deter-
mined for the 128-element simulated aperture by averaging
arrival times and energy levels for rays occurring within the
span of each simulated element~eight or nine rays were av-
eraged for each element!. Arrival time and energy level fluc-
tuations were then computed by subtracting the best linear fit
from the results of each simulation. The output waveforms
were assumed to be identically shaped~waveform similarity
factor equal to 1! for the asymptotic straight-ray computation
since no mechanism for wave-shape distortion was included
in the model. Average bulk attenuation values were also
computed for each whole and partial cross section as a func-
tion of position along the simulated aperture by integrating
absorption values along each ray path. No water-path results
were computed for the straight-ray method.

For each ray path employed in the straight-ray compu-
tations, the total propagation length within individual tissue
types ~including fat, muscle, connective tissue, and water!
was determined by simple summation. These lengths were
then normalized by the total propagation path to obtain the
fractional contribution of each tissue type to each ray path.
As with the arrival time and attenuation values, tissue frac-
tions for each tissue type were averaged for rays occurring
within the span of each element to obtain tissue-fraction
curves.

For whole and sectioned maps and both straight-ray and
finite-difference simulations, correlation coefficients between
the arrival time and energy level curves and the tissue-

FIG. 1. Muscle-layer and fat-layer tissue maps employed in simulations. Black denotes connective tissue, dark gray denotes muscle, and light gray denotes
fat. The fat layers~above! and the muscle layers~below! are obtained in each case from the whole-specimen maps shown in Ref. 23. The actual width of each
map shown is 110 mm.~a! Cross section 75hi.~b! Cross section 77ba.~c! Cross section 87de.~d! Cross section 102gh.~e! Cross section 120de.~f! Cross
section 120fe.
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fraction curves were computed. In each case, the correlated
curves were 128-point functions corresponding to the 128-
element simulated aperture. In addition, arrival time fluctua-
tion and energy level fluctuation curves were summed for the
fat and muscle sections of all simulations for comparison
with the whole-specimen results.

In order to evaluate the relative importance of tissue

boundaries and layer-thickness variations in producing
wavefront distortion, finite-difference and straight-ray simu-
lations were also performed for tissue maps composed of
uniform layers. These maps were obtained by altering the
layers from Fig. 1 so that the upper layer contained only
homogeneous fat and the lower layer contained only homo-
geneous muscle. The uniform-layer tissue maps are shown in
Fig. 2. Data obtained using uniform-layer simulations were
processed in the same manner as the data from the simula-
tions employing full tissue structure.

II. RESULTS

Waveforms simulated by the finite-difference method
for cross section 120fe are shown in Fig. 3. The waveforms
appear similar to measured waveforms recorded for the same
abdominal wall specimen,23 and show several characteristics
common to data from the cross sections studied here. Spe-
cifically, the muscle-layer wavefront shows substantial ar-
rival time variation that is primarily associated with propa-
gation through a large-scale inhomogeneity~in this case, a
fatty aponeurosis!, while energy level fluctuations and wave-
form variations are small. The fat-layer wavefront shows
smaller-scale arrival time variations as well as waveform dis-
tortion and localized amplitude dropouts. The full-specimen
wavefront roughly appears to be a combination of the two
layer wavefronts, containing both the large-scale features of
the muscle-layer wavefront and the smaller-scale aberrations
of the fat-layer wavefront.

Arrival time and energy level distortion simulated using
the finite-difference method for whole abdominal wall cross
sections, muscle layers, and fat layers are graphically sum-
marized in Figs. 4 and 5, respectively. Panel~f! of each
figure shows distortion curves obtained from the waveforms
shown in Fig. 3. Although Figs. 4 and 5 show individual
variations in the relative contributions of tissue layers to

FIG. 2. Solid-layer tissue maps employed in simulations. Cross sections are mapped and ordered as in Fig. 1.

FIG. 3. Simulated waveforms for cross section 120fe~W! and its muscle
~M! and fat ~F! layers. Waveforms are shown on a linear gray scale with
time as the vertical axis and element number as the horizontal axis. The
temporal range shown is 2.3ms for 128 elements.
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FIG. 4. Arrival time fluctuations~ATF! calculated using the finite-difference, time-domain method for whole specimens, muscle layers, and fat layers.~a!
Cross section 75hi.~b! Cross section 77ba.~c! Cross section 87de.~d! Cross section 102gh.~e! Cross section 120de.~f! Cross section 120fe.

FIG. 5. Energy level fluctuations~ELF! calculated using the finite-difference, time-domain method for whole specimens, muscle layers, and fat layers.~a!
Cross section 75hi.~b! Cross section 77ba.~c! Cross section 87de.~d! Cross section 102gh.~e! Cross section 120de.~f! Cross section 120fe.
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TABLE II. Wavefront distortion statistics for simulated propagation. Statistics shown include the rms arrival time and energy level fluctuations, correlation
lengths~CL! of these fluctuations, and waveform similarity factors for finite-difference, time domain~FDTD! and straight-ray~S-R! simulations employing
muscle sections, fat sections and whole specimens.

Specimen Simulation Layer
Thickness

~mm!

Arrival time
fluctuations

Energy level
fluctuations

Waveform
similarity

factor
rms
~ns!

CL
~mm!

rms
~dB!

CL
~mm!

muscle 9.8 36.5 8.37 2.39 1.60 0.986
FDTD fat 21.3 49.2 8.00 3.45 1.43 0.989

whole 31.1 53.0 4.70 3.29 1.25 0.957
75hi

muscle 9.8 38.0 3.55 0.36 5.45 1.000
S-R fat 21.3 60.6 6.08 0.48 4.79 1.000

whole 31.1 62.3 2.40 0.42 1.92 1.000

muscle 7.4 19.7 8.59 1.88 1.77 0.996
FDTD fat 17.6 42.5 3.76 4.29 1.61 0.965

whole 25.0 59.9 4.05 4.44 1.17 0.951
77ba

muscle 7.4 23.2 2.91 0.35 12.51 1.000
S-R fat 17.6 51.7 1.52 0.44 2.46 1.000

whole 25.0 61.6 2.00 0.46 2.09 1.000

muscle 12.5 61.3 10.22 2.70 1.97 0.995
FDTD fat 15.9 22.5 1.35 3.26 1.31 0.982

whole 28.4 60.9 8.68 4.18 1.46 0.948
87de

muscle 12.5 62.9 10.54 0.55 13.15 1.000
S-R fat 15.9 29.7 1.16 0.23 1.18 1.000

whole 28.4 66.4 6.89 0.60 10.76 1.000

muscle 3.5 15.2 7.99 0.87 1.75 0.999
FDTD fat 15.4 21.6 2.68 2.96 1.31 0.993

whole 18.9 28.4 3.72 3.10 1.37 0.986
102gh

muscle 3.5 15.9 7.45 0.24 10.03 1.000
S-R fat 15.4 26.8 1.73 0.25 2.74 1.000

whole 18.9 31.9 2.44 0.25 2.83 1.000

muscle 9.8 15.2 6.53 1.17 1.77 0.999
FDTD fat 17.8 36.4 2.84 3.37 1.30 0.977

whole 27.7 43.6 4.88 3.28 1.38 0.980
120de

muscle 9.8 16.8 4.63 0.19 8.69 1.000
S-R fat 17.8 39.8 2.35 0.29 2.58 1.000

whole 27.7 47.3 3.43 0.38 4.65 1.000

muscle 11.5 38.4 10.32 1.17 1.66 0.999
FDTD fat 17.6 40.2 4.84 3.65 1.45 0.987

whole 29.1 67.1 8.19 3.41 1.30 0.983
120fe

muscle 11.5 40.1 10.55 0.42 13.89 1.000
S-R fat 17.6 45.9 2.13 0.37 2.68 1.000

whole 29.1 71.3 8.72 0.51 6.11 1.000

muscle 9.1 31.1 8.67 1.70 1.75 0.996
FDTD fat 17.6 35.4 3.91 3.50 1.40 0.982

whole 26.7 52.2 5.70 3.62 1.32 0.968
Mean

muscle 9.1 32.8 6.61 0.35 10.62 1.000
S-R fat 17.6 42.4 2.50 0.34 2.74 1.000

whole 26.7 56.8 4.31 0.44 4.73 1.000

muscle 3.2 18.1 1.43 0.74 0.13 0.005
FDTD fat 2.1 11.2 2.32 0.45 0.12 0.010

whole 4.3 14.1 2.16 0.55 0.10 0.017
Standard

deviation muscle 3.2 18.0 3.42 0.13 3.21 0.000
S-R fat 2.1 13.0 1.81 0.10 1.16 0.000

whole 4.3 14.6 2.81 0.12 3.37 0.000
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overall distortion, some tissue-specific distortion is seen. For
instance, most panels of Fig. 4 show that large-scale arrival
time fluctuations from muscle layers and whole abdominal
wall cross sections match well. These large-scale time-shift
features are generally correlated with positions of large-scale
inhomogeneities such as the fatty aponeuroses that occur in
cross sections 87de, 120de, and 120fe. Likewise, many large,
rapidly varying energy level fluctuations appearing in Fig. 5
are very similar in results for fat layers and whole cross
sections, but do not appear in results for muscle layers.

Statistics describing the distortion produced by the six
tissue maps using finite-difference simulations are presented
in Table II. As with measurements~taken on different speci-
mens! reported in the companion paper,25 the whole speci-
mens usually cause distortion greater than either of the two
component layer distortions and comparable to the geometric
sum of the layer distortions. However, in contrast to mea-
surements, the muscle sections usually produce arrival time
distortion of lower amplitude~mean rms value 31.1 ns! than
the corresponding fat layers~mean 35.4 ns!. The rms energy
level fluctuations, in agreement with measurements,25 are
substantially greater for fat sections~mean 3.50 dB! than for
muscle sections~mean 1.70 dB!. Waveform similarity fac-
tors for simulations are generally higher~indicating smaller
waveform distortion! than those for measured data using the
same specimens—the mean waveform similarity factor was
0.968 for finite-difference simulations employing whole
cross sections, as opposed to 0.899 for analogous
measurements.23,24

The straight-ray results reported in Table II show the
same trends as those from straight-ray simulations reported
in Refs. 23 and 24 using whole abdominal wall cross sec-
tions. That is, for each cross section, the rms straight-ray
arrival time fluctuation is close to that for the finite-
difference computation, so that magnitudes of arrival time
fluctuations are predicted fairly well by this simple model.
However, the rms energy level fluctuation is considerably
less than that for the finite-difference computation, implying
that tissue-dependent absorption contributes little to ultra-
sonic amplitude distortion in the abdominal wall.

Coefficients from correlation of the finite-difference ar-
rival time and energy level fluctuations with the correspond-
ing straight-ray results as well as with the tissue-fraction
curves are shown in Table III. In general, finite-difference
and straight-ray results correlate more highly for arrival time
fluctuations than for energy level fluctuations. This observa-
tion is consistent with the differences in fluctuation statistics
seen in Table II. The highest mean correlation between
finite-difference and straight-ray arrival time fluctuations
~0.865! occurs for the muscle sections, implying that phase
screen models may be more appropriate for muscle layers
than for fat layers. The highest mean correlation between
finite-difference and straight-ray energy level fluctuations
~0.528! occurs for the fat sections, indicating that amplitude
dropouts due to scattering~in the finite-difference simula-
tion! occurred in similar positions to dropouts due to absorp-
tion ~in the straight-ray simulation!. Both effects are associ-
ated with connective tissue content because of the high

TABLE III. Correlation of finite-difference, time-domain results~FDTD! with straight-ray results~S-R! and with tissue composition.

Arrival time fluctuations Energy level fluctuations

Specimen Layer S-R Muscle Fat CT S-R Muscle Fat CT

muscle 0.762 0.355 20.445 20.241 0.355 20.074 0.088 20.141
75hi fat 0.776 ••• 20.445 0.738 0.422 ••• 0.349 20.518

whole 0.666 0.076 20.570 0.363 0.363 0.005 0.207 20.258

muscle 0.719 0.051 20.460 0.550 0.353 20.200 0.365 20.305
77ba fat 0.454 ••• 20.238 0.388 0.518 ••• 0.240 20.568

whole 0.501 20.213 20.221 0.524 0.572 20.070 0.246 20.500

muscle 0.957 0.896 20.917 20.429 0.065 0.022 0.067 20.261
87de fat 0.368 ••• 20.353 0.331 0.617 ••• 0.497 20.630

whole 0.783 0.821 20.821 20.310 0.190 0.042 0.113 20.439

muscle 0.914 0.753 20.651 20.290 0.067 0.151 20.003 20.402
102gh fat 0.710 0.433 20.599 0.590 0.585 20.282 0.520 20.644

whole 0.810 0.426 20.722 0.250 0.498 0.116 0.274 20.548

muscle 0.884 0.794 20.827 20.323 0.161 0.072 0.087 20.355
120de fat 0.706 ••• 20.507 0.527 0.471 ••• 0.357 20.643

whole 0.787 0.727 20.620 0.243 0.489 20.186 0.306 20.565

muscle 0.952 0.928 20.955 20.597 20.015 0.054 0.028 20.259
120fe fat 0.686 20.074 20.653 0.464 0.553 20.159 0.307 20.645

whole 0.872 0.823 20.842 0.214 0.444 20.078 0.205 20.575

muscle 0.865 0.630 20.803 20.222 0.164 0.004 0.013 20.287
Mean fat 0.617 ••• 20.626 0.506 0.528 ••• 0.414 20.608

whole 0.737 0.443 20.782 0.214 0.426 20.029 0.240 20.406

muscle 0.101 0.350 0.215 0.399 0.157 0.124 0.022 0.090
Standard fat 0.164 ••• 0.038 0.147 0.073 ••• 0.151 0.053
deviation whole 0.133 0.432 0.085 0.281 0.135 0.106 0.049 0.212
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acoustic contrast and absorption of connective tissue.
The tissue-fraction correlation coefficients reported in

Table III indicate clear relationships between tissue constitu-
ents and ultrasonic wavefront distortion components. For the
muscle sections, both muscle and fat fractions correlate sig-
nificantly with arrival time fluctuations~mean correlations
0.630 and20.803 respectively!, while the corresponding co-
efficient for the connective-tissue fraction~20.222! does not
indicate a significant correlation.~For 128 samples of a ran-
dom signal, a correlation coefficient with magnitude greater
than 0.2875 is significant to a 99.9% confidence level.30!
Arrival time correlation coefficients are positive for muscle
fractions and negative for fat fractions because muscle tissue
causes an advance, or positive arrival time fluctuation, in the
wavefront, while fat tissue causes a delay, or negative arrival
time fluctuation. The large negative correlation~20.803! be-
tween fat content and arrival time fluctuations indicates that
fatty inhomogeneities within muscle layers are a major cause
of arrival time fluctuations in the abdominal wall. Energy
level fluctuations do not correlate well with tissue fractions
for the muscle section, although the correlation between en-
ergy level fluctuation and connective-tissue fraction is mar-
ginally significant~0.287!.

For the fat sections, both fat fractions and connective
tissue fractions correlate significantly with the arrival time
and energy level fluctuations computed by the finite-
difference method. The significant negative correlation coef-
ficient ~20.608! between energy level fluctuations and con-
nective tissue fraction indicates that amplitude dropouts
occur at positions of high connective tissue content within
the subcutaneous fat. Visualization of propagation through
cross sections23 has shown that such dropouts occur when
septa scatter energy outside the main direction of propaga-
tion. This scattering, which occurs because of the high sound
speed and density contrast between connective tissue and fat,
is greatest for septa oriented nearly perpendicular to the di-
rection of propagation. Also notable is the effect of a blood
vessel~with vessel wall modeled as muscle and connective
tissue! in the fat section of cross section 102gh. This vessel
causes a significant correlation~0.433! between the muscle
fraction and the arrival time fluctuation and a marginal cor-
relation between the muscle fraction and the energy level
fluctuation. This large effect of a single blood vessel is simi-
lar to that found for a blood vessel in the chest wall in Ref. 6.

Further evidence of the relative contribution of indi-
vidual layers to wavefront distortion in the abdominal wall is
provided by Table IV, which shows correlation coefficients
between layer results and whole-specimen results for arrival
time and energy level fluctuations. In general, results for
both the muscle and fat sections correlate significantly with
the whole-specimen results. However, for the finite-
difference simulations, the energy level fluctuations for the
whole specimen correlate much more highly with those cal-
culated for fat sections~0.825! than with those for muscle
sections~0.294!. The rows marked ‘‘muscle1 fat’’ in Table
IV refer to correlations between distortion curves for whole
cross sections and distortion curves obtained by summing the
curves for the corresponding muscle and fat layers. In all
cases, the summed section results correlate fairly highly
~mean correlation coefficients 0.938 for arrival time fluctua-
tions, 0.905 for energy level fluctuations! with whole-section
results for the finite-difference simulations, while the corre-
sponding correlations averaged 1.000 for the straight-ray
simulations. Thus, for the finite-difference computations, the
wavefront distortion produced by whole cross sections is
similar but not equivalent to the sum of distortions caused by
their individual layers.

Computed insertion loss values for the whole and layer
tissue maps are listed in Table V along with the insertion
losses measured for the whole specimens before dissection
using the method described in the companion paper.25 In
each case, the loss per unit length is greater for muscle than
fat in the straight-ray simulation but greater for fat than
muscle in the finite-difference simulation. Since insertion
loss effects in the finite-difference simulation were only due
to scattering, this observation provides further evidence that
fat sections caused more scattering than muscle sections.

In every case shown in Table V, measured insertion
losses are greater than insertion losses calculated by either
the finite-difference or straight-ray method. However, the
measured insertion losses~mean 4.88 dB/cm! agree well
with values ~mean 4.96 dB/cm! obtained by summing the

TABLE IV. Correlation of layer distortion results and summed layer results
with whole-specimen results for finite-difference, time-domain~FDTD! and
straight-ray~S-R! simulations.

Whole Specimen

FDTD S-R

Specimen Layer ATF ELF ATF ELF

Muscle 0.257 0.358 0.347 0.232
75hi Fat 0.734 0.768 0.809 0.692

Muscle1 Fat 0.942 0.833 1.000 1.000

77ba
Muscle 0.558 0.279 0.571 0.414

Fat 0.815 0.817 0.932 0.697
Muscle1 Fat 0.826 0.846 0.999 0.999

Muscle 0.890 0.604 0.896 0.926
87de Fat 0.048 0.610 0.336 0.359

Muscle1 Fat 0.888 0.870 1.000 1.000

Muscle 0.652 0.295 0.546 0.495
102gh Fat 0.828 0.944 0.868 0.510

Muscle1 Fat 0.991 0.977 1.000 1.000

Muscle 0.661 0.133 0.588 0.652
120de Fat 0.933 0.914 0.940 0.868

Muscle1 Fat 0.987 0.961 1.000 1.000

Muscle 0.840 0.094 0.797 0.694
120fe Fat 0.838 0.899 0.851 0.584

Muscle1 Fat 0.993 0.940 1.000 0.999

Muscle 0.643 0.294 0.624 0.569
Mean Fat 0.699 0.825 0.789 0.618

Muscle1 Fat 0.938 0.905 1.000 1.000

Muscle 0.226 0.182 0.195 0.242
Standard Fat 0.325 0.124 0.228 0.176
deviation Muscle1 Fat 0.068 0.062 0.000 0.001
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insertion losses from the finite-difference computation~due
only to scattering effects! and from the straight-ray compu-
tation ~due only to bulk absorption effects!. This result sug-
gests that energy loss from wideband ultrasonic pulses in the
abdominal wall may be explained as a combination of bulk
absorption effects and scattering effects.

Figures 6 and 7, respectively, show arrival time fluctua-
tions and energy level fluctuations for the finite-difference
uniform-layer simulations. For comparison, fluctuation
curves for finite-difference simulations with abdominal wall
cross sections including full internal structure~identical to
the whole-specimen results shown in Figs. 4 and 5! are also
shown. Both arrival time and energy level fluctuations are
seen to be considerably smaller in the uniform-layer simula-
tions than in the full-structure simulations.

Quantitative results for the simulations employing uni-
form fat and muscle layers are summarized in Table VI. The
mean arrival time fluctuations shown there are less than half
those for ‘‘full’’ finite-difference and straight-ray simulations
that included internal tissue structure~Table II!. The corre-
lation lengths of the arrival time fluctuations are much larger
than those reported in Table II for the simulations that in-
cluded full tissue structure. Arrival time fluctuations com-
puted from the finite-difference uniform-layer simulations
correlate very well with straight-ray simulations employing

the same uniform layers~mean correlation coefficient 0.991!,
so that time-shift aberration caused in the uniform layer
simulations is almost entirely due to large-scale thickness
variations rather than refraction at interfaces. These large-
scale layer thickness variations, however, do not explain ar-
rival time fluctuations computed from finite-difference simu-
lations employing full tissue structure, because arrival time
fluctuations in the uniform layer simulations did not correlate
significantly with fluctuations from the full finite-difference
simulations~mean correlation coefficient 0.262!.

Energy level fluctuations reported for the uniform-layer
FDTD simulations provide an indication of the importance
of refraction and scattering at tissue interfaces, since other
possible causes of energy level fluctuations~i.e., scattering
from small structures and tissue-dependent absorption! were
absent from these simulations. The energy level fluctuations
from the finite-difference uniform-layer simulations are com-
parable in magnitude to those for the full straight-ray simu-
lations, but much smaller than those observed in the full
finite-difference simulations. Energy level fluctuations from
the finite-difference uniform-layer simulations did not corre-
late significantly with energy level fluctuations obtained in
either of the simulations employing full tissue structure.
Computed waveform similarity factors for all six finite-
difference uniform-layer simulations are indistinguishable

TABLE V. Computed and measured insertion loss values. Means and standard deviations of insertion losses are shown for measurements employing whole
specimens from which the cross sections were taken as well as straight-ray~S-R! and finite-difference~FDTD! simulations using the cross sections. Also
shown is the sum of calculated insertion loss rates for straight-ray and finite-difference simulations~SR 1 FDTD!.

Specimen Layer

Measured S-R FDTD

S-R1

FDTD
~dB/cm!

Average
~dB!

Standard
deviation

~dB!
Rate

~dB/cm!
Average

~dB!

Standard
deviation

~dB!
Rate

~dB/cm!
Average

~dB!

Standard
deviation

~dB!
Rate

~dB/cm!

muscle ••• ••• ••• 3.50 0.48 3.57 1.84 2.49 1.88 5.45
75hi fat ••• ••• ••• 6.27 0.52 2.94 4.25 3.51 2.00 4.94

whole 14.08 7.66 4.52 9.72 0.67 3.13 5.38 3.30 1.73 4.86

muscle ••• ••• ••• 2.88 0.36 3.90 1.63 1.91 2.20 6.10
77ba fat ••• ••• ••• 4.78 0.60 2.71 4.41 4.06 2.51 5.22

whole 12.87 3.38 5.15 7.61 0.57 3.04 5.69 4.44 2.28 5.32

muscle ••• ••• ••• 4.77 0.72 3.82 1.32 2.75 1.06 4.88
87de fat ••• ••• ••• 5.26 0.23 3.31 3.14 3.28 1.97 5.28

whole 15.68 2.93 5.49 9.99 0.77 3.52 4.14 4.29 1.46 4.98

muscle ••• ••• ••• 1.41 0.42 4.01 0.60 0.90 1.71 5.72
102gh fat ••• ••• ••• 4.32 0.27 2.81 3.58 2.99 2.32 5.13

whole 9.52 4.09 5.04 5.69 0.50 3.01 4.07 3.13 2.15 5.16

muscle ••• ••• ••• 4.05 0.20 4.12 0.61 1.21 0.62 4.74
120de fat ••• ••• ••• 4.91 0.31 2.75 3.61 3.42 2.03 4.78

whole 11.89 3.22 4.22 8.92 0.40 3.22 3.94 3.36 1.42 4.64

muscle ••• ••• ••• 4.42 0.42 3.85 0.93 1.21 0.81 4.66
120fe fat ••• ••• ••• 5.08 0.37 2.88 3.98 3.63 2.26 5.14

whole 11.89 3.22 4.22 9.45 0.51 3.25 4.52 3.37 1.55 4.80

muscle ••• ••• ••• 3.51 0.43 3.88 1.16 1.75 1.38 5.26
Mean fat ••• ••• ••• 5.10 0.38 2.90 3.83 3.48 2.18 5.08

whole 12.81 4.26 4.88 8.56 0.57 3.20 4.62 3.65 1.77 4.96

muscle ••• ••• ••• 1.23 0.17 0.19 0.52 0.76 0.64 0.59
Standard fat ••• ••• ••• 0.65 0.15 0.22 0.47 0.36 0.22 0.19
deviation whole 2.32 1.95 0.51 1.64 0.13 0.19 0.74 0.56 0.37 0.25
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FIG. 6. Arrival time fluctuations~ATF! calculated using the finite-difference, time-domain method for whole specimens with full internal structure and with
uniform-tissue fat and muscle layers.~a! Cross section 75hi.~b! Cross section 77ba.~c! Cross section 87de.~d! Cross section 102gh.~e! Cross section 120de.
~f! Cross section 120fe.

FIG. 7. Energy level fluctuations~ELF! calculated using the finite-difference, time-domain method for whole specimens with full internal structure and with
uniform-tissue fat and muscle layers.~a! Cross section 75hi.~b! Cross section 77ba.~c! Cross section 87de.~d! Cross section 102gh.~e! Cross section 120de.
~f! Cross section 120fe.
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from unity to four significant figures, indicating that negli-
gible frequency-dependent scattering occurred in these simu-
lations. These small energy level fluctuations, low correla-
tions, and high waveform similarity factors suggest that
scattering and refraction at muscle–fat interfaces is not a
significant source of amplitude and waveform aberrations
observed in ultrasonic propagation through the abdominal
wall.

III. DISCUSSION

The results of the simulations reported here provide ad-
ditional support to the findings reported in the companion
measurement paper25 and add insight regarding the charac-
teristics and causes of ultrasonic wavefront distortion by ab-
dominal wall tissue. As in the measurements,25 both muscle
and fat sections were found to cause substantial wavefront
distortion and attenuation. The simulations performed here
indicate causes for the different characteristics of distortion
produced by each section.

Simulations suggest that muscle sections primarily cause
time-shift aberration due to large-scale variations in the
amounts of fat, muscle and connective tissue components
within muscle layers. In all cases, correlations between
finite-difference and straight-ray arrival time fluctuations for
the muscle sections were higher than the corresponding cor-
relations for the fat sections, indicating that muscle layers are
more appropriately modeled as phase screens than are fat
layers. However, arrival time fluctuations for both muscle
layers and fat layers had comparable magnitude and corre-
lated significantly with arrival time fluctuations for whole
cross sections, so that both layers should be considered im-
portant sources of time-shift aberration in transabdominal ul-
trasonic imaging.

The simulations also suggest that scattering from inho-
mogeneities within the subcutaneous fat is a major cause of
amplitude and waveform distortion in ultrasonic propagation
through the abdominal wall. Energy level fluctuations for fat
layers were highly correlated with those for whole cross sec-
tions, indicating that most amplitude fluctuation features
originated in the fat section. High negative correlations be-
tween connective-tissue fraction and energy level fluctua-
tions suggest that these amplitude fluctuations are primarily
explained by scattering from septa within fatty tissue. This

conclusion agrees with qualitative analysis of simulated
propagation within abdominal wall cross sections, as re-
ported in Ref. 23. It may also be noted that scattering from
septa may become more important for large septa or short
ultrasonic wavelengths; in such cases, scattering can cause
large fluctuations that are sometimes referred to as diffrac-
tion, reflection, or refraction.

The simulations provide insight into the manner in
which distortions produced by individual layers combine into
distortion produced by whole specimens. For both the simu-
lations presented here and the measurements presented in the
companion paper,25 arrival time fluctuations~ATF! produced
by whole specimens are usually comparable to the geometric
sum of the fluctuations produced by the individual layers,
i.e.,

ATFtotal;AATFmuscle
2 1 ATFfat

2 .

For arrival time fluctuations measured in Ref. 25 as well as
those simulated here by finite-difference and straight-ray
methods, the geometric sum of the rms fluctuations caused
by individual layers is within 30% of the rms fluctuation for
whole specimens. Since fluctuations caused by two indepen-
dent random processes should add geometrically, this result
suggests that distortion produced by fat layers is roughly
independent of that produced by muscle layers, and that both
layers can approximately be considered random aberrators.
However, some anomalous results appear in both measure-
ments and simulations; in some cases, the rms arrival time or
energy level fluctuation for a whole specimen is less than the
rms fluctuation for one or both of the individual layers.

Such differences are possible because, in the case of the
whole specimen, the wavefront impinging on the fat layer
has already been distorted by propagation through the
muscle layer. If the distortion-producing features of the
muscle and fat layers are not truly independent of each other,
the aberrated wavefront may interact with the structures in
the fat layer in ways that reduce or exaggerate the overall
distortion level. For instance, Fig. 4~c! shows that near the
center of cross section 87de, large-scale arrival time fluctua-
tions occurring in the fat layer partially cancel those that
arise in the muscle layer. This occurs in part because, as can
be seen in Fig. 1, the fat layer is thicker~causing a large-
scale delay in the wavefront! in this region of the cross sec-

TABLE VI. Wavefront distortion statistics for finite-difference simulation of propagation through uniform fat and muscle layers.

Arrival time
fluctutations

Energy level
fluctuations Waveform

similarity
factor

Correlation
Coefficient versus

S-R ~uniform!

Correlation
Coefficient versus

FDTD ~whole!

Specimen rms~ns! CL ~mm! rms ~dB! CL ~mm! ATF ELF ATF ELF

75hi 24.2 6.51 0.46 0.97 1.000 0.994 0.183 20.156 0.086
77ba 24.2 15.01 0.30 2.23 1.000 0.997 0.170 0.145 0.098
87de 10.6 10.88 0.42 1.63 1.000 0.971 0.130 0.064 20.281
102gh 14.3 9.00 0.39 1.86 1.000 0.991 0.289 0.374 0.020
120de 19.7 16.71 0.27 1.61 1.000 0.996 0.092 0.563 0.146
120fe 26.9 20.33 0.26 1.63 1.000 0.997 0.159 0.581 0.171

Mean 20.0 13.07 0.35 1.66 1.000 0.991 0.171 0.262 0.040
Standard deviation 6.4 5.18 0.08 0.41 0.000 0.010 0.067 0.294 0.166
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tion where the muscle layer contains little fat~causing a rela-
tive advance in the wavefront!. Because of the importance of
large-scale, ordered structure in causing cumulative effects
such as this, it may be noted that the human abdominal wall
is not fully represented by simple random-process models. In
general, the manner in which distortions caused by indi-
vidual layers combine will be influenced by the specific
structure of the tissue being studied.

Results for the insertion loss, or the attenuation in the
wavefront amplitude, have shown that both scattering effects
~as modeled in finite-difference simulations! and absorption
effects~as modeled in straight-ray simulations! make signifi-
cant contributions to the total insertion loss. Insertion losses
estimated by summing results from these two simulations
agree well with measured insertion losses for the same speci-
mens. This result suggests that procedures for estimating at-
tenuation by the human abdominal wall, whether for correc-
tion of amplitude aberration or quantitative estimation of
scattering properties, should consider scattering effects as
well as absorption effects. Relative contributions of absorp-
tion and scattering to total attenuation, however, can be dif-
ferent in tissues having structure different from the abdomi-
nal wall. For instance, some experimental results have
suggested that scattering accounts for 2%–18% of attenua-
tion in liver tissue for frequencies between 1.2 MHz and
7 MHz,31,32 while the current experimental and simulated
results suggest that scattering accounts for about 36% of total
insertion loss in the human abdominal wall for pulses cen-
tered at 3.75 MHz. This discrepancy is likely associated with
differences in morphology between human abdominal wall
and liver tissue.

Simulations performed using straight-ray and uniform-
layer approximations allow comparison of the present tissue
model to others previously employed in medical ultrasound.
The straight-ray simulation method is analogous to modeling
the abdominal wall as a single phase and amplitude screen at
the receiving aperture. Previous results23,24 have shown that
this model incompletely describes wavefront distortion from
the human abdominal wall. The current study, while con-
firming this conclusion, also indicates that single-phase-
screen models describe distortion produced by muscle layers
more accurately than distortion produced by fat layers. This
result suggests that aberration correction techniques employ-
ing single-phase-screen models may provide greater gains
when wavefront distortion is due to thick muscle layers than
when distortion is associated with obesity.

Others have modeled human tissue as a series of layers
of nominally homogeneous properties. Such uniform layers
can cause ultrasonic aberration either by variations in
thickness7,8,33 or by refraction and scattering at interfaces
between layers.4,15,34,35The uniform-layer FDTD simulations
performed in the present study provide a test of the appro-
priateness of these models. Arrival time fluctuations from
uniform-layer simulations were considerably smaller than
those for simulations including full internal structure and
were also uncorrelated with full-structure simulations, so that
thickness variations of nominally uniform layers appear to be
a minor cause of wavefront distortion. The small energy
level fluctuations and high waveform similarity factors com-

puted for uniform-layer simulations suggest that refraction
and scattering at muscle–fat interfaces is not a significant
source of wavefront distortion observed in the abdominal
wall. Since comparable sound-speed and impedance mis-
matches occur between other tissue layers such as skin and
fat, the present results suggest that scattering from internal
tissue structures contributes more strongly to observed wave-
front distortion than do refraction and scattering from any
interfaces between tissue layers. Thus, although models as-
suming uniform tissue layers have successfully corrected im-
age artifacts associated with refraction caused by specific
anatomic features,34,36 such models may not provide optimal
correction for focus degradation in transabdominal ultrasonic
imaging.

A third model sometimes used in simulation studies of
ultrasonic imaging includes single or multiple phase screens
synthesized using measured or estimated aberration statistics.
Typically, a few parameters such as rms distortion values
and correlation lengths are employed as parameters for real-
ization of a simple random distribution.13,15,37,38These mod-
els, by design, produce distortion that is statistically similar
to aberration caused by tissues. However, tissue-specific fea-
tures of ultrasonic wavefront distortion are not depicted by
simple stochastic models because tissue is not a true random
medium. The ordered, anisotropic distortion induced by
muscle fibers is one example of a distortion feature important
to ultrasonic imaging that is not accounted for by simple
random aberrator models. Another example is the distortion
caused by septa aligned close to the propagation direction
within the subcutaneous fat, including scattering and arrival-
time variations that increase cumulatively with propagation
through the fat layer. Because tissue structure determines the
wavefront distortion encountered in clinical practice, statisti-
cal representations of tissue are also of little use for distor-
tion correction methods. Since tissue structure on scales im-
portant to medical ultrasound (;1 – 20 mm! varies widely
among individuals, effective aberration correction will re-
quire compensation specific to each patient and view.

Worthy of comment are differences between the speci-
mens employed here for tissue-type mapping and those used
in Ref. 25 for two-dimensional wavefront distortion mea-
surements of whole specimens and individual sections. The
relative thicknesses of the specimens employed were compa-
rable, having a mean of 26.6 mm for the mapped specimens,
and a mean of 24.4 mm for the measured specimens. How-
ever, the muscle layer was usually about half the thickness of
the fat layer for the mapped specimens, while muscle layer
thicknesses were typically close to fat layer thicknesses for
the measured specimens. The muscle layer was actually
thicker than the fat layer for one specimen~118! measured in
Ref. 25.

The discrepancy in muscle thickness between the two
specimen groups may partially explain the relatively low dis-
tortion values found for simulated propagation through
muscle sections in the present paper. Another possible reason
for the low distortion associated with muscle sections in the
present paper may be the result of inaccuracies in tissue map-
ping. In particular, the fibrous microstructure of muscle was
not mapped in the present study, and some connective tissue
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occurring in the muscle layers was not accurately mapped,
since the staining technique employed provided less contrast
between muscle and connective tissue than between fat and
connective tissue. Finally, another likely cause of disagree-
ment between the simulations reported here and the measure-
ments reported in Ref. 25 is that the present simulations were
performed in two dimensions. Further discussion of this limi-
tation is given in Ref. 23.

The absence of frequency-dependent absorption is a pos-
sible source of error in estimates of total tissue attenuation
and energy level fluctuations from the straight-ray computa-
tions. However, since absorption in tissue increases approxi-
mately linearly with frequency, lower absorption for fre-
quency components below the pulse center frequency would
nearly cancel higher absorption for frequency components
above the center frequency. For this reason, the neglect of
frequency-dependent absorption is not considered to be a
significant source of error in the attenuation or energy level
fluctuation curves computed using the straight-ray method.
Still, inclusion of frequency-dependent absorption could re-
sult in some waveform distortion effects. Therefore, if actual
waveforms were employed in this simulation, the peak-to-
peak insertion losses could deviate from the bulk absorption
calculated above and waveform similarity factors could de-
viate from unity even in the absence of scattering.

Likewise, the absence of any tissue-specific absorption
from the finite-difference computations is a possible source
of inaccuracy when using the present finite-difference
method to estimate waveform and energy level distortion.
Because frequency-dependent absorption would cause addi-
tional waveform distortion, the absence of frequency-
dependent absorption may be a partial explanation for the
large waveform similarity factors computed from simulated
wavefronts. However, since energy level fluctuations ob-
tained from the straight-ray simulation using tissue-
dependent absorption are much smaller than energy level
fluctuations from the finite-difference simulations, inclusion
of absorption in the finite-difference simulations would have
only a small effect on the computed energy level distortion.

More detailed discussion of limitations and sources of
error for the simulation methods employed is given in Ref.
23.

IV. CONCLUSIONS

Simulation results have been presented to provide quan-
tifiable correlation between tissue morphology and ultrasonic
wavefront distortion produced by the human abdominal wall.

The results support conclusions based on
measurements25 that used whole abdominal specimens and
their individual fat and muscle layers. Specifically, the finite-
difference simulation results show that both fat and muscle
layers cause significant distortion. Correlation of distortion
curves with tissue composition indicates that inhomogeneous
regions such as fatty inclusions within muscle layers cause
significant arrival time fluctuations, while amplitude aberra-
tion is predominantly caused by scattering from septa within
the subcutaneous fat. One difference between the finite-
difference and measurement results is that although muscle
layers produced more arrival time variation in the measure-

ments, comparable arrival time fluctuation was caused by
muscle and fat layers in the simulations. However, in both
cases, fat layers caused greater energy level distortion.

Additional simulations performed using a straight-ray
model suggest that phase-screen models are more appropri-
ate for muscle layers of the abdominal wall than for the
subcutaneous fat, but that single phase-screen models incom-
pletely describe aberration caused by the human abdominal
wall. Simulations performed using a uniform-layer model in-
dicate that refraction at interfaces between tissue layers, as
well as varying thickness of muscle and fat sections of the
abdominal wall, are minor sources of ultrasonic wavefront
distortion compared to large-scale inhomogeneities and ef-
fects caused by internal structure. The importance of specific
ordered tissue structures to cumulative distortion effects
within layers, as well as to the combination of wavefront
distortion by fat and muscle layers, suggests that tissue mod-
els employing simple random processes incompletely depict
wavefront distortion caused by the abdominal wall.

In summary, these results suggest that models of ultra-
sonic propagation within human soft tissues, whether em-
ployed within aberration correction algorithms or imaging
simulations, should include realistic depictions of tissue mor-
phology to obtain accurate results. Models of tissue morphol-
ogy for aberration correction should also accurately depict
tissue structures specific to the individual and location of
interest.
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Targeted ultrasonic contrast systems are designed to enhance the reflectivity of selected tissuesin
vivo @Lanzaet al., Circulation94, 3334 ~1996!#. In particular, these agents hold promise for the
minimally invasive diagnosis and treatment of a wide array of pathologies, most notably tumors,
thromboses, and inflamed tissues. In the present study, acoustic microscopy was used to assess the
efficacy of a novel, perfluorocarbon based contrast agent to enhance the inherent acoustic reflectivity
of biological and synthetic substrates. Data from these experiments were used to postulate a simple
model describing the observed enhancements. Frequency averaged reflectivity~30–55 MHz! was
shown to increase 7.061.1 dB for nitrocellulose membranes with targeted contrast. Enhancements
of 36.062.3 dB and 8.560.9 dB for plasma and whole blood clots, respectively, were measured
between 20 and 35 MHz. A proposed acoustic transmission line model predicted the targeted
contrast system would increase the acoustic reflectivity of the nitrocellulose membrane, whole blood
clot, and fibrin plasma clot by 2.6, 8.0, and 31.8 dB, respectively. These predictions were in
reasonable agreement with the experimental results of this paper. In conclusion, acoustic
microscopy provides a rapid and sensitive approach forin vitro characterization, development, and
testing of mathematical models of targeted contrast systems. Given the current demand for targeted
contrast systems for medical diagnostic and therapeutic use, the use of acoustic microscopy may
provide a useful tool in the development of these agents. ©1998 Acoustical Society of America.
@S0001-4966~98!01412-X#

PACS numbers: 43.80.Qf, 43.20.Fn, 43.35.Ns@FD#

INTRODUCTION

Gramiak and Shah1 first introduced the concept of
acoustic contrast agents as tools for enhancing ultrasound
and Doppler sensitivity. The preponderance of systemic con-
trast agents are microbubble formulations designed to en-
hance the acoustic appearance of the blood pool and to de-
fine its distribution and integrity.2–4 Unlike blood pool
agents, site-directed ultrasonic contrast agents are intended
to specifically and sensitively enhance the acoustic reflectiv-

ity of a pathological tissue which would otherwise be diffi-
cult to distinguish from surrounding normal tissue. Burgeon-
ing discoveries of clinically important pathological markers
and the rapid production of monoclonal antibodies against
these epitopes are expected to broadly expand the diagnostic
capability and utility of ligand targeted ultrasonic contrast
agents to improve the specificity and sensitivity of ultrasonic
diagnoses.

In the past, ‘‘passive targeting’’ has been employed to
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target contrast agents to the liver or spleen by virtue of non-
specific clearance mechanisms of the reticular endothelial
system. Tumors have been similarly nonspecifically targeted
by taking advantage of delayed contrast washout from
neovascular tissue beds surrounding and penetrating into the
pathology. However, ‘‘active targeting’’ involves the use of
a molecular epitope-specific ligand to concentrate contrast
particles on ana priori selected tissue. Until recently,5 de-
velopment of ligand-directed particulate agents has suffered
from a general inability to overcome the rapidity of normal
physiologic clearance functions which have profoundly lim-
ited their accumulation at target sites and precluded effica-
cious signal enhancement.

In the present study, a novel, nongaseous, ultrasound
contrast agent invented in our laboratory is investigated with
acoustic microscopy to measure the increase in ultrasonic
reflectivity from biological and synthetic surfaces targeted
with the contrast agent. We have recently reported a ligand-
targeted ultrasonic contrast agent that specifically binds and
enhances the acoustic reflectivity of thrombiin vitro and in
vivo when administered eitherin situ or intravenously.5–10

Unlike traditional ultrasonic microbubble contrast agents,
this particle is nongaseous, approximately 250 nm in diam-
eter, and exhibits low acoustic reflectivity unless bound to a
surface. The acoustic reflectivity of thrombi is significantly
enhanced with this agent when imaged with either a conven-
tional clinical vascular echocardiographic~7.5 MHz!5 or
high frequency intravascular imaging~30 MHz! systems.11

Its small size, typically 1000 times less volume than most
microbubble formulations has allowed the contrast agent to
not only localize thrombi, but also to penetrate and acousti-
cally enhance the internal recesses of the thrombi, resulting
in a clearer depiction of morphology.5 Moreover, the bound
particles provide stable and prolonged visualization of the
target pathology without need for special techniques, such as
transient and/or second harmonic imaging, frequently re-
quired when insonifying power-sensitive, microbubble-
based, blood pool contrast agents.

In this report, we utilize acoustic microscopy andin
vitro methods to provide quantitative estimates of enhanced
reflectivity derived from our targeted, lipid encapsulated,
perfluorocarbon contrast system. Over the last 25 years,
acoustic microscopy has been used to visualize tissues,12,13

cells,14 and subcellular organelles15,16 and to characterize
their material17–19 and acoustic properties.20,21 Our labora-
tory has utilized acoustic microscopy to quantify atheroscle-
rotic plaque composition,22 to define ventricular architectural
remodeling in cardiomyopathies,23–25and to physically char-
acterize the disorganization and composition of aortic tissue
in Marfan’s syndrome.26

Three different substrates were targeted for enhance-
ment of reflectivity after contrast binding:~1! nitrocellulose,
a homogeneous, chemically modifiable substrate;~2! red
blood cell; and~3! fibrin clot, in vitro analogues of venous
and arterial thrombi, respectively. Thrombi were chosen as
an initial pathological target in view of its dominant role in
cardiovascular morbidity and mortality.

In Sec. I, a simple acoustic transmission line model, pro-
posed as an explanation for the acoustic reflectivity of the

contrast system, is discussed. In Sec. II, methods for the
production of the contrast agent, the experimental substrates,
and acoustic microscopy are presented. In Sec. III, the ex-
perimental acoustic reflectivities from the various substrates
are presented and compared with model predictions. In Sec.
IV, the potential impact of the acoustic contrast system and
model on medical ultrasonography is discussed.

I. MODEL

A. Proposed mechanism for contrast enhancement

A simple acoustic transmission line model was devel-
oped to explain the observed increase in acoustic reflectivity
of a targeted substrate.27 The experimental system was mod-
eled as a three-layer system of a host medium, a thin~250-
nm! contrast layer, and the substrate~Fig. 1!. The complex
frequency-dependent reflection coefficient@R(k)# at the sur-
face of the substrate of a normally incident pressure plane
wave is described by

R~k!5R121
T12R23T21e

2ikd

12R21R23e
2ikd . ~1!

Here, k52p/l and is the wave number in bulk perfluoro-
carbon, andd is the thickness of the perfluorocarbon contrast
agent layer.Rxy and Txy represent the reflection and trans-
mission coefficients at joined half-spaces of materialsx andy
~from x to y!. The increase in acoustic reflectivity can be
expressed on a logarithmic scale as

Increase520 Log10 R~k!/R13, ~2!

whereR13 is the reflection coefficient at the water/specimen
interface with no contrast. The effect of the targeted en-
hancement agent on the loss was calculated from Eq.~2! for
the thrombi and nitrocellulose membrane described in detail
earlier. For the nitrocellulose membrane, the following nomi-
nal acoustic values were inserted for the perfluorocarbon
contrast agent (density51.8 g/cm3, sound velocity
5600 m/s), the nitrocellulose substrate~density51.12

FIG. 1. Three layer model intended to describe the observed enhancement
of the reflectivity due to the targeted contrast agent. The half-space reflec-
tion coefficient is calculated for a normally incident plane wave that enters
from the left ~water or blood! and is reflected from the layered half-space
~sample covered by the contrast agent!.

3666 3666J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Lanza et al.: Acoustic microscopy methods for targeted contrast



g/cm3, sound velocity51490 m/s), and for deionized room
temperature water (density51.0 g/cm3, velocity51490 m/s).

II. METHOD

A. Preparation of control and targeted emulsion
contrast systems

The targeted contrast system was produced by incorpo-
rating biotinylated phosphatidylethanolamine into the outer
lipid monolayer of a nongaseous perfluorocarbon emulsion
as previously described.5 Briefly, the emulsion was com-
prised of perfluorodichlorooctane~40% v/v, PFDCO, Minne-
sota Manufacturing and Mining, St. Paul, MN!, safflower oil
~2.0%, w/v!, a surfactant comixture~2.0%, w/v!, and glyc-
erin ~1.7%, w/v!. The surfactant comixture included 64
mole% lecithin~Pharmacia, Inc., Clayton, NC!, 35 mole%
cholesterol~Sigma Chemical Co., St. Louis, MO! and 1
mole% @N-~6-~biotinoyl!amino!hexanoyl#-dipalmitoyl-L-
alpha-phosphatidyl-ethanolamine~Pierce, Rockford, IL!
which were dissolved in chloroform, evaporated under re-
duced pressure, dried in a 50 °C vacuum oven overnight and
dispersed into water by sonication, resulting in a liposome
suspension. The liposome suspension was transferred into a
blender cup~Dynamics Corporation of America, New Hart-
ford, CT! with perfluorodichlorooctane, safflower oil, and
distilled, deionized water and emulsified for 30–60 s. The
emulsified mixture was transferred to an S110 Microfluidics
emulsifier ~Microfluidics, Newton, MA! and continuously
processed at 10 000 PSI for 3 min. The completed emulsion
was placed in stopper crimp sealed vials and blanketed with
nitrogen until use. A control emulsion was prepared identi-
cally except that a nonbiotinylated phosphatidylethanolamine
was substituted into the outer surfactant layer. Biotinylated
and control perfluorocarbon emulsion particle sizes were de-
termined in triplicate at 37 °C with a Brookhaven BI-90 laser
light scatter submicron particle size analyzer~Brookhaven
Instruments Corporation, Holtsville, NY! and the average di-
ameters@6standard error of the mean~SEM!# were found to
be 222.066.7 nm and 261.763.7 nm, respectively~90% of
the particles had diameters less than 380 nm!.

B. Targeting ligands

In the development of a thrombus-targeted contrast sys-
tem, we evaluated a highly specific, high affinity monoclonal
F (ab) fragment against D-dimer, DD-3B6.28 Briefly, D-
dimer, a fibrin degradation fragment, was bound to the center
of a nitrocellulose membrane surface modified with a six-
carbon spacer and activated with glutaraldehyde. The periph-
ery of the nitrocellulose membrane was blocked with bovine
serum albumin to preclude nonspecific binding. No data
were generated with acoustic microscopy when the D-dimer
was selected as a clot targeting epitopein vitro. Clots doped
with plasminogen were exposed to various concentrations of
tissue plasminogen activator in order to generate D-dimer.
Unfortunately, clot integrity was lost in virtually all instances
by rapid thrombolytic dissolution. Subsequently, the target-
ing ligands for fibrin and red blood cell thrombi were
changed to monoclonal antibodies, NIB 1H10 and/or NIB

5F3,29,30 directed against a stable fibrin epitope within the
intacte-domain of the protein. NIB 1H10 and NIB 5F3 were
used interchangeably.

C. Preparation of the nitrocellulose membrane

Nitrocellulose disks (n512) were modified with a six-
carbon spacer arm and activated with glutaraldehyde for con-
jugation with protein or peptide epitopes.31 Nitrocellulose
disks ~2.5 cm diameter! were immersed in 1,6 diaminohex-
ane ~2.5% w/v, pH 11.9! for 60 min under constant rotary
agitation. The membranes were next washed under constant
agitation for approximately 12 h in 1-M acetic acid followed
by 12 h in ultrapure water with several changes of each me-
dium. The diaminoalkane-modified nitrocellulose mem-
branes were then exposed to 1% glutaraldehyde in 0.5-M
NaHCO3/Na2CO3, pH 10, for 15 min followed by a 3-h
wash in several changes of ultrapure water. The
diaminohexane-modified, glutaraldehyde-activated nitrocel-
lulose membranes were stored dry at 4 °C until use.

D-dimer ~50-mg! dissolved in 0.1-M phosphate buffered
saline~PBS! (pH 7.2–7.4! was spotted and dried dropwise
onto the center of each of six membranes with a microliter
syringe and allowed to dry. Next, each membrane was
washed with three, 5-min changes of PBS-0.1% Tween 20.
Crystalline bovine serum albumin~3% w/v! in PBS-0.1%
Tween 20 was used to block glutaraldehyde activated protein
binding sites left unoccupied after the application of D-dimer
for 20 min. Excess bovine serum albumin was removed with
three, 5-min isotonic, PBS washes.

The contrast system comprised three independent steps
and utilized avidin to couple a pretargeted biotinylated
ligand with a biotinylated emulsion particle~Fig. 2!. In step
1, each membrane was incubated at ambient temperature
with 12.5-mg DD-3B6, a D-dimer directed biotinylated
monoclonalF (ab) fragment, for 2 h.28 The membranes were
washed repeatedly with PBS then incubated with 250-mg
avidin in PBS for 30 min~step 2!. The nitrocellulose mem-
branes were rewashed with PBS and then exposed to targeted
~biotinylated, n56) or control ~nonbiotinylated, n56)

FIG. 2. A graphic depiction of the three step targeted contrast system as
applied to a D-dimer bound to nitrocellulose membranes and targeted with
DD-3B6.
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emulsion ~75-ml/ml PBS! for 20 min with mild agitation
~step 3!. After rewashing the nitrocellulose with PBS, steps 2
and 3 were repeated to ensure more uniform surface cover-
age. Each nitrocellulose disk was secured in a polystyrene
holder for acoustic imaging above a polished stainless steel
reflector. The mounted specimen was immersed in isotonic,
phosphate buffered saline (pH 7.2–7.4! at room temperature
for ultrasonic insonification with the acoustic microscope.

D. Preparation of human plasma clots

Plasma clots (n56) were produced on nitrocellulose by
combining human citrated plasma~300ml! and 100-mM cal-
cium chloride~100ml! with five units of thrombin in a plas-
tic mould placed on the membranes. The plasma was al-
lowed to coagulate slowly at ambient temperature and the
clots were transferred to PBS until exposure to the control or
targeted contrast system. Targeted plasma clots (n53) were
incubated individually with 150-mg biotinylated antifibrin
monoclonal antibody~15-mg/ml PBS; NIB 1H10!29,30for 2 h
at ambient temperature; the remaining control clots (n53)
were maintained in PBS with 1% bovine serum albumin. The
antibody treated clots were repeatedly washed with PBS,
then incubated with 0.5 mg of avidin~50-mg/ml PBS! for 30
min. After washing excess avidin from the clots in three
changes of PBS, fibrin-targeted plasma clots were exposed to
the targeted emulsion for 30 min with gentle, continuous
agitation. Targeted clots were again washed extensively with
PBS and reexposed to avidin and the biotinylated contrast to
maximize surface coverage. Control clots were incubated
with the nonbiotinylated control emulsion without the
ligand-avidin targeting system to assess nonspecific acoustic
enhancement. All clots were maintained in PBS until acous-
tic microscopy was performed.

E. Preparation of whole blood thrombi

Whole blood clots (n512) were produced by combin-
ing fresh citrated human blood~300 ml! and 100-mM cal-
cium chloride~100ml! with five units of thrombin in a plas-
tic mould placed above a nitrocellulose membrane. The
plasma was allowed to coagulate slowly at ambient tempera-
ture, and the clots were maintained in PBS until exposure to
the control or targeted contrast system. Control (n56) and
fibrin-targeted (n56) contrast systems were applied in a
three-step procedure as previously described for plasma
clots.

F. Acoustic microscopy

Acoustic microscopy~Fig. 3! was performed on peptide
modified nitrocellulose membranes as well as plasma or
whole blood thrombi.32 Ultrasonic imaging was performed
with a 25- or 50-MHz nominal center frequency broadband
transducer~V324, 0.25-in. diameter, 1-in. point target focus
and V309, 0.25-in. diameter, 0.5-in. point target focus, re-
spectively, Panametrics Company, Waltham, MA! operated
in a pulse-echo mode. A Tektronix DSA 601 digitizing os-
cilloscope ~Beaverton, OR! was used to digitize backscat-
tered radiofrequency~rf! data at 500 megasamples per sec-
ond with 8-bit resolution. A variable gain system was used to

increase the effective dynamic range of the digitizer. The
focus of the ultrasonic beam was placed at the front surface
of each sample. Preliminary peak detected images of speci-
men surfaces were acquired to reveal contrast-targeted and
control regions. Radiofrequency~rf! data were acquired from
the contrast-targeted and nontargeted regions by raster scan-
ning approximately 400 independent sites from each speci-
men.

Radiofrequency data were stored and analyzed with cus-
tom software. A 400-ns Hamming window centered on the
front surface of the sample was applied to each rf line. The
power spectra of the gated rf lines were computed by fast
Fourier transformation and referenced to the power spectrum
returned from a near-perfect steel planar reflector.33,34 The
average bandlimited reflected power was computed in the
logarithmic domain from the frequency-dependent reflected
power transfer function across the useful bandwidth of the
transducer and expressed in decibels relative to the scattering
from a polished steel reflector.

G. Statistics

Differences in frequency averaged reflectivity power be-
tween control and targeted treatments were statistically ana-
lyzed using the Statistical Analysis System software~SAS
Institute, Inc., Cary, NC!. Control (n56) and targeted (n
56) regions of peptide-modified nitrocellulose membranes
were compared using pairedT-tests. Studies involving
plasma and whole blood cell clots were designed and ana-
lyzed as randomized complete block, where the block effect
was equated with day of study. Differences between means,
presented as averages6standard error of the mean~SEM!,
were considered significant atp,0.05.

III. RESULTS

The enhancement of acoustic reflectivity imparted by the
targeted perfluorocarbon emulsion system on synthetic~ni-
trocellulose! and biological surfaces~thrombi! was quantita-
tively determined using acoustic microscopy. Based on these
data, a simple theoretical model was proposed to provide a
conceptual and mathematical framework for understanding
the basis of the enhanced acoustic reflectivity imparted by
this system.

FIG. 3. Schematic of equipment and electronics.
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1. Nitrocellulose substrate

The change in the reflected power for the front wall
specular reflection was determined for both targeted and
nontargeted independent regions and their difference as a
function of frequency is presented in Fig. 4. The average
baseline acoustic reflectivity~6SEM! for the nitrocellulose
membrane was225.061.1 dB relative to a near perfect
~;0.5 dB! planar steel reflector. The binding of the D-dimer-
targeted contrast system increased the reflected power from
the central portion of the membrane by17.061.1 dB to
218.060.7 dB (p,0.05).

2. Plasma thrombi

The acoustic enhancement of plasma clots supported on
nitrocellulose following treatment with the targeted contrast
system was evaluated with acoustic microscopy using anti-
human fibrin monoclonal antibodies targeted againste-
domain epitopes of intact fibrin~Fig. 5!. All plasma clots
were insonified nominally at 25 MHz. The control plasma
clot backscatter exhibited inherently low backscatter al-
though it was 7–10 dB above the noise floor~275 dB steel
plate reflection! of the electronics associated with the experi-

mental apparatus. The fibrin-targeted contrast agent in-
creased the frequency averaged reflected power from the
plasma clot surface from263.960.6 dB to 227.9
60.2 dB, a change of 36.062.3 dB (p,0.05).

3. Red blood cell thrombi

Unlike plasma clotsin vitro, actual thrombiin vivo are
cellular and have a higher background acoustic reflectivity
(240.160.6 dB). Therefore, whole human blood clots were
prepared, treated with the fibrin-targeted contrast system and
insonified nominally at 25 MHz in a manner similar to the
human plasma clots~Fig. 6!. The targeted contrast system
significantly increased the acoustic reflectivity of the clot
surface 8.560.9 dB to231.661.2 dB (p,0.05).

The detailed physics that accounts for the acoustic en-
hancement imparted by this novel, perfluorocarbon-based,
targeted contrast system has not been established. However,
using reasonable assumptions, the measured enhancement of
the reflectivity observed was consistent with predictions of a
simple linear acoustics transmission line model~Table I!. In
this approach, the reflection coefficient is calculated for a
three layer fluid model. The acoustic transmission line model
predicted the targeted contrast system would increase the
acoustic reflectivity of the nitrocellulose membrane, whole
blood clot and fibrin plasma clot by 2.6, 8.0, and 31.8 dB,
respectively. These calculations demonstrate reasonable,
first-order agreement with our experimentally determined en-
hancements, i.e., 7.0, 8.5, and 36.0 dB, respectively.

IV. DISCUSSION

Our laboratory has recently demonstrated the first suc-
cessfulin vivo application of a ligand-targeted contrast agent.
The acoustic agent is a biotinylated, lipid encapsulated, non-
gaseous perfluorocarbon emulsion which utilizes avidin-
biotin interactions to couple a pretargeted biotinylated ligand
to the acoustic particle.35 The particle has 1/1000th the vol-
ume of a typical microbubble used for perfusion contrast
imaging and exhibits low intrinsic echogenicity except when
bound to a target or to itself. Since our initial report, other
targeted acoustic contrast agents have begun to emerge. A
nongaseous, inherently echogenic liposome coupled directly

FIG. 4. The change in reflected power from D-dimer coupled membranes
following ultrasonic enhancement with D-dimer-targeted contrast system
using 50-MHz acoustic microscopy.

FIG. 5. The change in reflected power from plasma clots following ultra-
sonic enhancement with a fibrin-targeted contrast system using 25-MHz
acoustic microscopy.

FIG. 6. The change in reflected power from whole blood cell clots following
ultrasonic enhancement with a fibrin-targeted contrast system using 25-MHz
acoustic microscopy.
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to monoclonal antibodies and demonstrated to bind targeted
molecular epitopes,in vitro and in vivo ~when administered
directly upstream of the target! has been reported.36 Com-
mercial pharmaceutical companies currently developing per-
fusional microbubble formulations have begun to modify
their perfusional agents for targeted applications. McCreey
et al.37 recently reported a stabilized liposomal microbubble
which has been modified to utilize a RGD domain for target-
ing thrombi. Klibanovet al.38 has also reported the develop-
ment of a similar, stabilized lipid microbubble which utilizes
avidin-biotin interactions.

In the present study, we have described the use of acous-
tic microscopy to assess the acoustic reflectivity enhance-
ment created by targeted contrast agents bound to a variety
of substrates, including thrombi createdin vitro. Acoustic
microscopy provides a stable system for evaluating the effi-
cacy of contrast agents and for potentially comparing the
utility of different targeting antibodies or formulation
changes. Such studies may be performed relatively rapidly
and with very modest expenditures for formulation materials
and monoclonal antibodies.

In general, the specificity and dissociation constants of
the various monoclonal antibody ligands commercially pro-
duced are well known. The dissociation constant for avidin-
biotin is well know (kd510215 M ); But the distribution of
targeted epitopes along biological tissue surfaces and planes
is unknown. The proposed acoustic microscopy method pro-
vides a unique opportunity to assess the distribution of mo-
lecular epitopes over a biological surface. Each step of the
acoustic contrast system~antibody, avidin, and emulsion! is
applied in excess inorder to saturate all binding sites and
maximize acoustic signal. If the selected epitope has inad-
equate surface density and/or distribution to provide effica-
cious surface coverage with the contrast agent, then combi-
nations of targeted markers may be considered to increase
the number of binding sites and improve acoustic enhance-
ment. Performing these studiesin vitro provides a relatively
inexpensive and rapid approach to screen potential targeting
ligand systems before progressing to complicatedin vivo
models.

Our targeted ultrasonic contrast agent has demonstrated
a remarkable versatility to significantly enhance the reflec-
tivity of substrates with both high and low inherent acoustic

reflectivity. The magnitude of acoustic enhancement was
greatest when the inherent echogenicity of the substrate was
very low, as for the plasma clots, and least when the inherent
acoustic reflectivity of the substrate was high. Since the in-
tegrated backscatter from normal tissues at similar frequen-
cies to those used in this study is approximately245 to255
dB below a planar steel reflector,24,39 these data suggest that
targeted pathologic tissues could be enhanced around 8.5 dB
for a 250-nm single layer application. For multi-layered tis-
sues with increased effective layer thickness, such as neovas-
culature capillary beds in solid tumors, the targeted contrast
system would be expected to increase the overall reflected
signal more.

Quantification of the acoustic reflectivity created by the
targeted contrast system and measured from specific sub-
strates is consistent with the physical mechanism of a simple
acoustic transmission line model. The enhanced acoustic re-
flectivity predicted by this model appears to provide a rea-
sonable first-order approximation to the experimental results
reported in this study. The modest differences between pre-
dicted and experimental results reflect, in part, our lack of
specific knowledge of both the spatial distribution of the tar-
geted contrast agent over the targeted surface as well as the
true acoustic properties of the substrate. The hypothesized
layer model is simple and, if substantially correct, suggests
that careful selection of the emulsified perfluorocarbon’s
sound velocity and/or density40 may enhance the magnitude
of acoustic reflectivity. Furthermore, the layer model implies
that the aggregation and concentration of contrast particles
might be best described as a reflective surface. Careful con-
sideration must be paid to the distribution of molecular
epitopes and tissues in order to generate an effectively
smooth and reflective contrast surface layer~s!. Because the
acoustic transmission line model predicts a frequency inde-
pendent increase in reflectivity, contrast agents that are well
described by this model should be useful at clinical imaging
frequencies as well. We have observed this qualitatively in
our laboratory.5

In the case of red blood cell thrombi, the contrast agent
was targeted to thee-domain epitopes of fibrin which created
a loosely interwoven network entrapping the cellular ele-
ments of blood, predominantly erythrocytes. Since erythro-
cytes are 6–8mm in diameter and the contrast particles are

TABLE I. Summary of acoustic transmission model assumptions and predicted and measured ultrasonic
reflectivities.a

Measured Measured Predicted
baseline enhanced enhanced

Density Velocity Ratio of material reflectivity reflectivity reflectivity
Material ~g/cm3! ~mm/ms! to water impedance ~dB! ~dB! ~dB!

Plasma clot 1.01 1.49 1.01 263.960.6 227.960.2 232.161.4
RBC clotb 1.01 1.49 1.01 240.160.6 231.661.2 232.161.4
Nitrocellulose 1.12 1.49 1.12 225.061.1 218.060.7 222.460.5
Water 1.00 1.49 1.00 NAd NA NA
PFCDOc 1.80 0.60 0.72 NA NA NA

aLayer thickness5250 nm.
bRBC5red blood cell.
cPFDCO5perfluorodichlorooctane.
dNA5not applicable.
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250 nm in diameter, heterogeneous contrast enhancement
was noted with both high frequency acoustic microscopy and
previously with routine echocardiography. The acoustic
transmission line model implicitly suggests that the best
acoustic enhancement will occur when the the alignment of
bound contrast particles approximates a continuous layer.
Thus the tight fibrin network of arterial thrombi~i.e., ‘‘white
clots’’! which have a platelet predominance and a paucity of
erythrocytes would have better acoustic enhancement than
venous thrombi~i.e., ‘‘red clots’’! which have a loose fibrin
architecture interspersed with red blood cells. In this manner,
the acoustic transmission line model provides an intellectual
framework for systematically selecting, designing, and im-
proving targeted contrast systems.

Several limitations of the current work will be addressed
in future reports. Quantitative acoustic microscopy and the
acoustic transmission line model has furthered our under-
standing of targeted perfluorocarbon contrast agents, but
more refined studies are required to confirm and refine the
model. In particular, several reasonable assumptions required
to obtain predicted estimates of acoustic reflectivity will re-
quire formal, experimentally derived confirmation.

Although the methodologies described represent a valu-
able adjunct in the development of our nongaseous, perfluo-
rocarbon contrast system, these approaches may have limita-
tions for other contrast systems. Principally, the sensitivity of
typical microbubbles to the preparation steps or to the sound
pressures involved with routine scanning is unclear and un-
tested in our laboratory.

V. SUMMARY

In summary,in vitro techniques that facilitate the rapid
and inexpensive development and deployment of novel, non-
gaseous, perfluorocarbon-based, targeted acoustic contrast
systems have been developed. The methods rely on the use
of acoustic microscopy and allow development of targeted
contrast systems and/or their componentsin vitro. The de-
gree of acoustic enhancement expectedin vivo relative to the
inherent echogenicity of the target tissue may be estimated
by thesein vitro studies as well as by means of a simple
acoustic transmission line model. The data suggest that a
nongaseous, perfluorocarbon contrast system can improve
the acoustic reflectivity of biological and synthetic surfaces
that differ broadly in their intrinsic echogenicities. Thus this
contrast agent appears to possess broad functionality against
pathological tissues of key concern to the medical commu-
nity.
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Does hearing aid benefit increase over time?
Christopher W. Turner and Ruth A. Bentler
Department of Speech Pathology and Audiology, The University of Iowa, Iowa City, Iowa 52242

~Received 5 May 1998; accepted for publication 21 August 1998!

In a recent tutorial for the journal, Palmeret al. @J. Acoust. Soc. Am.103, 1705–1721~1998!#
reviewed the literature on the potential for increases in hearing aid benefit over time
~acclimatization!. Their review might leave some readers with the impression that acclimatization
has implications for the fitting and selection of hearing aids today. We~Turner and Bentler!, along
with two other researchers in the field~Humes and Cox!, conducted a similar review of the literature
a few years earlier@Turneret al., Ear and Hearing17, 14S–28S~1996!# and found little evidence
of a robust effect. The bulk of the existing evidence, including the most recent studies on this topic,
support earlier conclusions, i.e., that there is no evidence for the existence of a strong
acclimatization effect in current hearing aid use. ©1998 Acoustical Society of America.
@S0001-4966~98!01712-3#

PACS numbers: 43.10.Ln, 43.66.Ts, 43.66.Ba, 43.64.Bt@JWH#

Clinical audiologists and hearing aid manufacturers, as
well as patients themselves, would be greatly pleased if one
could say with confidence that the benefit received by a pa-
tient arising from a newly fitted hearing aid would improve
over time. Such an increase in hearing aid benefit over time
has been termed ‘‘acclimatization’’ or ‘‘auditory learning.’’
This increase in measured benefit over time would be the
result of an improvement in auditory capabilities following
the provision of hearing aid amplification. These acclimati-
zation effects must be separated from any task-specific learn-
ing involved in the measurement procedures, such as learn-
ing to take a test. In their recent review of this topic, Palmer
et al. ~1998, p. 1718! state that ‘‘...data in each area support
the notion of auditory learning...’’ They also state that the
extent and rate of the effect is unclear at this time. Unfortu-
nately, only a small or nonexistent extent and rate of accli-
matization has been reported in the numerous published
studies to date. This view is explained in considerable detail
in Turner et al. ~1996!. The four most recent studies with
large numbers of subjects~Humeset al., 1997; Saunders and
Cienkowski, 1997; Holte, 1997; Neuman, 1997! failed to
show any increase in hearing aid benefit over time. It would
seem that if acclimatization was an important and strong
effect upon current clinical practices, the evidence for it
would be much clearer.

In each of the numerous studies~at least 18! on this
topic, subjects were people who normally use hearing aids,
and therefore their results should generalize to the hearing
aid user population as a whole. The experiments typically

measured speech recognition using syllable, word or sen-
tence lists at several intervals following the initial fitting of
the hearing aid, and examined if the scores increased over
time. Palmeret al. ~1998! do not comment on the size of the
effect and the variability across and within subjects. This is
an unfortunate omission, as the casual reader of that review
might mistakenly conclude that acclimatization is sometimes
a robust effect and that the various studies reviewed in the
tutorial found very different results. The overwhelming char-
acteristic of the data obtained in all the studies is that the size
of the increase was very small~0–7 percentage points! in
speech recognition score. The standard deviation across sub-
jects was at best equal to the size of the effect and more
typically many times as large as the effect. Thus some sub-
jects in these experiments actually showed ‘‘decreases’’ in
hearing aid benefit over time. Within-subject variability for
speech recognition testing is dependent upon the number of
test items, and to state with confidence that improvement of
a few percent does or does not occur in an individual subject
would require many hundreds of test items. For example, to
show an improvement of 7 percentage points in a typical
patient would require over 600 independent test items;
smaller improvements would require even longer lists. Thus
individual acclimatization, if it occurs, would be difficult to
demonstrate, requiring large experiments with many subjects
and long test sessions in order to find a small effect. And
when one attempts to measure a small effect with large vari-
ability, it is not surprising that studies with small numbers of
subjects can show different results. The simplest explanation
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of the data as a whole is that the effects to be measured are
small or nonexistent and that the measurements are obscured
by large variability. Even if confounding sources of variabil-
ity were tightly controlled, one would not expect the mean
values obtained in the studies to show an increase. And if
such factors as task-specific learning, which might be con-
fused with acclimatization, were eliminated, one might ex-
pect any observed increases in hearing aid benefit over time
to be even smaller.

Certainly it is impossible for us to prove the null hypoth-
esis, i.e., that acclimatization does not occur for hearing aid
use, and no one can know if acclimatization will occur for
new signal-processing hearing aids that have not yet been
invented. Nonetheless, the massive amounts of evidence col-
lected so far indicate that as of today, either it does not occur,
or if it does, it is so small that it is very hard to measure.
While it is possible that experimental circumstances could be
designed that might maximize measured acclimatization ef-
fects, these kinds of situations may not be realistic for cur-
rent hearing aid users. If acclimatization only exists under
unrealistic conditions~if it exists at all!, then it may have
little relevance to hearing aid manufacturing and dispensing.

In summary, the recent review of Palmeret al. ~1998!
may mislead some researchers, clinicians, and hearing aid
manufacturers by suggesting that hearing aid benefit may
increase over time in a manner that has consequences for

today’s hearing aids. When the small or nonexistent magni-
tude of the acclimatization effect is considered, we feel that
the review of Palmeret al. ~1998! should not be taken casu-
ally as support for the importance of acclimatization in hear-
ing aid use. The literature to date is very clear on one aspect
of acclimatization. It is a small effect at best. If the increase
in hearing aid benefit over time cannot be reliably demon-
strated in typical hearing aid users under normal circum-
stances~albeit under controlled conditions! in nearly 20 stud-
ies to date, then the most logical conclusion for the hearing
and audiology community is that it is not a large or important
effect.
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Representation of the displacement in terms of scalar functions
for use in transversely isotropic materials

A. Rahman and F. Ahmad
Department of Mathematics, Quaid-i-Azam University, Islamabad, Pakistan

~Received 29 May 1998; revised 22 July 1998; accepted 20 August 1998!

Comments are presented on two recent papers@J. Acoust. Soc. Am.96, 2546~1994!, J. Acoust. Soc.
Am. 100, 57 ~1996!#. Their results can be obtained with much economy of work by employing an
alternative representation for the decomposition of the displacement. This decomposition is useful
whenever transversely isotropic materials are being studied. ©1998 Acoustical Society of
America.@S0001-4966~98!00712-7#

PACS numbers: 43.20.Ks, 43.20.Tb, 43.40.Cw@ANN#

INTRODUCTION

Recently Honarvar and Sinclair,1 subsequently referred
to as HS, have studied scattering of an acoustic wave from a
cylinder of transversely isotropic material immersed in a
fluid. They have generalized earlier work of Faran2 and Flax
et al.3 on scattering from isotropic cylinders. B. Zhang, H.
Dong, and K. Wang,4 subsequently referred to as ZDW, have
studied the acoustic field excited by multipole sources in a
fluid-filled borehole surrounded by a transversely isotropic
elastic solid.

In this short note we wish to comment on the represen-
tation of the displacement in terms of scalar functions used
by HS and ZDW. We suggest an alternative representation
which produces simpler equations, although it leads to the
same final results. Our purpose is to bring to the notice of
workers dealing with transverse isotropy, a representation
which is very useful, has been present in the literature for a
long time, but seems to have been overlooked by researchers
who have done recent work in this field.

I. REPRESENTATION OF THE DISPLACEMENT

HS and ZDW have decomposed the displacementu in
terms of three potential functionsw, c, andx in the follow-
ing manner:

u5“w1“3~xêz!1a“3“3~cêz!. ~1!

In cylindrical coordinates, the above representation implies
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When Ur , Uu , and Uz are substituted in the equation of
motion foru, the following equations result for the potential
functionsw, c, andx. These are Eqs.~12!–~14! of HS and
Eqs.~6! of ZDW. These are reproduced here for comparison
with Eqs.~6! of the present note:
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If an alternative representation foru is used, the resulting
equations, i.e., the counterparts of Eqs.~2! and~3! above, are
much simplified. This representation was first used by
Buchwald5 and has also been employed by others.6,7 The
displacement is decomposed in the following manner:

u5“w1“3~xêz!1S ]c

]z
2

]w

]z D êz . ~4!

The components ofu, in cylindrical polar coordinates, are

Ur5
]w

]r
1

1

r

]x

]u
, ~5a!

Uu5
1

r

]w

]u
2

]x

]r
, ~5b!

Uz5
]c

]z
. ~5c!

A comparison of Eqs.~2! and~5! indicates that the Buchwald
representation~4! as contrasted with~1! will lead to much
economy of labor. A distinct advantage of Eqs.~5! is that
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they contain derivatives of only the first order. We find that
the Buchwald representation also accomplishes the desired
goal of separating theSHwave from the rest of the displace-
ment. The resulting equations are

c11S ¹22
]2

]z2Dw1c44

]2w

]z2 1~c131c44!
]2c

]z2 2rc

]2w

]t2 50,

~6a!

~c131c44!S ¹22
]2

]z2Dw

1c44S ¹22
]2

]z2Dc1c33

]2c

]z2 2rc

]2c

]t2 50, ~6b!

1

2
~c112c12!S ¹22

]2

]z2Dx1c44

]2x

]z22rc

]2x

]t2 50. ~6c!

A comparison of Eqs.~3! and ~6! indicates that representa-
tion ~4! has indeed produced simpler equations.

The two representations lead to identical characteristic
equations. We assume

w5 (
n50

`

BnJn~sr! cos~nu! exp$ i ~kzz2vt !%, ~7a!

c5 (
n50

`

CnJn~sr! cos~nu! exp$ i ~kzz2vt !%, ~7b!

x5 (
n50

`

DnJn~sr! sin~nu! exp$ i ~kzz2vt !%. ~7c!

Substitution of~7a! and ~7b! in Eqs. ~3a! and ~3b! leads to
the following characteristic equation;

s2~s21kz
2!~c11c44s

42js21z!50,

wherej andz have been defined in HS, Eqs.~20! and ~21!.
HS and ZDW have dropped the factorss2 and s21kz

2 to
obtain

c11c44s
42js21z50. ~8!

However, when we substitute~7a! and~7b! in Eqs.~6a! and
~6b!, Eq. ~8! immediately results. An advantage of the Buch-
wald representation is that it does not lead to extraneous
factors.

Finally we remark that the Buchwald representation
gives simplified expressions for the matrix elements defined
in Eq. ~36! of HS and Eq.~9! of ZDW.

1F. Honarvar and A. N. Sinclair, J. Acoust. Soc. Am.100, 57 ~1996!.
2J. J. Faran, J. Acoust. Soc. Am.23, 405 ~1951!.
3L. Fax, V. K. Varadan, and V. V. Varadan, J. Acoust. Soc. Am.68, 1832
~1980!.

4B. Zhang, H. Dong, and K. Wang, J. Acoust. Soc. Am.96, 2546~1994!.
5V. T. Buchwald, Q. J. Mech. Appl. Math.14, 293 ~1961!.
6P. Chadwick and L. T. C. Seet, Mathematika17, 255 ~1970!.
7F. Ahmad and A. Rahman, submitted for publication to Int. J. Eng. Sci.
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Response to ‘‘Representation of the displacement in terms
of scalar functions for use in transversely isotropic materials’’
[J. Acoust. Soc. Am. 104, 3675 (1998)]

F. Honarvar
K. N. Toosi University of Technology, P.O. Box 16765-3381, Tehran 16579, Iran

A. N. Sinclair
Mechanical and Industrial Engineering, Uinversity of Toronto, Toronto, Ontario M5S 3G8, Canada
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The authors comment on Rahman and Ahmad’s discussion on the representation of displacement
fields by scalar potential functions. ©1998 Acoustical Society of America.
@S0001-4966~98!00812-1#

PACS numbers: 43.20.Ks@ANN#

Rahman and Ahmad have reminded us of Buchwald’s
solution to problems involving transversely isotropic materi-
als. While we acknowledge the simpler form of Buchwald’s
solution, we would like to mention the reason we chose the
more difficult approach1 despite our awareness of simpler
ones.

We had not completely overlooked Buchwald’s ap-
proach, and a rather simpler version of it, used by Mirsky, is
referenced in our paper. We think that in Buchwald’s ap-
proach the physical meaning of the potential functions is
sacrificed for the sake of mathematical simplicity. The po-
tential functionsf, c, andx used in our solution each have a

physical~acoustical! meaning. They representP, SH, andSV
waves, respectively. This makes the interpretation of results
easier and allows one to investigate the effect of each type of
wave separately in the mathematical model. This physical
meaning does not seem to exist for all three potential func-
tions used in Buchwald’s solution.

Therefore, while we acknowledge the correctness and
simpler form of Buchwald’s approach, we still believe that
our solution has a stronger physical basis.

1F. Honarvar and A. N. Sinclair, ‘‘Acoustic wave scattering from trans-
versely isotropic cylinders,’’ J. Acoust. Soc. Am.100, 57–63~1996!.
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Observation of flexural Lamb waves (A0 mode) on water-filled
cylindrical shells

J. D. N. Cheeke, X. Li, and Z. Wang
Department of Physics, Concordia University, Montreal, Quebec, H3G 1M8 Canada

~Received 15 February 1998; accepted for publication 22 August 1998!

Results are presented for the propagation of circumferential acoustic waves around a thin-walled
stainless steel tube. Sol gel lead titanate-zirconate~PZT! films and chirp interdigital transducer
~IDT! electrodes were used to generate theA0 mode from 0.8 to 6.0 MHz. Group and phase velocity
measurements are in good agreement with the theory for the empty tube. When the tube is filled with
water a large decrease of 21% in group velocity is observed. While there is as yet no theoretical
explanation for this effect, the results show promise for liquid sensing applications. ©1998
Acoustical Society of America.@S0001-4966~98!00612-2#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

There have been many theoretical1–5 and
experimental6–11 studies of circumferential elastic waves in
cylindrical shells immersed in a liquid, mostly in the context
of underwater acoustics. In analogy with the case of a thin
plate, the theoretically possible circumferential modes are
Lamb type~ A0 andS0! and Scholte–Stoneley type~A and
S!. A major concern of this previous work has been the iden-
tification of the modes corresponding to the observed echoes
or resonances in a particular experimental configuration.

Talmant et al.6–8 irradiated thin cylindrical shells im-
mersed in water with short acoustic pulses and measured
group velocities of waves circumnavigating the cylinder. A
‘‘fast’’ wave was identified as beingS0 while a ‘‘slow’’
wave was associated with a Scholte interface waveA. The
A0 mode was not observed, the reason given being that ra-
diation damping is much stronger for this mode. A third
weak circumferential mode with a group velocity of 2450
m/s was observed but not identified. Izbickiet al.9–11 used a
different geometry where the transducer was placed on the
inside wall of an empty cylindrical shell and the receiving
transducer was placed in the liquid. The results were com-
patible with those of Talmantet al. for excitation external to
the tube;S0 and A modes were observed but noA0 mode
was identified.

In the present work we have used a different experimen-
tal configuration which is complementary to those mentioned
above. A chirp interdigital transducer~IDT! was placed on
the outer surface of a water-filled tube. This allowed scan-
ning over a wide frequency range under constant conditions
in the same experiment. Furthermore, by the nature of the
configuration, we are able to detect only tube-borne waves
(S0 or A0! and not the Scholte–Stoneley waves which are
propagated at the solid–fluid interface inside the tube. Thus
there can be no ambiguity in the assignment of waves to
eitherA0 or A modes in our experiment; the observed modes
must beA0. Results forS0 modes are easily distinguishable
from A0 by travel time; these were reported previously12 and
will not be considered here. In this communication we con-
centrate on results for theA0 mode in the regionf d;1 for a

thin-walled stainless steel tube wheref 50.8 to 6.0 MHz,
and d50.25 mm. Liu and Lynnworth13 also studied theA0

mode in cylindrical tanks but in a quite different regime
where f d!1.

I. EXPERIMENTAL METHODS

The measurement setup and the tube configuration are
shown in Fig. 1. The experimental sample was a stainless
steel tube with a wall thickness of 0.25 mm and a radius of
5.0 mm. A layer of PZT film was coated on the outer surface
and an IDT was made along the circumferential direction.
The pulse-echo technique was used to measure the time de-
lay with a Ritec-10000 system. Tone-burst pulses were ap-
plied to the chirp IDT which served as both the transmitter
and receiver. The output was connected to a digital oscillo-
scope and the wave forms were acquired by a computer us-
ing LABVIEW . The measurement was carried out at different
frequencies with steps of 0.05 MHz. The frequency range
was between 0.8 and 6.0 MHz, i.e.,fd50.20 to 1.5 mm-
MHz, which covers all the sensitivefd range of the lowest
flexural modes. The received echo train is shown in Fig. 2.
The interval between the echoes is the travel time for a com-
plete circumference, which is determined by using the cross-
correlation method, and the group velocity can be obtained
directly by knowing the radius of the shell. The phase veloc-
ity dispersion curve can be obtained by integrating the group
velocity dispersion curve. The integration constant is experi-
mentally determined in the following way. Because of the
special property of the circumferential wave, which propa-
gates round and round along the circumference, a pseudo-
standing wave is easily formed for the output signals when
the duration of the input tone-burst pulse is long enough, for
example, more than one circumference. By measuring the
adjacent frequenciesf n and f n11, where the signals are in
maximum or minimum~constructive or destructive interfer-
ence!, the phase velocity can be estimated byV'2pR
•( f n112 f n). Thus the phase velocity values can be mea-
sured at certain discrete frequencies. Those values can be
taken as the integration constant and the phase velocity dis-
persion curve was thus obtained. For technical reasons it was
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not possible to observe these resonances for the water-filled
tube, so an experimental phase velocity curve is not available
for this case.

While echoes could be obtained over the full range 0.8–
6.0 MHz for the empty tube, signals could only be observed
in the range 0.85–2.4 MHz for the water-filled case. Repre-
sentative echo trains for the two are shown in Fig. 3. It is
clear by inspection that water loading decreasesvg signifi-
cantly at the higher frequencies while it has a much smaller
effect at 1 MHz. Comparison between experiment and theory
for vg of the empty and filled tubes as a function offd is
made in Fig. 4. It is seen thatvg has a plateau at about 2400
m/s over the accessible experimental range offd and that
there is a 21% decrease invg at the higher frequencies. Our

previously reported work12 showed good agreement between
theory and experiment for the empty tube, so this surprising
decrease remains to be explained.

II. DISCUSSION

While it is clear, as mentioned above, that we measure
the A0 and not theA mode, a third possibility must also be
considered. This involves leakage of theA0 mode into the
liquid, propagation as a bulk wave in water, and reconver-
sion to theA0 mode before the pulse arrives at the trans-
ducer. This possibility is, however, excluded because the
shortest possible flight path would lead to a longer transit
time than that observed experimentally. We also confirmed
this experimentally by inserting co-axially an empty tube

FIG. 1. Schematic configuration of the sample and measurement arrange-
ment.

FIG. 2. Received echo trains at different frequencies for an empty stainless
steel shell~R55 mm,d50.25 mm!.

FIG. 3. Time delay signals of theA0 mode in the empty and water-filled
tube.

FIG. 4. Experimental and theoretical results for theA0 mode for empty and
water-filled shell.
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with an outer radius close to the inner radius of the water-
filled tube. This structure would profoundly modify, delay,
or smear out any bulk wave travelling in the water. No
change in either the delay time or the amplitude of the ech-
oes was observed, from which we conclude that the observed
signals were tube-borne over the entirety of their propagation
path.

It is difficult to make detailed comparisons with the
work of Talmantet al.,6,7 who observed principally theA
mode. Our results do, however, strongly suggest that the
third circumferential mode that they observe, highly attenu-
ated and withvg52450 m/s, corresponds to theA0 mode
studied here. Apart from this, the situation is paradoxical.
Talmant et al. observe experimentally and theoretically a
plateau invg for the A mode in stainless steel, withvg

&2000 m/s for 0.2, f d,0.3. Their calculated curve for the
water-loadedA0 mode is almost identical to that we obtain
for the unloaded tube, with a value of about 2400 m/s for this
range of fd. Experimentally we observe a plateau for the
water-loaded tube, withvg52400 m/s, well below Talmant’s
theoretical curve at the higher frequencies. Thus, while both
A and A0 modes demonstrate a plateau experimentally~al-
though with significantly different values ofvg! in the same
range of fd, the A0 result is in marked disagreement with
theory. It should be noted, however, that the values calcu-
lated by Talmantet al. are for air inside and water outside
the tube, which is the opposite of our experimental arrange-
ment. Resolution of this discrepancy must await develop-
ment of the theory for the water-filled tube. Finally, loss of
signal for fd.0.5 is probably due to theA0 mode becoming
leaky at high phase velocities, similar to the case of fluid-
loaded thin plates.

III. CONCLUSIONS

In this work we have unambiguously observed propaga-
tion of the A0 mode in a fluid-loaded thin cylindrical shell,
which has not hitherto been observed in other experimental
configurations. At the highest accessible frequencies we see
a dramatic decrease of about 21% invg compared to the

empty cylinder. The observation of a plateau invg is similar
to observations for theA mode observed by Talmantet al.,
but there is as yet no theoretical explanation of this behavior
for the A0 mode.
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Überall, ‘‘Acoustic resonances of thin cylindrical shells and the resonance
scattering theory,’’ J. Acoust. Soc. Am.84, 681–688~1988!.
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termination et interpretation,’’ Rev. Phys. Appl.23, 289–299~1988!.

12J. D. N. Cheeke, X. Li, and Z. Wang,1995 IEEE Ultrasonics Symposium
Proceedings~November, 1995, San Antonio!, pp. 441–444.

13Y. Liu and X. Lynnworth, ‘‘Flexural wave sidewall sensor for noninva-
sive measurement of discrete liquid levels in large storage tanks,’’1993
IEEE Ultrasonics Symposium Proceedings, pp. 385–390.

3680 3680J. Acoust. Soc. Am., Vol. 104, No. 6, December 1998 Cheeke et al.: Letters to the Editor



Atmospheric propagation transfer function determination using
an adaptive filter
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In this Letter an alternative method for the experimental determination of the complex acoustic
propagation transfer function is presented. The method uses an adaptive filter in system
identification mode. The inputs to the system are the source and received signals. The transfer
function is represented by finite impulse response filter coefficients. Good results were obtained
using filter lengths in the range from 100 to 250 with a sampling rate of 12 k samples/s. The method
is outlined and some representative results with experimental field data are given. ©1998
Acoustical Society of America.@S0001-4966~98!01112-6#

PACS numbers: 43.60.Lq, 43.28.Fp, 43.28.Vd@JCB#

INTRODUCTION

The propagation of acoustic waves is affected by the
presence of such factors as wind, temperature gradients,
ground reflections, and turbulence. The combination of the
these factors creates a complex time varying propagation
transfer function. Determination of this transfer function in
both magnitude and phase can be accomplished in many
ways. The adaptive filtering method outlined here is pre-
sented as an alternative to other methods, some of which are
mentioned below. The adaptive method described here al-
lows for the modeling of the propagation transfer function
using a finite impulse response~FIR! filter which is continu-
ously adapted, on a sample by sample basis, to track the
transfer function variation with time. The filter coefficients
may be inspected at any instant to compute the magnitude
and phase of the transfer function via thez transform. The
method permits one to easily view an accurate evolution of
the transfer function with time, allowing for a wealth of
analysis possibilities. The method is relatively simple, com-
putationally inexpensive, and can be used in real-time appli-
cations.

There are many other methods of transfer function com-
putation. Standard Fourier methods can give good results
with careful choice of parameters such as window and FFT
size. Berkhoutet al. describe a visualization method where a
source wavelet is transmitted and received by an array of
microphones.1 The method visually describes the complex
behavior of the wave as it is received by the array. It also
allows for the computation of the full relative transfer func-
tion of the propagation. Heutschi and Rosenheck describe a
method of computing the impulse response of the propaga-
tion via the use of maximum length sequences~MLS!.2

The adaptive method will be described and then some
example results using the method will be presented. The per-
formance of the method will not be compared to any other
method, as this would be complex and beyond the scope of
this letter.

I. METHOD DESCRIPTION

For the purpose of this discussion we will consider the
situation where a source emits an acoustic signal which is
then received at a remote location. The source and received
signals are sampled and input to an adaptive filtering system
which is arranged in what is known as a system identification
configuration. A good treatment of adaptive signal process-
ing can be found in Windrow and Stearns.3 A block diagram
of the system is presented in Fig. 1. The output of the adap-
tive filter is subtracted from the actual received signal to
form the error signal. The error signal is fed back to the
adaptive filter and is used to control the adaptation process.
Several different adaptive filter algorithms were tested in-
cluding the basic least mean squares~LMS!, the transform
domain LMS, the data-reusing LMS, the recursive least-
squares~RLS!, and the RLS lattice. The best results for this
application came when using the RLS lattice algorithm4 or
the data-reusing LMS,5 but good performance might be
achieved with other adaptive algorithms as well.

At any time instant, the transfer function is modeled as a
linear time-invariant system. Accordingly, one must be
aware of the limitations inherent to this type of representa-
tion, such as the inability to account for doppler effects. The
length of the FIR filter used will set the complexity of the
transfer function that can be modeled.

The parameters of the adaptive algorithms should be
chosen with care. The length of the filter must be chosen
long enough to adequately represent the transfer function
while not being so long as to lessen the ability of the adap-
tive algorithm to adjust the coefficients fast enough to keep
up with the changing propagation conditions. A general
guideline for choosing the maximum filter length is the fact
that the transfer function should remain essentially un-
changed over the period of time equivalent to the length of
the filter. The variability in the transfer function is related to
the variability of the propagation conditions. Various filter
lengths were tried and good results were obtained with 100
to 250 taps~using a 12-kHz sampling rate! depending on the
specific propagation conditions~wind speed, etc.!. The adap-
tation constantm must also be chosen for good performance.
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The value ofm should be chosen according to guidelines
used in the adaptive filtering literature.3 The D delay block
shown in Fig. 1 should be used to account for an expected
minimum propagation delay. The adaptive filter can then ac-
count for the variations in the delay. The variation in the
delay will be a function of the propagation distance and the
wind speed fluctuations. Expected standard deviations of the
propagation delay6 suggest that the filter lengths mentioned
above are adequate to account for the variations.

II. EXAMPLE RESULTS

In this section some results will be given which serve to
illustrate the method. The layout of the field experiments
from which the data used in these examples were obtained is
shown graphically in Fig. 2. The source was a large loud-
speaker to which white noise bandlimited from 100 to 5500
Hz was fed. In general, the SPL at 1 m in front of the speaker
was measured to be above 132 dB~re: 20 mPa!. The center
of the speaker was 0.75 m above the ground. Propagation
was from west to east over very flat terrain consisting of
10–12-cm tall grass and slightly moist soil. The receiver was
0.36 m above the ground and was 105 m from the source.
Data from two different wind speed and direction conditions
will be presented. The first set was taken when the wind was
from the NE at 0.5 m/s and the second with SSE winds at 4.5
m/s as measured 1.5 m above the ground. The signal gener-
ated by the loudspeaker was recorded using a microphone
placed 1 m infront of the loudspeaker and at the center point
of the face grating. The loudspeaker was an Electro-Voice
MTH-4, which utilizes multiple conventional and horn trans-
ducers. Because of the difficulty in accurately measuring the
actual sound field radiated by the loudspeaker, it should be
noted that what is actually being computed here is a transfer
function from reference to receiver and not necessarily from
source to receiver. Careful experimental setup can lead to a
reference signal that is a good estimate of the actual source

signal. The reference and received signals were recorded to-
gether on digital audio tape using a sampling rate of 12 k
samples per second. The digital data were taken directly
from the tape and transferred to a computer for the transfer
function computations.

A. Results from the first set of data: low wind speed
conditions

The power spectra of the reference and received signals
for the first set of data are shown in Fig. 3. The spectra were
computed using one second of data. The data set was then
input to the adaptive system for transfer function computa-
tion. The data-reusing LMS algorithm was employed with
four reuses, a filter length of 250, am value of 0.7, and a
constantD ~delay! of 3550 samples. The filter weights rep-
resenting the transfer function were saved for inspection ev-
ery 600 samples~1/20 s!. These saved weights were the av-
erage weights over each 600 sample segment. Shown in Fig.
4 are the magnitude and phase of the average transfer func-
tion over the 1 s ofdata from which the power spectrum was
computed in Fig. 3. It should be noted that one expects 40
dB of attenuation due to spherical spreading for this propa-
gation distance. This attenuation is further altered by effects
such as ground shadows, ground waves, refraction, turbu-
lence, and absorption. The pronounced dip centered at about
600 Hz in the transfer function response is most likely due to
ground effects and agrees with results found in Piercyet al.7

FIG. 1. Block diagram of the transfer function determination system. TheD
delay block accounts for most of the propagation delay.

FIG. 2. Diagram of the propagation experiment. Propagation was from west
to east over dry grass with slightly moist soil.

FIG. 3. Magnitudes of the power spectra of a 1-s segment of data for the
source~upper trace! and the received~lower trace! signals. Data shown from
100 to 5500 Hz. Level in decibelsre: 20 mPa, bandwidth51.47 Hz.

FIG. 4. The average transfer function found using the adaptive system over
the 1-s data segment with 0.5-m/s wind. The magnitude~solid line! and
phase~dashed line! are shown. Bandwidth for both53 Hz.
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The quality of the model is perhaps best measured by ob-
serving the power spectra of the received signal and the error
~difference! signals. Figure 5 shows these estimated power
spectra for the same 1-s segment of data. The model seems to
be accurate out to nearly 2 kHz. The time evolution of the
magnitude of the transfer function is displayed in Fig. 6 for
frequencies from 100 to 2000 Hz, and is an example of the
many illustrative pictures one can construct using this
method.

B. Results from the second set of data: greater wind
speed

As the wind speed increases one would expect that the
propagation transfer function would vary more quickly and
more severely with time due to the increase in turbulence.
This is illustrated in the results from the second set of data in
which the wind averaged 4.5 m/s. Figure 7 shows the time
evolution of the computed transfer function over a 1-s seg-
ment of data for this higher wind speed case. The data-
reusing LMS algorithm was again used. However, this time
the best performance was obtained with a filter of length 128.
In comparison to that shown in Fig. 6, the structure of the
magnitude of the transfer function appears much more ran-

dom in nature. The shorter filter length was the result of the
tradeoff mentioned earlier between filter length and the
tracking speed of the adaptive system. The system still pro-
vides good transfer function estimates in this case. The error
signal power spectrum shows good performance to 2 kHz in
a manner similar to that shown in Fig. 5. As the rate of
transfer function variability becomes faster, the method may
not be able to provide good performance. The variability rate
at which the performance becomes unacceptable will be a
function of the transfer function complexity.

III. CONCLUSIONS

The alternative method of calculating the acoustic
propagation transfer function outlined in this paper provides
an accurate model of the effects of propagation. The model
takes the form of a FIR filter whose coefficients are continu-
ously adapted using an adaptive filter system in the system
identification mode. The system adapts such that the output
of the adaptive filter, which has the source signal as its input,
mimics the actual received signal as closely as possible. The
data-reusing LMS and the recursive least-squares lattice gave
the best results of the algorithms tested. It was found that
filter lengths from 100 to 250 provided good performance for
the propagation conditions analyzed in this paper. The length
of the filter used will be a function of the speed of evolution
and complexity of the transfer function, with the maximum
filter length being given by the equivalent time of relative
stability in the transfer function. Example results for two
different wind speed situations were presented. The method
provides accurate time-evolution transfer function data with
low complexity and computational expense. It should prove
useful in the continuing study of acoustic propagation.
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FIG. 5. Estimated power spectra of the received signal~solid line! and the
error signal~dashed line! over the 1-s segment of data with 0.5-m/s wind.
Level in decibelsre: 20 mPa, bandwidth for both53 Hz.

FIG. 6. The time evolution of the magnitude of the computed transfer func-
tion from 100 to 2000 Hz for the 1-s data segment with 0.5-m/s wind.
Bandwidth54 Hz.

FIG. 7. The time evolution of the magnitude of the computed transfer func-
tion from 100 to 2000 Hz for the 1-s data segment with 4.5-m/s wind.
Bandwidth54 Hz.
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